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Scanning tunneling microscopy (STM), with its unique capabilities to image the electronic structure of solids with atomic resolution, has been extensively used to study superconductors. The tunneling conductance measured by STM is proportional to the local density of states (LDOS) at the STM tip position and, hence, provides indispensable information about the superconducting gap in the energy spectrum. Many of the unconventional superconductors are layered materials where, generally, the layer exposed to the STM tip is different from the 'active' layer responsible for superconductivity. The intervening layers between STM tip and the active layer can provide indirect tunneling paths and hence significantly alter the conclusions drawn from assuming a direct tunneling. To address this issue, we have developed a novel 'BdG+W' method which combines the solution of the widely used lattice Bogoliubov-de Gennes (BdG) equations and first principles Wannier functions. Here, the BdG equations are solved on a two-dimensional (2D) lattice in the active layer, and the effect of other degrees of freedom are included through Wannier functions, enabling calculation of LDOS at STM tip position with sub-unit cell resolution.

As the first application of the BdG+W method, we study the response of the superconductor FeSe to a single point-like impurity substituting on a Fe site. Using the solution of the 10-Fe-orbital BdG equations in conjunction with the first principles Wannier functions, we show that that the atomic-scale dimer-like states observed in STM
experiments on FeSe and several other Fe-based superconductors can be understood as a consequence of simple defects located on Fe sites due to hybridization with the Se states. Next, we study the effects of Zn and Ni impurities on the local electronic structure in cuprate superconductor Bi$_2$Sr$_2$CaCuO$_8$ (BSCCO). Modeling Zn as a strong on-site potential scatterer, we obtain LDOS maps at a typical STM tip height using BdG+W method showing excellent agreement with the STM measurements, resolving the long-standing 'Zn-paradox'. Moreover, we show that the LDOS obtained using BdG+W framework treating Ni in a simple model of a magnetic impurity shows excellent agreement with the STM results. Finally, we study the charge ordered states in the extended t-J model using a renormalized mean-field theory. We show that the nodal pair density wave state supported by this model has characteristics very similar to that observed in the STM experiments on the underdoped cuprates.
CHAPTER 1
INTRODUCTION

1.1 Historical Background

Superconductivity - characterized by zero resistivity and perfect diamagnetism below a critical temperature ($T_c$) - represents one of the most remarkable manifestations of quantum mechanics at the macroscopic scale. It was discovered by Kamerlingh Onnes in 1911 with the observation of a sudden drop in the resistivity of mercury when it was cooled below 4.2 K [1]. Twenty-two years later, Meissner and Ochsenfeld showed that the superconductor is more than just a perfect conductor by discovering the ”Meissner effect”, the complete expulsion of magnetic field when a material is cooled below $T_c$ regardless of its past history [2]. It led the London brothers to propose the existence of a macroscopic quantum-mechanical condensate which carries the supercurrent [3]. In 1950, Ginzburg and Landau introduced an order parameter description of the superconducting condensate and proposed the famous ”Ginzburg-Landau (GL)” equation leading to a successful phenomenological description of superconductivity [4] as a macroscopic quantum phenomenon. In the same year, the discovery of the isotope effect- a change in $T_c$ caused by isotopic substitution of lattice ions- paved the way for the microscopic theory of superconductivity [5, 6]. It showed, for the first time, that the lattice degrees of freedom play important role in the superconductivity of simple materials. Soon after, Bardeen and Fröhlich showed that the lattice vibrations can mediate an effective attraction between electrons, even if Coulomb repulsion is taken into account [7–9]. In another important development, Cooper showed that the Fermi sea is unstable against the formation of bound pairs of electrons, called ”Cooper pairs”, in presence of effective electron-electron attractive interaction, no matter how weak it is [10]. With these two important ingredients, Bardeen, Cooper, and Schrieffer proposed the famous BCS theory in 1957 [11], explaining the microscopic origin of superconductivity for which they were awarded the Nobel prize in 1972. BCS theory explained most of the experimental
observations in elemental superconductors and is regarded as one of the cornerstones of
the condensed matter physics.

In the next two decades of the BCS theory, even after intense experimental efforts,
\( T_c \) could not be raised beyond 23 K. A major breakthrough was achieved by Bednorz
and M"uller in 1986 [12]. They discovered superconductivity in doped perovskite
La\(_{2-x}\)Ba\(_x\)CuO\(_4\) with record-breaking \( T_c \) of 35 K; a truly remarkable result given that
the undoped compound is an insulator. Within a year, intense experimental efforts across
many laboratories resulted into discovery of similar compounds with increasing \( T_c \) such
as YBa\(_2\)Cu\(_3\)O\(_{7-\delta}\) (\( T_c = 93 \) K), Ba\(_2\)Sr\(_2\)CaCu\(_2\)O\(_{8+\delta}\) (\( T_c = 85 \) K), and TlBa\(_2\)Ca\(_2\)CuO\(_{8+\delta}\) (\( T_c
= 110 \) K). These compounds have CuO\(_2\) layers as a common structural unit and hence
they are called cuprates. In section 1.3, we review some of the important properties of
these materials. The second class of high-\( T_c \) superconductors was discovered in iron-based
materials by Hosono and co-workers who reported 26K superconductivity in fluorine-doped
LaFeAsO in early 2008 [13]. Soon after that, highest \( T_c \) in this class of materials reached
to 55 K by the discovery of SmO\(_{1-x}\)F\(_x\)FeAs [14] and 65-70 K in monolayer FeSe grown
on SrTiO\(_3\) substrate [15]. In section 1.3, we review some of the important properties
of these Fe-based materials. Figure 1-1 summarizes the history of high-temperature
superconductivity.

1.2 BCS Theory

Here, we will review some main results of the BCS theory. Detailed discussions
and derivations can be found in many excellent textbooks [17–19]. BCS considered
the following pairing Hamiltonian as a minimal model to produce a superconducting ground
state:

\[
H_{SC} = \sum_{k\sigma} \xi_k c_{k\sigma}^\dagger c_{k\sigma} + \sum_{kk'} V_{kk'} c_{k\sigma}^\dagger c_{-k'\sigma}^\dagger c_{-k\sigma} c_{k\sigma} \tag{1-1}
\]

Here, \( c_{k\sigma}^\dagger \) creates an electron with momentum \( k \) and spin \( \sigma = \uparrow, \downarrow \). The first term in
the above Hamiltonian represents the kinetic energy of electrons, with \( \xi_k \) being the
single-particle energy relative to the Fermi energy. The second term represents an
Figure 1-1. Superconducting transition temperature ($T_c$) versus year of discovery for various superconductors. Reprinted by permission from Macmillan Publishers Ltd: Nature [16], copyright 2015.

Attractive interaction which scatters a pair of electrons in state $(k \uparrow, -k \downarrow)$ to state $(k' \uparrow, -k' \downarrow)$ with an amplitude $V_{k k'} < 0$. This Hamiltonian can be studied by a variety of approaches such as variational method, mean-field decomposition, and Greens function methods. Originally, BCS used the variational approach, and hypothesized the following trial wavefunction

$$|\Psi\rangle = \prod_k (u_k + v_k c_{k \uparrow}^c c_{-k \downarrow}) |0\rangle \quad (1-2)$$

Here, $|0\rangle$ represents the vacuum state. $u_k$ and $v_k$ are the variational parameters with respect to which the ground state energy $E = \langle \Psi | H_{SC} | \Psi \rangle$ has to be minimized under the constraint $|u_k|^2 + |v_k|^2 = 1$ as required for the normalization. The BCS wavefunction represents a coherent superposition of Cooper pairs with $|v_k|^2$ ($|u_k|^2$) being the probability of pair state $|k \uparrow, -k \downarrow\rangle$ to be occupied (empty).

One of the key quantities in the BCS theory is the superconducting gap parameter $\Delta_k$, defined as:

$$\Delta_k = \sum_{k'} V_{kk'} \langle c_{-k' \downarrow} c_{k' \uparrow} \rangle = - \sum_{k'} V_{kk'} u_k v_{k'} \quad (1-3)$$
The excitation energy of a quasi-particle with momentum $\hbar k$ in the superconducting state depends on $\Delta_k$, and is given by

$$E_k = \sqrt{\xi_k^2 + |\Delta_k|^2}$$  \hspace{1cm} (1-4)

It shows that an energy gap is opened at the Fermi level ($\xi_k = 0$) and that the minimum energy to excite a quasi-particle with wavevector $k$ is $|\Delta_k|$. The superconducting gap parameter depends on the pair potential $V_{kk'}$ and is obtained by solving the so-called "BCS gap equation"

$$\Delta_k = -\sum_{k'} V_{kk'} \frac{\Delta_{k'}}{2E_{k'}} \tanh \frac{\beta E_{k'}}{2}$$ \hspace{1cm} (1-5)

where $\beta = 1/k_B T$, with $k_B$ and $T$ being the Boltzmann constant and temperature, respectively. It is a highly non-linear integral equation and has a trivial solution $\Delta_k = 0$ representing the high-temperature normal state. At sufficiently low temperatures, a non-trivial solution can exist, implying a superconducting state.

Equation 1-5 is hard to solve for a general $V_{kk'}$. BCS used a simplified model of the phonon-mediated attractive interaction to get a closed-form solution of the gap equation:

$$V_{kk'} = \begin{cases} -V, & \text{if } |\xi_k|, |\xi_{k'}| \leq \hbar \omega_D \\ 0, & \text{otherwise} \end{cases}$$ \hspace{1cm} (1-6)

Where $V$ is a positive constant and $\omega_D$ refers to the Debye frequency. Using this simplified model in Equation 1-5, we find that the superconducting gap is constant for $k$ within an energy $\hbar \omega_D$ of the Fermi energy, and its zero-temperature value, in the weak-coupling limit, is given by

$$\Delta(0) = 2\hbar \omega_D \exp \left[ -\frac{1}{N_F V} \right]$$ \hspace{1cm} (1-7)

Here, $N_F$ represents the electronic density of states (DOS) at the Fermi level and $N_F V \ll 1$. Taking the limit $\Delta(T) \rightarrow 0$ in Equation 1-5 yields $T_c$:

$$k_B T_c = 1.13\hbar \omega_D \exp \left[ -\frac{1}{N_F V} \right]$$ \hspace{1cm} (1-8)
The universal ratio $\Delta(0)/k_B T_c = 1.764$ predicted by BCS theory (compare Equations 1–7 and 1–8) has been found to be in good agreement with the experiments [20, 21].

### 1.3 Overview of Cuprate Superconductors

Cuprates contain CuO$_2$ layers as a common structural unit, generally separated by insulating spacer layers. As an example, Figure 1-2(a) shows the crystal structure of stoichiometric cuprate La$_2$CuO$_4$ which is the "parent compound" of the first high-$T_c$ cuprate family La$_{2-x}$Sr$_x$CuO$_4$ also known as LSCO. In the CuO$_2$ plane Cu form a square lattice and has four-fold coordination with O atoms as shown in Figure 1-2(b). It was realized early by Anderson that the CuO$_2$ plane plays the most important role in the physics of cuprates. Spacer layers are thought to act as the charge reservoirs which dope the CuO$_2$ plane.

In the parent compounds, Cu has a valence state Cu$^{2+}$ and electronic configuration 3$d^9$ leading to an occupancy of one electron per CuO$_2$ unit cell. For such a half-filled system, band theory predicts a metallic state. However, cuprate parent compounds are "Mott" insulators with a charge gap of order 2 eV. In the half-filled configuration, any hopping of an electron will produce a doubly occupied site. Due to strong Coulomb
repulsion, the energy cost ($U$) of such a double occupancy is huge compared to the hopping energy $t$, prohibiting the hopping of electrons and thus blocking the charge conduction. Although charge fluctuations are prohibited in the Mott phase, spins are free to have dynamics. In fact, the virtual hopping of electrons produces an effective antiferromagnetic coupling ($J$) between spins, a mechanism known as “super-exchange” [23]. This leads to a simple antiferromagnetic ordering of spins as shown in Figure 1-2(b).

Doping the parent compound with holes, i.e. lowering the number of electrons per unit cell from 1 to $1 - p$, where $p$ denotes the doping level, produces an incredibly rich phase diagram as shown in Figure 1-3 taken from Ref. [16]. With increasing $p$, the Neel temperature ($T_N$) decreases sharply and at a critical doping $p = p_c (\approx 0.02$ in LSCO...
antiferromagnetic order vanishes. Almost immediately afterwards, superconductivity sets in at \( p = p_{\text{min}} \) \( (\approx 0.06 \) in LSCO [24]). With increasing doping, the \( T_c \) line traces a dome-like shape. The maximum \( T_c \) occurs at the "optimal" doping \( p = p_{\text{opt}} \) dividing the phase diagram by convention into two regions namely underdoped \((p < p_{\text{opt}})\) and overdoped \((p > p_{\text{opt}})\). It has been established by phase-sensitive experiments [25, 26] that the superconducting gap \((\Delta_k)\) in cuprates has a \( d \)-wave symmetry, meaning that the gap changes sign under 90° rotation. Furthermore, angle-resolved photoemission spectroscopy (ARPES) experiments [27] reveal that the gap has \( d_{x^2-y^2} \) structure which, in its simplest form, can be expressed as \( \Delta_k \sim (\cos k_x - \cos k_y) \). The gap magnitude vanishes at four points on the Fermi surface near \((\pm \pi/2, \pm \pi/2)\) called nodes, and achieves a maximum on eight points near \((\pm \pi, 0)\) and \((0, \pm \pi)\) called anti-nodes. The presence of low energy "nodal" excitations leads to very different temperature dependence of thermodynamic and transport observables, such as specific heat, thermal conductivity and superfluid density, compared to the fully-gaped conventional superconductors [28].

On the overdoped side, many of the properties of the superconducting state can be phenomenologically explained in a simple BCS theory framework with a \( d_{x^2-y^2} \) gap. This approach is substantiated by the ARPES observation of well defined quasiparticles and a hole-like Fermi surface, similar to the band theory predictions, suggesting a Fermi liquid-like normal state in overdoped cuprates [27]. We use this framework in Chapter 4 to study the effects of magnetic and non-magnetic impurities in over-to-optimally doped cuprates.

The underdoped side, on the other hand, is considered to be much more strongly correlated due to its proximity to the Mott insulator phase, and not suitable for a description in terms of a simple BCS framework. In this context, a simple but extensively studied model which captures the idea of superconductivity originating from "doping a Mott insulator" [24] is the \( t - J \) model [29]. As the strong coupling limit \((U \rightarrow \infty)\) of the Hubbard model, it excludes all configurations of states with any double occupancy.
of sites. Although an exact solution is not known yet, various approximate treatments such as variational Monte-Carlo methods [30], Gutzwiller mean-field theory [30, 31], and slave-boson approach [24, 32, 33] have found a superconducting ground state with $d_{x^2-y^2}$ symmetry. In Chapter 5, we use an extended version of this model, including next-nearest hopping $t'$, to study the coexistence phase of superconductivity and charge order which has been observed across the cuprate family in the underdoped region (see Figure 1-3).

Various experimental probes such as nuclear magnetic resonance (NMR) [34], scanning tunneling microscopy (STM) [35], and resonant X-ray scattering [36] reveal that the charge order is short-range, uni-directional, and incommensurate with a $d-$wave type intra-unit cell symmetry. Moreover, it generally does not accompany a magnetic order [36] and is thought to be distinct from the "stripe order", which consists of combined unidirectional modulating magnetic and charge order, observed primarily in La$_{2-x}$Ba$_x$CuO$_4$ near $p = 1/8$ doping [37].

By crossing the $T_c$ line in the underdoped regime one enters into the "psuedogap" region of the phase diagram. The psuedogap is characterized by the suppression of low energy single-particle spectral weight and is observed through various experimental means including, but not limited to, NMR, ARPES and specific heat measurements (see [24, 27, 38] for review). In particular, ARPES finds opening of an incoherent gap in the anti-nodal region of Brillouin zone and disconnected arc-like features, called "Fermi arcs", in the nodal region [27]. The crossover line denoted by $T^*$ in Figure 1-3 separates the psuedogap regime from another exotic regime, namely the "strange metal" which is characterized by lack of the well-defined quasiparticles and resistivity varying linearly with temperature. These two regimes constitute least understood and most contentious part of the cuprate phase diagram.

1.4 Overview of Iron-Based Superconductors

Iron based superconductors (FeSCs) are divided into two categories: Fe-pnictides (e.g. LiFeAs) and Fe-chalcogenides (e.g. FeSe). Figure 1-4(a) shows crystal structure of
representative members of the four most studied families of iron based superconductors (FeSCs) namely 11, 111, 122 and 1111, reflecting the formulas of their stoichiometric parent compounds. All these structures are characterized by a common FePn or FeCh layers, Pn (Ch) being the pnictogen (chalcogen) elements such as As (Se), separated by spacer layers. Like CuO$_2$ layers in cuprates, FePn/FeCh layers play the most important role in the physics of FeSCs. The spacer layer primarily acts as a reservoir of charge carriers, as in cuprates, or a source of chemical pressure. As shown in Figure 1-4(b), Fe forms a square lattice and Pn or Ch ions are located above and below the center of squares in alternating fashion. Apart from these bulk materials, monolayers of FeSe,
epitaxially grown on strontium titanate (STO) substrate, have attracted enormous attention recently [41] owing to their high $T_c$ (110K from resistive measurements [42] and 70K from ARPES measurements [43]) which is an order of magnitude larger than the bulk FeSe ($T_c \approx 8$K).

In parent compounds, Fe has a valence state Fe$^{2+}$ and electronic configuration $3d^6$. Unlike cuprates, where only one $d$-orbital ($d_{x^2-y^2}$) contributes to the Fermi surface, first-principles band structure calculations [44] and ARPES results [45] show that all five $d$-orbitals contribute to the Fermi surface of FeSC parent compounds with $d_{xy}$, $d_{xz}$, and $d_{yz}$ having the largest weight. Moreover, it is found that the hole-like and electron-like bands cross the Fermi energy near the Brillouin zone center (Γ point) and Brillouin zone boundary (X and Y points), leading to a Fermi surface with nearly circular "hole pockets" at the Γ point and elliptical "electron pockets" at the X and Y points as shown in Figure 1-4(c). This multi-band nature plays a central role in the physics of FeSCs.

A schematic phase diagram of a representative Fe pnictide as a function of electron and hole doping is shown Figure 1-5. The high temperature phase of undoped parent compound is a paramagnetic metal with a tetragonal lattice. Lowering the temperature
results in an almost simultaneous structural and magnetic transition to an orthorhombic spin density wave (SDW) phase \([46]\). In this phase, generally, ordered spins form a "stripe" pattern, characterized by ferromagnetic order in one direction and antiferromagnetic (Neel-type) order in other. In doped compounds, the structural transition precedes the magnetic transition i.e. \(T_s > T_N\), where \(T_s\) and \(T_N\) represents structural and magnetic transition temperatures, respectively. The blue region between \(T_s\) and \(T_N\) phase lines as shown in Figure 1-5 is called the "Nematic" phase, borrowing the terminology from liquid-crystals where it corresponds to a phase with broken rotational symmetry but preserved translational symmetry. The nematic phase in Fe-based materials is believed to have an electronic origin \([47]\), as the large anisotropy observed in various experiments, such as in-plane resistivity measurements \([48]\), STM \([49]\), ARPES \([50]\), and torque magnetometry \([51]\), can not be explained by the very small orthorhombic lattice distortion.

At low temperatures, doping the parent compound with electrons or holes typically leads to the appearance of the superconducting phase. The \(T_c\) line traces an asymmetric dome-like shape with maximum \(T_c\) taking values as large as 57K in 1111 materials \([52]\). NMR experiments on many FeSCs \([53]\) strongly indicate that the superconducting state is spin singlet, making a case for even parity superconducting gap such as \(s\)-wave and \(d\)-wave. However, unlike cuprates, there is no definitive experimental evidence of a particular gap symmetry in FeSCs. At moderate doping levels, most of the experiments point towards a multi-band \(s\)-wave type gap with two possible scenarios, namely \(s_{++}\) \([54]\) and \(s_{\pm}\) \([55]\). In \(s_{++}\) (\(s_{\pm}\)) pairing the superconducting gap has same (opposite) sign on electron and hole pockets. Although, there is no "smoking gun" evidence to favor one over the other, \(s_{\pm}\) is widely believed to be the pairing symmetry in most of the weak-to-moderately doped FeSCs. In Chapter 3, we study the impurity bound states in the superconducting FeSe with \(s_{\pm}\) pairing.
Figure 1-6. (a) Schematic of a scanning tunneling microscope. A bias voltage \( V \) is applied between a sharp metallic tip and the sample, which results in a measurable tunneling current. (b) Schematic of tip-sample tunneling. When a positive bias is applied on the sample, its Fermi level lowers by an amount \( eV \) compared to the tip Fermi level. Electrons tunnel primarily from filled states in the tip to empty states in the sample. Reprinted from [56]. Copyright IOP Publishing. Reproduced with permission.

### 1.5 STM Studies of Superconductors

Scanning tunneling microscopy (STM), with its unique capabilities to image the electronic structure of solids with atomic resolution, has been extensively used to study superconductors [56–59]. The STM apparatus consists of an atomically thin metallic tip separated from a conducting sample surface through a vacuum barrier as shown in Figure 1-6(a). The position of the tip (\( r \)) can be controlled with a sub-Å resolution using piezoelectric actuators. Applying a bias voltage between an appropriately placed tip and the sample results in a measurable tunneling current through the vacuum barrier. Under various justifiable assumptions such as low temperature, energy-independent tunneling matrix element, and featureless density of states in the tip material, differential tunneling conductance turns out to be proportional to the local density of states (LDOS) of the sample [56, 57],

\[
\frac{dI}{dV} \propto \rho_s(r, eV)
\]  

(1–9)
Figure 1-7. (a) Comparison of tunneling conductance spectra directly above Zn impurity site and at a site far away from impurity in superconducting Bi$_2$Sr$_2$CaCu$_2$O$_{8+\delta}$ doped with Zn. (b) Spatial conductance map around Zn impurity at resonant energy (−1.2 meV) showing intensity maximum right above the impurity site. Both figures are reprinted by permission from Macmillan Publishers Ltd: Nature [60], copyright 2000. (c) Local density of states around impurity site at the resonant energy resulting from a simple theoretical model of a strong non-magnetic impurity in a $d$-wave superconductor.

Here, $I$ is the tunneling current, $V$ is the applied bias, $\rho_s$ is the sample LDOS and $e$ is the electronic charge. Thus, conductance measured the tip position $\mathbf{r}$ and a bias voltage $V$ is equivalent to the sample’s LDOS at the spatial position $\mathbf{r}$ and energy $\omega = eV$. The sub-Å resolution spectroscopic imaging of LDOS provides indispensable information about the superconducting gap. Further information about the nature of superconductivity can be obtained by studying the atomic-scale electronic structures around impurities in superconductors. Finally, momentum resolved details of the Fermi surface and superconducting gap can be obtained using ‘quasi-particle interference (QPI)’ technique which essentially involves the Fourier transform of the conductance maps.

In layered superconductors such as cuprates and FeSCs, generally, the layer exposed to the STM tip where material cleaves turns out to be different from the ‘active’ layer.
responsible for the superconductivity (CuO$_2$ layer in cuprates and Fe layer in FeSCs). In this scenario, a direct comparison of STM results with theoretical calculations which only take the active layer’s degrees of freedom into account can lead to misinterpretation of data. This is nicely illustrated by the famous ”Zn-paradox” in the cuprate compound BSCCO which cleaves at the BiO plane, two layers above the CuO$_2$ plane. STM conductance spectra taken over a Zn impurity in superconducting BSCCO [60] reveal that Zn induces an in-gap bound state as shown in Figure 1-7(a). The conductance map taken at the bound state energy (−1.2 meV) shows intensity maxima at the Zn site (Figure 1-7(b)) whereas theoretical calculations of impurity-induced states in a $d$-wave superconductor (based on a simple, on-site nonmagnetic potential) predict LDOS minima at the Zn site [61]. It was proposed that this discrepancy can be reconciled if the BiO layer is assumed to act as a ”filter” providing a non-trivial tunneling path from STM tip to Zn atom [62].

To address the aforementioned issue, I have developed a novel ’BdG+W’ method which combines the solution of Bogoliubov-de Gennes (BdG) equations, widely used to study inhomogenous superconductivity, and first principles Wannier functions to yield LDOS at STM tip position with sub-Å resolution. Here, the BdG equations are solved self-consistently on a two-dimensional lattice in the active layer, and the effect of atoms in other layers is included through Wannier functions defined in 3D continuum space. In Chapter 2, I describe the mathematical framework behind the ’BdG+W’ method. As the first application, in Chapter 3, I study the effects of a single non-magnetic impurity in the superconducting FeSe, and show that the geometrical dimer states observed in STM experiments [63] can be understood as a consequence of simple defects located on Fe sites due to hybridization with the Se state. In Chapter 4, I compute the impurity induced resonant LDOS and QPI patterns, within the BdG+W framework, in superconducting BSCCO doped with Zn and Ni impurities and show that the results are in excellent agreement with the STM experiments [60, 64]. In Chapter 5, using renormalized
mean-field theory and Wannier function based analysis, I show that the extended $t - J$ model supports incommensurate charge ordered states which display characteristics very similar to the charge ordered states observed through STM experiments [65, 66] in underdoped cuprates. Finally, in Chapter 6, I present the summary and conclusions of my dissertation work.
CHAPTER 2
BOGOLIUBOV-DE GENNES-WANNIER APPROACH

In this chapter, I will discuss the mathematical formulation behind the BdG+W scheme introduced in Section 1.5. Some of the material presented here is based on a published paper [67]. All the published contents (excerpts and figures) are reprinted with permission from Peayush Choubey, T. Berlijn, A. Kreisel, C. Cao, and P. J. Hirschfeld, Phys. Rev. B 90, 134520 (2014), copyright 2014 by the American Physical Society.

2.1 Impurities in Superconductors

Studying controlled disorder in a correlated system can provide important insights about its ground state [68]. Effects of disorder in conventional s-wave superconductors, to a great extent, are encapsulated in "Anderson’s theorem" [69] and the Abrikosov-Gorkov (AG) theory [70]. The former states that the non-magnetic impurities do not affect $T_c$ or the superconducting gap due to time-reversal invariance. Magnetic impurities, on the other hand, break time-reversal symmetry and lead to the suppression of $T_c$, and the rate of suppression is described by the AG theory for weak scatterers. For stronger potentials, impurity-induced in-gap bound states are created, often referred as the Yu-Shiba-Rusinov states [71–73]. Anderson’s theorem does not apply, however, if the superconducting gap has a strong momentum dependence, which is often the case with the unconventional superconductors. In such a scenario, even non-magnetic impurities can suppress $T_c$ and produce in-gap states. Thus, an experimental observation of $T_c$ suppression and the presence of in-gap states (or its indirect manifestation) can be an indication of unconventional pairing.

Earlier studies of disorder effects were mainly focused on the bulk properties of superconductors [74] such as $T_c$, penetration depth, specific heat and planar tunneling. In recent times, however, the focus has shifted towards local studies of impurity effects [56, 75] mostly owing to rapid technological advancements in STM techniques. The first observation of the in-gap bound states localized around a magnetic impurity in a
conventional superconductor was reported by Yazdani et al. in 1997 [76]. Subsequently, detection of the virtual bound states induced by a non-magnetic impurity (Zn) [60] and a magnetic impurity (Ni) [64] in the cuprate compound Bi$_2$Sr$_2$CaCu$_2$O$_{8+\delta}$, confirmed the earlier theoretical predictions [61] of such states in a $d$-wave superconductor. The in-gap bound states observed in many bulk FeSCs [63, 77–79] have indicated, although not conclusively, that a sign changing $s_{\pm}$ is the more likely pairing symmetry compared to the non-sign changing $s_{++}$. More recently, the absence (presence) of bound states induced by non-magnetic (magnetic) impurities in the monolayer FeSe grown on STO substrate has been taken as evidence that the pairing state in this system should be isotropic $s_{++}$-wave [80]. This is not necessarily correct, however, if the pairing involves states away from the Fermi level [81].

Here, we will present a simple scheme to study the effects of an impurity in a superconductor in the context of STM experiments. We assume that a BCS-like mean-field description, with proper gap symmetry, can describe the superconducting state. Although such a description neglects correlation effects or treats them at a very crude level (e.g. through an overall band renormalization), it has been used successfully to capture qualitative aspects of the impurity effects in superconductors [75]. Furthermore, the normal state of a material under study is assumed to be well described by a tight-binding model derived from the density functional theory (DFT) calculations. This is justified in case of overdoped cuprates and many FeSCs where ARPES determined Fermi surface displays strong similarity with the corresponding DFT results [27, 45]. For strongly-correlated materials such as optimal-to-underdoped cuprates, it should still be applicable for symmetry-related questions.

2.2 Mean-Field Theory

2.2.1 Hamiltonian

The simplest Hamiltonian describing effects of impurities in a superconductor consists of three terms, namely a kinetic energy term $H_0$ describing the non-interacting electrons in
the normal state, a BCS type pairing interaction term $H_{\text{BCS}}$ describing superconductivity, and an impurity term $H_{\text{imp}}$.

$$H = H_0 + H_{\text{BCS}} + H_{\text{imp}},$$

(2-1)

To express the Hamiltonian in a tight-binding model, we first construct a single particle basis of Wannier functions $w_i^\mu$ using the DFT wave functions. Here, $i$ represents an unit cell with the lattice vector $\mathbf{R}_i$ and $\mu$ labels the orbital degrees of freedom within the unit cell. Subsequently, hopping parameters are obtained leading to the tight-binding model for the normal state,

$$H_0 = \sum_{i,j,\mu,\sigma} t^{\mu\nu}_{ij} c_{i\mu\sigma}^\dagger c_{j\nu\sigma} - \mu_0 \sum_{i,\mu,\sigma} c_{i\mu\sigma}^\dagger c_{i\mu\sigma},$$

(2-2)

Here, $c_{i\mu\sigma}^\dagger$ ($c_{i\mu\sigma}$) creates (destroys) an electron with spin $\sigma$ in the Wannier orbital $\mu$ located in the unit cell $i$. $t^{\mu\nu}_{ij}$ is the amplitude of hopping from the unit cell $i$ and orbital $\mu$ to the unit cell $j$ and orbital $\nu$. The average electron filling can be set by tuning the chemical potential $\mu_0$. Often the Wannier function information is discarded after constructing the tight-binding model, but in our formalism it plays a crucial role as we will show in Section 2.3.2.

The superconducting state is accounted for via a BCS-like pairing term as

$$H_{\text{BCS}} = -\sum_{i,j,\mu,\nu} V^{\mu\nu}_{ij} c_{i\mu\nu}^\dagger c_{j\nu\mu}^\dagger c_{j\nu\mu} c_{i\mu\nu},$$

(2-3)

where $V^{\mu\nu}_{ij} > 0$ is the real-space pair potential between orbital $\mu$ in the unit cell $i$ and orbital $\nu$ in the unit cell $j$. $V^{\mu\nu}_{ij}$ can be either put in ”by hand” to yield a particular gap magnitude and symmetry, or it can be determined from a microscopic theory of pairing. For example, in Chapter 3 we use pair potentials determined from a spin fluctuation theory of pairing in FeSCs, and in Chapter 4 we put it in ”by hand”, choosing a non-zero value only for the nearest-neighbor interaction, to yield a $d$-wave gap with the experimentally observed magnitude.
Defects in a material can be of many types such as twin boundaries, grain boundaries, interstitial atoms, and substitutional atoms. Here, we consider the simplest kind of defect: substitutional impurity atoms. Impurity atoms interact with the conduction electrons through the screened Coulomb potential which, in the limit of perfect screening, can be accounted for via the following Hamiltonian,

\[ H_{\text{imp}} = \sum_{i^*} V_{\text{imp}} c_{i^*}^\dagger c_i, \] (2-4)

where, \( i^* \) is the impurity unit cell and \( V_{\text{imp}} \) is the impurity potential taken to be proportional to the identity matrix in orbital space for the sake of simplicity. This model can be easily generalized to include an extended range potential, orbital dependence, as well as magnetic scattering. We will return to the latter in Section 4.5.

### 2.2.2 BdG Equations

To diagonalize the Hamiltonian \( H \) (Equation 2-1), we use the mean-field approximation and decompose the quartic operator in Equation 2-3 into two bilinear ones, namely the pair creation operator \( c_{i\mu}^\dagger c_{j\nu}^\dagger \) and the pair destruction operator \( c_{j\nu} c_{i\mu} \). The following is the resulting mean-field Hamiltonian:

\[ H_{\text{MF}} = \sum_{ij,\mu\nu,\sigma} t_{ij}^{\mu\nu} c_{ij\sigma}^\dagger c_{j\nu\sigma} - \mu_0 \sum_{i,\mu,\sigma} c_{i\mu\sigma}^\dagger c_{i\mu\sigma} - \sum_{ij,\mu,\nu} \left( \Delta_{ij}^{\mu\nu} c_{ij\mu}^\dagger c_{ij\nu}^\dagger + \text{H.c.} \right) + \sum_{i,\mu\sigma} V_{\text{imp}} c_{i^*\mu} c_{i^*\mu}, \] (2-5)

where H.c. implies Hermitian conjugate. The superconducting order parameter is given by

\[ \Delta_{ij}^{\mu\nu} = V_{ij}^{\mu\nu} \langle c_{ij\mu} c_{ij\mu}^\dagger \rangle. \] (2-6)

The mean field Hamiltonian is quadratic in electron operators and can be diagonalized using the following spin-generalized Bogoliubov transformation,

\begin{align*}
    c_{i\mu\sigma} &= \sum_n \left[ u_{i\mu\sigma}^n \gamma_{n\sigma} + v_{i\mu\sigma}^{n*} \gamma_{n\sigma}^\dagger \right] \\
    c_{i\mu\sigma}^\dagger &= \sum_n \left[ u_{i\mu\sigma}^{n*} \gamma_{n\sigma}^\dagger + v_{i\mu\sigma}^n \gamma_{n\sigma} \right],
\end{align*} (2-7)
where $\bar{\sigma}$ represents the opposite of spin $\sigma$, the $\gamma$ operators are Bogoliubov quasiparticle fields that satisfy the fermion commutation rules, and the coefficients $u$ and $v$ satisfy
\[ \sum_n |u_{i\mu\sigma}^n|^2 + |v_{i\mu\sigma}^n|^2 = 1. \]
When applied to $H_{\text{MF}}$ (Equation 2-5) the above transformation yields a Hamiltonian diagonal in the $\gamma$ operators:
\[ H_{\text{MF}} = E_0 + \sum_{n\sigma} E_{n\sigma} \gamma_{n\sigma}^\dagger \gamma_{n\sigma} \quad (2-8) \]
Here, $E_0$ is the ground state energy and $E_{n\sigma}$ is the quasiparticle energy labeled by indices $n$ and $\sigma$. It should be noted that the sum in Equation 2-8 runs over $(n, \sigma)$ corresponding to positive eigenvalues ($E_{n\sigma} > 0$). Comparing the commutator $[H_{\text{MF}}, c_{i\mu\sigma}]$ obtained from the two definitions of mean-field Hamiltonian (Equation 2-5 and Equation 2-8) yields two sets of the BdG equations, related to each other by the particle-hole symmetry (see Appendix A for details). We choose to work with the following set
\[ \sum_{j\nu} \begin{pmatrix} \xi_{ij\nu}^{\mu\nu} & -\Delta_{ij\nu}^{\mu\nu} \\ -\Delta_{ij\nu}^{\mu\ast} & \xi_{ij\nu}^{\mu\ast} \end{pmatrix} \begin{pmatrix} u_{j\nu\mu\uparrow}^n \\ v_{j\nu\mu\downarrow}^n \end{pmatrix} = E_{n\uparrow} \begin{pmatrix} u_{i\mu\uparrow}^n \\ v_{i\mu\downarrow}^n \end{pmatrix}. \quad (2-9) \]
Here, $\xi_{ij\sigma}^{\mu\nu} = t_{ij}^{\mu\nu} - \mu_0 \delta_{ij} \delta_{\mu\nu} - V_{\text{imp}} \delta_{ij} \delta_{\mu\nu}$ where $\delta$ represents the Kronecker delta function. Mean-fields such as the orbital-resolved electron density $n_{i\mu\sigma} = \langle \gamma_{i\mu\sigma}^\dagger \gamma_{i\mu\sigma} \rangle$ and superconducting gap $\Delta_{ij}^{\mu\nu}$ can be expressed as
\[ n_{i\mu\uparrow} = \sum_n |u_{i\mu\uparrow}^n|^2 f(E_{n\uparrow}) \]
\[ n_{i\mu\downarrow} = \sum_n |v_{i\mu\downarrow}^n|^2 (1 - f(E_{n\uparrow})) \quad (2-10) \]
\[ \Delta_{ij}^{\mu\nu} = V_{ij}^{\mu\nu} \sum_n u_{i\mu\uparrow}^n v_{j\nu\downarrow}^{\ast n} f(E_{n\uparrow}). \]
Here, $f$ represents the Fermi function and the sum runs over all values of $n$. The derivation of Equations 2-9 and 2-10 is straightforward but lengthy, and is provided in Appendix A. The entries of the BdG matrix in Equation 2-9 depend implicitly upon the eigenvalues and eigenvectors through the mean-fields defined in Equation 2-10; thus
the equation must be solved self-consistently. To do so, we first guess the initial values of mean-fields \((n_\uparrow, n_\downarrow, \Delta)\) and chemical potential \(\mu_0\). Then the eigenvalues and eigenvectors of the BdG matrix are obtained, which, in turn, are used to compute mean-fields (Equation 2–10). The process is iterated until the superconducting gap and electron density converge up to a desired accuracy.

### 2.3 Calculation of STM Observables

As explained in Section 1.5, under a wide set of assumptions, the STM tunneling conductance measured at the applied bias \(V = \omega/e\) is proportional to the sample LDOS \(\rho(r, \omega)\) where \(r\) is the STM tip position. Thus, to compare with the STM results we must calculate the local density of states in the 3D continuum space. In the following, we first describe the calculation of lattice LDOS, the quantity most often used in literature to compare with the STM observations. Then, we derive the expression for the continuum LDOS which is a more appropriate quantity to compare.

#### 2.3.1 Lattice LDOS

Using the self-consistent solution of the BdG equations (Equation 2–9), lattice Green’s functions \(G^{\mu\nu}_{ij\sigma}(\omega)\), for the propagation between sites \(i, j\) of a real space lattice can be constructed using the following formula (see Appendix A for the derivation)

\[
G^{\mu\nu}_{ij\sigma}(\omega) = \sum_{n>0} \left[ \frac{u^n_{i\mu\sigma} u^{n*}_{j\nu\sigma}}{\omega - E_{n\sigma} + i0^+} + \frac{v^n_{i\mu\sigma} v^{n*}_{j\nu\sigma}}{\omega + E_{n\sigma} + i0^+} \right],
\]

(2–11)

where \(0^+\) is the artificial broadening, taken to be much smaller than smallest physical energy in the problem, and \(n > 0\) indicates that the sum is to be performed over eigenstates with positive eigenvalues only. For easier numerical implementation, the above expression can be further simplified as below (see Appendix A for the details)

\[
G^{\mu\nu}_{ij\uparrow}(\omega) = \sum_n \frac{u^n_{i\mu\uparrow} u^{n*}_{j\nu\uparrow}}{\omega - E_{n\uparrow} + i0^+}
\]

\[
G^{\mu\nu}_{ij\downarrow}(\omega) = \sum_n \frac{v^n_{i\mu\uparrow} v^{n*}_{j\nu\downarrow}}{\omega + E_{n\uparrow} + i0^+}
\]

(2–12)
Here, the sum runs over all values of $n$. The orbitally-resolved lattice LDOS can be obtained using the imaginary part of the diagonal lattice Green’s functions

$$N_{i\mu\sigma}(\omega) = -\frac{1}{\pi} \text{Im}[G_{i\sigma}(\omega)]$$

where Im represents the imaginary part. The total lattice LDOS can be found by summing over all orbitals i.e. $N_{i\sigma}(\omega) = \sum_{\mu} N_{i\mu\sigma}(\omega)$.

### 2.3.2 Continuum LDOS

The continuum LDOS is related to the retarded continuum Green’s function $G_\sigma(r, r'; \omega)$, defined in the 3D continuum space, as

$$\rho(r, \omega) = \sum_{\sigma} -\frac{1}{\pi} \text{Im}[G_\sigma(r, r; \omega)]$$

where $r$ is a continuum real space position. The continuum Green’s function itself can be defined in the time domain in the usual way

$$G_\sigma(rt, r't') = -i\theta(t - t')\langle[\Psi_\sigma(rt), \Psi^\dagger_\sigma(r't')]_+\rangle,$$

where $\theta$ is the step function, $[\cdot]_+$ represents the anti-commutator, and $\Psi_\sigma(rt)$ denotes the field operator that annihilates an electron with spin $\sigma$ located at position $r$ at time $t$. Now, to transform the single-particle basis from the continuum space $r$ to the lattice space $(i, \mu)$, we utilize the following representation of the field operators

$$\Psi_\sigma(rt) = \sum_{i,\mu} w_{i\mu}(r)c_{i\mu\sigma}(t),$$

where $w_{i\mu}$ labels the Wannier orbital $\mu$ located in the unit cell $i$. Putting Equation 2–16 in Equation 2–15 yields

$$G_\sigma(rt, r't') = \sum_{ij,\mu\nu} G_{ij\sigma}^{\mu\nu}(t, t')w_{ij\mu}(r)w^*_{j\nu}(r'),$$

where $G_{ij\sigma}^{\mu\nu}(t, t') = -i\theta(t - t')\langle[c_{i\mu\sigma}(t), c^\dagger_{j\nu\sigma}(t')]_+\rangle$ is the lattice Green’s function in the time domain. Taking Fourier transform with respect to time on both sides leads to the
frequency domain result

\[ G_\sigma(\mathbf{r}, \mathbf{r}'; \omega) = \sum_{ij, \mu \nu} G_{ij \sigma}^{\mu \nu}(\omega) w_{i \mu}(\mathbf{r}) w_{j \nu}^*(\mathbf{r}'). \]  

(2–18)

Thus using Equation 2–18 with \( \mathbf{r}' = \mathbf{r} \) in conjunction with Equation 2–14, the continuum LDOS can be obtained.

Note that the lattice LDOS (Equation 2–13) is completely determined by the local and diagonal (in orbital space) lattice Green’s function, whereas the continuum LDOS includes contributions from the non-local and off-diagonal lattice Green’s functions \( G_{ij}^{\mu \nu}(\omega) \) too. The non-local terms can lead to interference effects, as the sign of their imaginary part is not fixed. Such effects can cause a qualitative change in the spectral features of the lattice LDOS. We discuss this issue in detail in Section 4.3 in the context of overdoped cuprates.

2.4 Numerical Implementation

To study the effects of an impurity on the local electronic structure in a superconductor within the BdG+W framework, we first need the DFT derived Wannier functions and tight-binding parameters characterizing the normal state of the material. Wannier functions can be constructed from the DFT wavefunctions, spanning an energy window of several eV, using a projection analysis [82] or a maximal localization routine such as Wannier90 [83]. Then superconductivity is introduced using real-space pair potentials \( (V_{ij}^{\mu}) \) that can be either obtained from a microscopic theory or can be put in ”by hand” to yield an experimentally relevant gap magnitude and symmetry. The impurity potential is usually introduced ”by hand”, but a more accurate estimate can be obtained from the first-principles calculations.

The next step is to solve the inhomogeneous BdG equations in a self-consistent way. We take a \( N \times N \) square lattice with each lattice site representing a unit cell with \( N_{\text{orb}} \) Wannier orbitals, and solve Equation 2–9 in conjunction with Equation 2–10 on this lattice using the following steps:
1. Choose initial guesses for electron density $n_o$, superconducting gap $\Delta$, and chemical potential $\mu_0$.

2. Construct the BdG matrix in Equation 2–9 and find its eigenvalues and eigenvectors.

3. Find mean-fields using Equation 2–10. Let the values thus obtained be $n_o^{new}$ and $\Delta^{new}$.

4. Check convergence. If $|n_o^{new} - n_o|, |\Delta^{new} - \Delta|, |n_0 - n_{avg}| < \epsilon$, then convergence is achieved and there is no need for further iterations; otherwise go to the step 5. Here, $\epsilon$ is the desired accuracy, $n_{avg}$ is the average electron density at each iteration, and $n_0$ is the desired electron density.

5. Update the mean-fields and chemical potential.

\[
\begin{align*}
n_o &\rightarrow \beta n_o^{new} + (1 - \beta)n_o \\
\Delta &\rightarrow \beta \Delta^{new} + (1 - \beta)\Delta \\
\mu_0 &\rightarrow \mu_0 + \alpha(n_0 - n_{avg})
\end{align*}
\]

(2–19)

where $0 < \alpha, \beta < 1$. Here, mean-fields have been mixed with their values in the previous iteration. Such an update scheme is very often needed for the proper convergence of the self-consistent solution.

6. Go to step 2.

Using the self-consistent solution of the BdG equations, the lattice Green’s function matrix (Equation 2–12) is constructed in a ”supercell” set-up to achieve a better spectral resolution. The supercell method is described in detail in Appendix B. Local and diagonal elements of the lattice Green’s function matrix yield the lattice LDOS as in Equation 2–13. To find the continuum LDOS, values of the Wannier orbitals at the STM tip position, usually a few Angstroms above the exposed layer, are first extracted. Then using Equations 2–15 and 2–14 the continuum LDOS is obtained.
CHAPTER 3
IMPURITY INDUCED STATES IN IRON BASED SUPERCONDUCTORS

In this chapter, I will discuss the effects of a single non-magnetic impurity in the superconducting FeSe. Most of the material presented here is based on a published paper [67]. All the published contents (excerpts and figures) are reprinted with permission from Peayush Choubey, T. Berlijn, A. Kreisel, C. Cao, and P. J. Hirschfeld, Phys. Rev. B 90, 134520 (2014), copyright 2014 by the American Physical Society.

3.1 Motivation

Impurity induced states have been observed in STM studies on variety of FeSCs including FeSe [63, 84, 85], LiFeAs [77, 86], NaFeAs [49], LaOFeAs [87] and Na(Fe$_{0.97}$-xCo$_{0.03}$Cu$_x$)As [79]. As an example, Figure 3-1(a) shows the STM topography of FeSe film grown on SiC(001) substrate. FeSe cleaves at the Se layer and the Fe layer resides below it$^1$. Defects appear as atomic-scale bright dumbbell like structures (“geometric dimers”), labeled as $\mu$ and $\nu$, and accompanying longer, unidirectional depressions of LDOS (“electronic dimers”). The electronic dimers are oriented at 45° with respect to geometric dimers, and extend to a length $\approx 16a_{\text{Fe-Fe}}$, where $a_{\text{Fe-Fe}}$ denotes the Fe-Fe bond length, as shown in Figure 3-1(c). Similar features have been interpreted as emergent defect states in the ordered magnetic phase [88]. A zoomed-in view of geometric dimers (Figure 3-1(b)) shows them to be centered at the Fe atomic sites in the subsurface Fe layer with bright lobes extending to the neighboring Se atoms in the top-most Se layer. Due to mutually orthogonal arrangement of Se atoms in top layer around two inequivalent Fe atoms in the unit cell, geometric dimers appear in two orthogonal orientations labeled as $\mu$ and $\nu$ in Figure 3-1. It is not known conclusively whether these defect structures are caused by adatoms, Fe vacancies, or site switching, however, a recent first-principles study claims that the Fe vacancy is the most probable candidate [89].

---

$^1$ see Figure 1-4(a) for the details of the FeSe crystal structure
The STM experiments clearly suggest that the geometric dimer states involve coupling of the impurity with Se (or As in case of Fe-pnictides [49, 77, 79]) states in the topmost surface exposed to the STM tip, and hence, it can not be captured by a Fe-lattice only theoretical calculation, most often employed to study the impurity states in FeSCs [90–93]. The BdG+W approach described in Chapter 2, on the other hand, can account for the local $C_4$ symmetry breaking due to Fe/Se atoms via the first-principles Wannier functions. Here, using a 10-orbital tight binding model for FeSe and corresponding Wannier functions derived from the DFT calculations, we show that the geometric dimer states can be understood as the consequence of impurity induced in-gap bound states in an $s_\pm$ superconductor hybridizing with Se states.

In the following sections, we first describe the normal state electronic structure of FeSe within a DFT derived tight-binding model. Next, we use pair potentials obtained
from the spin-fluctuation theory to realize the $s_\pm$ pairing symmetry and describe the properties of the homogeneous superconducting state. Then, within BdG+W framework, we study the response of a single point-like substitutional impurity and calculate the continuum LDOS at a typical STM tip position as well as a topographic map of the impurity state showing the emergence of geometric dimers.

3.2 Normal State Properties of FeSe

FeSe crystallizes in the symmetry group $P4/nmm$ with lattice constants $a = b = 7.13$ bohr, $c = 10.44$ bohr and fractional position of Se atoms $z = 0.265c$ [94]. Starting with this experimental crystal structure information, the electronic structure of FeSe was calculated using the WIEN2K package [95]. DFT results show that the bands close to the Fermi energy have dominant contributions from Fe $d$-orbitals with small weights of Se $p$-orbitals. Subsequently, a 10-orbital Wannier basis was constructed by projecting the DFT wavefunctions [82] within the energy range [-2.5 eV, 3 eV] to Fe $d$-orbitals corresponding to the two in-equivalent Fe atoms namely Fe(I) and Fe(II). Figure 3-2(a) shows the top and side views of $d_{xy}$-Wannier orbitals on Fe(I) and Fe(II) sites. The
The Wannier orbital is exponentially localized on the Fe sites with features that can be associated with the corresponding atomic orbital. Moreover, it has significant weights on other nearby atoms such as Fe and Se atoms in the same unit cell and Fe atoms in the two adjacent unit cells. Furthermore, at heights several Angstroms above the Se plane, where the STM tip would be typically placed, the dominant contribution to the Wannier orbitals is derived from the Se-\(p\) states, as clearly seen in the side view of the isosurface plots (Figure 3-2(b), and bottom right plots in Figure 3-2(a)). In Section 3.4, we show that this particular feature of the Wannier orbitals gives rise to the geometric dimer impurity states. The Fe(I) and Fe(II) Wannier orbitals are related to each other by a symmetry transformation, namely translation by \(a_{Fe-Fe}\) and subsequent reflection in Fe-plane. Thus in Figure 3-1(b) we only show the rest of the Wannier orbitals centered on Fe(I).

Figure 3-3(a) shows that the band structure obtained from downfolding to the 10-orbital Wannier basis compares very well with the DFT bands. To avoid the computational complexity associated with a 3D calculation, we ignore the hoppings in the \(z\)-direction and work with a 2D tight-binding model of the normal state described by Equation 2-2 with the filling set to \(n = 6\) electrons per Fe site. The orbitally-resolved DOS, and the Fermi surface with color-coded orbital character for this 2D model is shown in Figure 3-3(b) and 3-3(c), respectively. The DOS is mostly flat around the Fermi level and has largest contributions from Fe-\(d_{xy}\), \(d_{xz}\), and \(d_{yz}\) Wannier orbitals. The Fermi surface has three hole pockets centered around \(\Gamma\) point (Brillouin zone center) and two electron pockets centered at the M point (Brillouin zone corners) in the 2-Fe Brillouin zone as shown in Figure 3-3(c). The inner and outer hole pockets have \(d_{yz}/d_{xz}\) characters whereas middle hole pocket has \(d_{xy}\) character. The outer and inner electron pockets have \(d_{xy}\) and \(d_{yz}/d_{xz}\) characters, respectively.

Figure 3-3(d) shows a very recent ARPES determined \(k_z = \pi\) (in reciprocal lattice units) cut of the quasi-2D Fermi surface of FeSe at \(T = 7\) K [96]. Note that since the measurements were taken in the nematic phase \((T < T_s \approx 90\) K), the Fermi surface
shown here also contains duplicate electron and hole pockets rotated by 90°, arising from twin domains. Clearly, the hole pockets at Brillouin zone center and electron pockets at the corners show significant shrinkage compared to the DFT-determined Fermi surface by almost a factor of ~ 5 [97]. Moreover, ARPES observes only one hole pocket at the Brillouin zone center with $d_{xz}/d_{yz}$ character, and two electron pockets at the Brillouin zone corners with outer (inner) pocket having $d_{xy}$ ($d_{xz}/d_{yz}$) character [96], in contrast to the three hole pockets and two electron pockets in the DFT-derived Fermi surface. At the time our work was done, there were no available ARPES data due to lack of clean

Figure 3-3. (a) Electronic structure of FeSe showing DFT and Wannier-fitted bands. (b) FeSe Fermi surface with color-coded orbital character. (c) Orbital-resolved density of states in the normal state. (d) The ARPES determined Fermi surface of FeSe at $T = 7 \text{ K}$. Reprinted with permission from [96], copyright 2016 by the American Physical Society.
FeSe samples. Hence, we assumed that the normal state of the FeSe is reasonably well represented by the DFT-derived band structure. Moreover, we did not take into account the small orthorhombic distortion of the lattice at low temperatures ($T < T_s$). However, these differences will not change our final conclusion regarding the origin of the geometric dimer states, which is based on the presence of an impurity-induced bound state in an $s_\pm$ superconductor, and the shape of the Wannier function, displaying Se tails.

### 3.3 Homogeneous Superconducting State

The symmetry and structure of superconducting gap in FeSe is not well established. Earlier STM experiments on FeSe thin films [63, 84] and recent measurements on FeSe single crystals [85] shows that the superconducting gap has a V-shape at low energies indicating presence of nodes or deep minima. Here, we will not attempt to obtain a gap structure that yields the correct tunneling LDOS, instead, we assume an $s_\pm$ pairing symmetry, which is widely believed to be the correct symmetry for many of FeSCs [98–100], and focus on a qualitative understanding of the coupling between the in-gap bound states localized at the impurity site in the Fe layer, and the neighboring Se atoms in the top-most layer exposed to the STM tip. Since, the geometric dimer states have been seen in a variety of FeSCs, it is very likely that these states are insensitive to the details of the gap structure such as presence or absence of nodes.

In the simplest scenario, the $s_\pm$ superconducting state in FeSCs can be understood as a consequence of the near-nesting between electron and hole pockets augmented with stronger inter-band electron-electron interaction [99, 101]. It is easy to see from the schematic of the generic Fermi surface shown in Figure 1-4(c) that a translation by $Q = [\pi, 0]$ or $[0, \pi]$ (in 1-Fe Brillouin zone) nearly superposes the hole pocket on the electron pockets. This "nesting" is not perfect due to the difference in size and shape of the pockets, however, it is sufficient to cause a peak in the transverse spin susceptibility $\chi(q, \omega \to 0)$ at the momentum transfer $q = Q$, pushing the material close to a possible antiferromagnetic (AFM) transition. If the inter-band Coulomb repulsion is larger than
the intra-band repulsion then it turns out that the strong AFM spin-fluctuations at \( q = Q \) lead to an effective electron-electron interaction (repulsive) in the Cooper channel \((V_{kk'})\) which peaks at \( k - k' = Q \) [99]. For such interaction, BCS gap equation (Equation 1–5) admits a non-trivial solution only if the gap changes sign between electron and hole pockets, thus yielding an \( s_\pm \) state. However, this simplistic scenario excludes the effects of orbital content of the Fermi surface that plays a crucial role in determining the anisotropy of the superconducting gap on the Fermi surface [98, 102, 103]. A better alternative is to use the multi-orbital spin fluctuation theory with DFT-determined band structure [98, 102, 104, 105]. In following, we briefly describe the calculation of real-space pair potentials \((V_{ij}^{\mu\nu})\) from spin-fluctuation theory within the random phase approximation (RPA). The details of calculation can be found in Refs. [92, 98, 102, 105].

We start with the following Hubbard-Hund Hamiltonian in conjunction with the non-interacting Hamiltonian \( H_0 \) (Equation 2–2),

\[
H_{\text{int}} = U \sum_{i,\mu} n_{i\mu\uparrow} n_{i\mu\downarrow} + U' \sum_{i,\nu<\mu} n_{i\mu} n_{i\nu} + J \sum_{i,\nu<\mu} \sum_{\sigma,\sigma'} c_{i\mu\sigma}^\dagger c_{i\nu\sigma'}^\dagger c_{i\mu\sigma'} c_{i\nu\sigma} + J' \sum_{i,\nu \neq \mu} c_{i\mu\uparrow}^\dagger c_{i\mu\downarrow}^\dagger c_{i\nu\downarrow} c_{i\nu\uparrow} \tag{3-1}
\]

Here, \( i \) runs over unit cells, each containing two Fe atoms, \( U' = U - 2J \) and \( J' = J \) due to spin and orbital rotational invariance [104]. Moreover, \( \sum' \) signifies that only those values of \( \mu \) and \( \nu \) should be considered in the sum which label orbitals on the same Fe atom. We choose \( U = 0.9 \) eV, \( J = U/4 \) to yield a robust instability in the superconducting channel, and calculate pairing vertices in the momentum space using the following formula from spin fluctuation pairing theory [106].

\[
\Gamma_{\mu_1\mu_2\mu_3\mu_4}(k, k') = \left[ \frac{3}{2} U^s_{\chi_1}^{\text{RPA}}(k-k') U^s \frac{1}{2} U^c_{\chi_0}^{\text{RPA}}(k-k') U^c + \frac{1}{2} U^c \right]_{\mu_1\mu_2\mu_3\mu_4} \tag{3-2}
\]
The definitions of matrices $\bar{U}^s$ and $\bar{U}^c$ can be found in Ref. [102]. Within RPA, the charge and spin susceptibilities are given as

$$
\chi_1^{\text{RPA}}(\mathbf{q})_{\mu_1\mu_2\mu_3\mu_4} = \left\{ \chi_0^0(\mathbf{q}) \left[ 1 - \bar{U}^s_0(\mathbf{q}) \right]^{-1} \right\}_{\mu_1\mu_2\mu_3\mu_4},
$$

$$
\chi_0^{\text{RPA}}(\mathbf{q})_{\mu_1\mu_2\mu_3\mu_4} = \left\{ \chi_0^0(\mathbf{q}) \left[ 1 + \bar{U}^c_0(\mathbf{q}) \right]^{-1} \right\}_{\mu_1\mu_2\mu_3\mu_4},
$$

(3.3)

where $\chi_0^0(\mathbf{q})$ is the bare susceptibility defined explicitly in Ref. [102]. The real-space pair potentials can be calculated by projecting the momentum-space vertices to the spin-singlet channel followed by a Fourier transform to real space.

$$
V_{ij}^{\mu\nu} = \frac{1}{2} \sum_{\mathbf{k}} [\Gamma_{\mu\nu\mu}(\mathbf{k}, -\mathbf{k}) + \Gamma_{\mu\nu\mu}(\mathbf{k}, \mathbf{k})] e^{-i\mathbf{k}(\mathbf{R}_i - \mathbf{R}_j)},
$$

(3.4)

As shown in Figure 3-4(a), the pair potentials thus obtained form a checkerboard pattern and show a rapid spatial decay. The pattern is dominated by the on-site intra-orbital $(V_{ii}^{\mu\nu})$ repulsion varying in a range of 1.2 eV to 4 eV. The largest values of the attractive pair potential occur at nearest neighbor (NN) and next-nearest neighbor (NNN) sites with $V_{NN} > V_{N\text{NN}}$.

Using $V_{ij}^{\mu\nu}$ as an input, we solve 10-orbital BdG equations on a square lattice with 15 x 15 unit cells using the self-consistency scheme described in Section 2.4. The resulting superconducting gap parameter $\Delta_{ij}^{\mu\nu}$ is rather short-ranged, and has largest values in the subspace spanned by the orbitals $\mu, \nu = (d_{xy}, d_{xz}, d_{yz})$ as shown in Figure 3-4(b). Its origin can be traced back to the fact that these three orbitals have the largest DOS at the Fermi level. Moreover, the spatial pattern of $\Delta_{ij}^{\mu\nu}$ reflects the symmetries of the underlying orbitals. For example, $\Delta_{ij}^{\mu\nu}$ for $\mu = d_{xy}$ displays a $C_4$ symmetry whereas for $\mu = d_{xz}, d_{yz}$ it shows a $C_2$ symmetry. Furthermore, due to degeneracy of $d_{xz}$ and $d_{yz}$ DOS at the Fermi surface, the corresponding gap values are related to each other by a $\pi/2$ rotation.

The momentum space structure of the gap can be found by the Fourier transforming the real-space gap followed by an orbital-to-band basis transformation using the normal state eigenvectors. The resulting $\Delta(\mathbf{k})$ is displayed in Figure 3-4(c). Clearly, $\Delta(\mathbf{k})$ preserves
Figure 3-4. (a) Pair potentials ($V_{ij}$) in real- and orbital-space. Each pixel represents an Fe site. Diagonal terms $V_{ii}$, varying in a range of 1.2 eV - 4 eV, are not shown here to emphasize smaller, off-diagonal pair potentials. (b) Superconducting gap $\Delta_{ij}$ obtained from the self-consistent solution of BdG equations. (c) Superconducting gap ($\Delta(k)$) in momentum-space. (b) and (c) have been plotted on a square-root scale to emphasize smaller values. (d) Orbitally resolved density of states in the superconducting state.

all symmetries of a square lattice, but changes sign between outer hole pockets centered at the Brillouin zone center ($\Gamma$ point) and electron pockets centered at the Brillouin zone corner ($M$ point), yielding an $s_{\pm}$ symmetry. Note that the gap on the inner hole pocket also changes sign with respect to the outer hole pockets. The occurrence of the largest gap values on the middle hole pocket and the outer electron pocket can be traced back to their dominant $d_{xy}$ character. Figure 3-4(d) shows the low-energy orbital-resolved DOS in the superconducting state compared with the normal state DOS. The total DOS in
superconducting state shows two-gap like features with inner coherence peaks at $\omega = \pm 5.5$ meV and outer coherence peaks at $\omega = \pm 16.5$ meV. The inner coherence peaks have dominant contribution from degenerate $d_{xz}$ and $d_{yz}$ orbitals whereas the outer peaks is mainly contributed from $d_{xy}$ orbitals. We deliberately chose the interaction parameters to yield a larger gap magnitude (16.5 meV) compared to the much smaller value ($\approx 3$ meV) observed in the STM experiments [84] in order to clearly visualize the impurity bound state within our numerical resolution.

3.4 Effects of an Impurity

As discussed in Section 2.2.1, we can model a non-magnetic impurity in the simplest possible way by an on-site potential $V_{\text{imp}}$ which is diagonal and identical for all orbital channels. This approximation is supported by the first-principles studies of the impurity potentials in several Fe-based materials finding a very small orbital dependence [107–109]. The existence of a non-magnetic impurity-induced in-gap bound state in an $s_\pm$ superconductor has been found to be very sensitive to the sign and magnitude of the impurity potential, details of the underlying band structure, and the gap function [91, 92, 98]. We choose a repulsive impurity potential $V_{\text{imp}} = 5$ eV to realize an in-gap bound state at $\Omega = \pm 2$ meV. We stress that the numerical value of the impurity potential used here has no special significance beyond the fact that it induces an in-gap bound state. We are just interested in examining the spatial form of the bound state; any value of impurity potential which induces such state at any in-gap energy is an equally good choice, and qualitative conclusions drawn in following paragraphs will stay the same. As in the case of homogeneous system described in Section 3.3, we work with a $15 \times 15$ unit-cells lattice and replace one Fe atom in the the unit cell [8,8] by an impurity. After solving the 10-orbital BdG equations self-consistently, we construct the lattice Green’s function using 20 × 20 supercells which yield a spectral resolution of order $\sim 0.5$ meV.

Figure 3-5(a) shows the lattice LDOS ($N_i(\omega)$) spectrum (calculated using Equation 2–13) far from the impurity, at the impurity site, on the NN site, and on the NNN site.
Since the impurity potential is comparable to the band width, it acts as a strong repulsive potential scatterer, heavily suppressing the LDOS at the impurity site. The impurity induced in-gap bound states at $\Omega = \pm 2$ meV are clearly observed in the LDOS spectrum at the NN and NNN sites. Figure 3-5(b) and (c) show the lattice LDOS map around the impurity site at the resonance energies. We find that the spatial pattern around the impurity preserves the $C_4$ symmetry of the underlying square lattice, as it should, and is very different from the $C_2$ symmetric dimer-like patterns observed in the STM experiments [63]. It is necessary to take into account Se states that breaks the $C_4$ symmetry in a manner consistent with the orientation of the experimentally observed geometric dimers. This can be achieved by the calculating continuum LDOS above the Se surface, exposed to the STM tip, using Wannier orbitals as described in Section 2.3.2.

Figure 3-6 shows the continuum LDOS $\rho(\mathbf{r} = (x, y, z), \omega)$ maps computed from Equations 2–14 and 2–18 at various heights $z$ measured from Fe-plane, at various biases. The resonance pattern is $C_4$ symmetric in the Fe-plane ($z = 0$), as shown in Figure 3-6(d). Moreover, it resembles closely the corresponding lattice LDOS map plotted in Figure ??(c). Moving above the Fe-plane lowers the local symmetry to $C_2$ due to placement of the Se atoms. Consequently, the LDOS maps taken right above the Fe-plane (Figure 3-6(f)), and above the Se-plane (Figure 3-6(a)-(c)) are $C_2$ symmetric. More importantly, the LDOS maps above the Se-plane exhibit a geometric dimer-like structure with bright lobes positioned at the two NN (up) Se atoms as shown in Figure 3-6(a)-(c). Such a pattern is visible at all energies, however, with a variation in the intensity at NNN (up) Se positions. The origin of these dimer-like patterns can be understood as a consequence of the particular shape of the Wannier orbitals above the Se-layer, and the spatial pattern of the lattice LDOS. Using Equations 2–13, 2–14, and 2–18, we can write

$$\rho(\mathbf{r}, \omega) = \sum_{i, \mu} N_{i\mu}(\omega) |w_{i\mu}(\mathbf{r})|^2 + \text{off-diagonal terms } (i \neq j, \mu \neq \nu)$$  \hspace{1cm} (3–5)
Figure 3-5. (a) Lattice LDOS spectrum in the superconducting state, far from the impurity, at the impurity site, on the NN site, and on the NNN site. Inset shows density of states in the homogeneous superconducting and normal states. (b) Real-space pattern of lattice LDOS at the bound state energy $\Omega = 2$ meV and (c) $\Omega = -2$ meV. Each square pixel represents an Fe site.

Now, Figure 3-2 shows that for the heights we are considering, the Wannier orbitals $w_{i\mu}(r)$ have significant weights only around the up-Se atoms. Moreover, the lattice LDOS, shown as a cartoon in Figure 3-6(a)-(b), is largest at the NN and NNN sites. Thus, ignoring off-diagonal terms in Equation 3-5, we find that the LDOS has the largest values at (up) NN and (up) NNN Se-atoms leading to the observed patterns. The off-diagonal terms involve the product of exponentially localized Wannier functions at different sites and/or with different orbital symmetries, and their sign is not fixed, hence their contribution is usually smaller than the diagonal terms. This is particularly true in the case of the LDOS maps shown in Figure 3-6(a)-(c). However, neglecting these terms can lead to wrong results as illustrated in Figure 3-6(e) and (f). The former shows that ignoring
the off-diagonal terms leads to a $C_4$ symmetric LDOS map just above the Fe-plane. The correct $C_2$ symmetry is recovered only if these terms are included as shown in Figure 3-6(f).

At the time this work was done, the experimental results for the bias dependence of the tunneling conductance maps around the impurity were not published. Instead, Ref. [63] reported the topography of the FeSe surface as described in Section 3.1. To
Figure 3-7. Theoretical topograph of impurity states at 6 meV obtained from (a) BdG calculations (b) BdG+W method. In (a) each pixel represents an Fe site. (c) Experimental topograph of impurity states, reproduced from [63], rotated to match orientation of lattice vectors in (a) and (b). Reprinted with permission from [63], copyright 2014 by the American Physical Society.

compare with the experimental result, we calculate the topographic map using the energy integrated continuum LDOS. The STM tunneling current at a given bias $V$ can be approximated as

$$I(x, y, z; V) = -\frac{4\pi e}{\hbar} \rho_t(0)|M|^2 \int_0^{eV} \rho(x, y, z; \epsilon)d\epsilon,$$

(3-6)

Here, $\rho$ is the continuum LDOS, $(x, y, z)$ is the STM tip position, $\rho_t(0)$ is the density of states of the tip at the Fermi energy, and $M$ is the tunneling matrix element. A topograph at bias $V$ and set-point current $I_0$ is defined by the condition $I(x, y, z; V) = I_0$ which is equivalent to $\int_0^{eV} \rho(x, y, z; \epsilon)d\epsilon = \text{constant}$. We obtain the height $z(x, y)$ satisfying this condition, with energy integrated LDOS and bias set to $3.45 \times 10^{-7}$ eV$^{-1}$bohr$^{-3}$ and 6 mV, respectively. The result is shown in Figure 3-7. Clearly, a BdG-only lattice calculation (Figure 3-7(a)) yields a $C_4$ symmetric topograph which is very different from the experimental result shown in Figure 3-7(c). However, the topograph calculated using BdG+W approach yields result very similar to the experimental observation.

### 3.5 Conclusion

As the first application of the BdG+W method introduced in Chapter 2, we studied the response of the superconductor FeSe to a single point-like impurity on a Fe site. We started with a DFT derived 10-orbital tight-binding model of the FeSe normal state and corresponding Wannier basis. The $s_{\pm}$ superconducting state is introduced through
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the real-space pair potentials obtained from the spin-fluctuation theory calculation performed within random phase approximation. By solving the 10-orbital BdG equations self-consistently, we found that a strong non-magnetic impurity, modeled simply as an on-site repulsive potential, induces bound states in the $s_{\pm}$ superconducting gap. Using Wannier functions, we obtained high-resolution continuum LDOS maps at various biases and heights from the Fe-plane, and demonstrated that the BdG+Wannier method yields a qualitative improvement over the conventional BdG results by capturing the local symmetry internal to the unit cell. Moreover, we showed that the geometrical dimer states observed in STM experiments on FeSe and several other FeSC originate from the hybridization of impurities, located at Fe sites, with the Se (As) states. Finally, we showed that the topographic map calculated using continuum LDOS compared very well with the STM topograph obtained at the same bias.
CHAPTER 4
IMPURITY INDUCED STATES IN CUPRATES

In this chapter, I will discuss the effects of single non-magnetic as well as magnetic impurity in a cuprate superconductor Bi$_2$Sr$_2$CaCu$_2$O$_{8+\delta}$ (BSCCO). Some of the material presented here is based on a published paper [110]. All the published contents (excerpts and figures) are reprinted with permission from A. Kreisel, Peayush Choubey, T. Berlijn, W. Ku, B.M. Andersen, and P.J. Hirschfeld, Phys. Rev. Lett. 114, 217002 (2015), copyright 2015 by the American Physical Society. I contributed to all of the following sections except Section 4.6.

4.1 Motivation

The experimental observation of Zn impurity-induced resonance states in the cuprate compound BSCCO [60, 111–113] was a strong indicator of unconventional pairing in this class of superconductors. Simple theoretical calculations treating impurities as point-like potential scatterers in a $d$-wave superconductor had already predicted the existence of such states [61]. However, the details of the STM conductance spectra displayed two important deviations from the theoretical predictions [60, 68, 75]. First, the conductance maximum was found at the impurity site where theory had predicted a conductance minimum. Second, the long-range intensity tails were found to be oriented along Cu-O bond directions, 45° rotated from the theoretically predicted Cu-Cu bond direction along which low-energy nodal quasiparticles exist, and can lead to such long range tails [75]. Similar discrepancies also occurred in case of Ni (a magnetic impurity) doped BSCCO [64, 68, 75]. Several remedies were proposed to reconcile with the experiments, including extended impurity potentials [114–116], Kondo-like effects [117], Andreev scattering at impurities [118], and ”filter” effects [62, 119]. The last postulated that the intervening layers between STM tip and CuO layer provide an alternate tunneling path making the tip sensitive to the nearest-neighbor Cu sites instead of the impurity site beneath it. First-principles calculations of the impurity induced states in the normal state of
BSCCO [120], and an analysis based on several atomic-like orbitals [121] supported the phenomenological filter theories, but it was not clear how to include superconductivity as well as effect of intervening layers together in presence of disorder.

Here, we show that the continuum LDOS obtained in the vicinity of a strong non-magnetic impurity and a magnetic impurity using the BdG+W framework shows excellent agreement with the corresponding STM results for Zn [60] and Ni [64] doped BSCCO. We find that the STM conductance patterns can be easily explained by accounting for the Cu-$d_{x^2-y^2}$ Wannier function tails with significant weight coming from the apical oxygen atoms in the nearest neighbor unit cells, putting the crude filter theories on a firm microscopic footing.

In the following sections, we first describe the properties of the normal and superconducting state of BSCCO using a DFT derived tight-binding Hamiltonian and nearest-neighbor pair potential put in "by hand" to yield a $d$-wave gap with magnitude similar to that observed in the STM experiments [60]. Then we study the Zn impurity problem by treating it as a strong point-like potential scatterer in a $d$-wave superconductor, and compute continuum LDOS at a typical STM tip height, demonstrating an excellent agreement between theory and the experiment [60]. Finally, we study the Ni impurity problem using a very simple model of a magnetic impurity [68, 75, 122] and show that it induces two spin polarized in-gap resonance states as predicted [122]. Moreover, the continuum LDOS patterns at the resonance energies and at a typical STM tip height agrees very well with the experiment [64]. However, the relative weights of the two resonance states are found to be reversed compared to the experimental result. We show that including nearest neighbor potential and magnetic scattering yields the correct relative weights of the resonance peaks, however, the microscopic origin of such an impurity model is not clear yet.
4.2 Normal State

We first obtain a one-band tight-binding model and the corresponding Wannier functions for BSCCO using first principles calculations. The elementary cell used in band structure calculations is shown in Figure 4-1(a). The BSCCO crystal used in experiments like STM [57] and ARPES [27] cleaves at the BiO layer. Hence, it is more appropriate to obtain the BSCCO Wannier functions for the BiO terminated surface instead of the bulk. Accordingly, we take a body-centered tetragonal unit-cell terminated at the BiO layer with a ≈18.5 Å vacuum slab as shown in Figure 4-1(a), and perform electronic structure calculations using the WIEN2K package [95]. The crystal structure parameters were
adopted from the Ref. [123]. Subsequently, the Wannier function was constructed, using a projected Wannier method [82], by projecting Cu-\(d_{x^2-y^2}\) orbital on DFT wavefunctions in an energy window of \([-3, 3]\) eV. The isosurface plots of the resulting Wannier function are shown in Figure 4-1(b)-(d). For the large isovalues the Wannier function is localized in CuO plane and reflects a strong hybridization between Cu-\(d_{x^2-y^2}\) states and in-plane O-\(p\) states as shown in Figure 4-1(b). The contributions of other atoms, especially the apical O atoms from the neighboring unit cells, becomes apparent with decreasing isovalues. The lobes associated with apical O-\(p\) states (marked with arrows in Figure 4-1(c)) are the main source of the peculiar structure of this particular Wannier function (Figure 4-1(d)) at the heights few Å above the BiO layer where STM tip will typically reside. At these heights, Wannier function has zero weight directly above the center Cu and largest weight above the nearest-neighbor (NN) Cu atoms.

The tight-binding parameters obtained in the Wannier basis described above yield a band structure with much larger Fermi velocity compared to that observed in the ARPES experiments [27, 124], a consequence of the inadequate treatment of correlations in the DFT calculations. On a crude level, we can account for the correlation effects by using an overall renormalization of tight-binding parameters by a factor \(1/Z\). We divide all tight-binding parameters by \(Z = 3\) to approximately match the experimentally
observed Fermi velocity \[27\]. Also, we fix the electron filling per Cu site to be \(n = 0.85\) corresponding to optimal doping. The band structure, Fermi surface, and DOS corresponding to the renormalized tight-binding parameters and aforementioned filling are shown in Figure 4-2(a), (b), and (c), respectively. A van-Hove peak at \(\omega = -63\) meV, arising as a consequence the flat band near the X point, is easily observed in the spectrum.

### 4.3 Homogeneous Superconducting State

The superconducting state with \(d\)-wave symmetry is obtained by putting in attractive pair-potentials \(V_{ij}\) ”by hand” such that \(V_{ij} = V_0\), with if sites \(i\) and \(j\) are nearest neighbors and zero otherwise. Choosing \(V_0 = 150\) meV and solving 1-orbital BdG equations on a \(35 \times 35\) square lattice yields a \(d\)-wave superconducting gap that can be represented in the momentum space as \(\Delta(k) = \frac{\Delta_0}{2}(\cos k_x - \cos k_y)\) with \(\Delta_0 \approx 33\) meV. The value of the spectral gap thus obtained is very similar to the experimentally observed value [57, 60]. The density of states in the superconducting state is compared to the normal state in Figure 4-3(a). At low energies \((\omega \to 0)\), the DOS varies linearly with \(|\omega|\), resulting in a V-shape spectrum. This linear variation is a result of the excitations at the four nodal points on the Fermi surface along the Brillouin zone diagonals, where superconducting gap order parameter vanishes (see Appendix C for the derivation).

In Figure 4-3(b), we plot the continuum LDOS above a Cu site at a height \(z \approx 5\) Å above the BiO plane. The prominent difference from the lattice LDOS (Figure 4-3(a)) is the U-shaped spectrum at low energies. The change in the low energy spectral features can be understood from both real-space and \(k\)-space perspectives. In the lattice LDOS, only diagonal Green’s functions appear, for which the sign of imaginary part is fixed by causality requirements. However, in case of the continuum Greens function, off-diagonal lattice Green’s function contributions to Equation 2–18, for which the sign of imaginary part is not fixed, can give rise to a suppressed LDOS at certain energies. Thus the spectral properties of lattice and continuum LDOS can differ. This is explicitly shown in the Figure 4-3(c), where we plot the lattice LDOS (same as in Figure 4-3(a)), the
Figure 4-3. (a) Lattice DOS (red solid line) in the homogeneous superconducting state with $d$-wave gap compared with the normal state DOS (black dashed line). (b) Continuum LDOS spectrum above a Cu site at height $z \approx 5$ Å above the BiO plane in the homogeneous superconducting state (red solid line) and normal state (black dashed line). (c) Lattice DOS (red dashed line), continuum LDOS obtained using full Greens function matrix in Equation 2–18 (blue dashed line), compared with the continuum LDOS calculated using only diagonal Greens function in Equation 2–18 (black solid line). (d) The average conductance spectra in six BSCCO samples with hole doping ranging from under to overdoped regime. Reprinted by permission from Macmillan Publishers Ltd: Nature [125], copyright 2008. (e) Average tunneling conductance spectra in a BSCCO sample in regions with different gap sizes (black circles) and corresponding fits (black solid lines) to a model with $d$-wave superconducting gap and a quasiparticle scattering rate varying linearly with energy. Reprinted by permission from Macmillan Publishers Ltd: Nature [126], copyright 2008.
continuum LDOS (same as in Figure 4-3(b)), and also the continuum LDOS where only the diagonal terms of the lattice Greens function have been taken into account. The latter is not a physical quantity, but shows nicely that the resulting continuum LDOS has the same spectral shape as the lattice LDOS because it is just multiplied with the Wannier functions which does not depend on energy. Clearly, the continuum LDOS, with contributions from both diagonal and off-diagonal Greens functions, shows a suppression of the LDOS at $\omega \to 0$ when compared with the LDOS with contributions only from the diagonal Greens functions.

A more concrete explanation of the U-shape in the continuum LDOS can be given from the $k$-space calculations. The detailed derivation is provided in the Appendix C; here, we will summarize the argument in short. Transforming the basis to momentum space in Equation 2-18, it can be easily shown that the continuum LDOS for a homogeneous system will be given by

$$\rho_\sigma(r, \omega) = \sum_k A_\sigma(k, \omega) |W_k(r)|^2.$$  \hspace{1cm} (4-1)

Here, $W_k(r) = \sum_i w_i(r)e^{i\mathbf{k} \cdot \mathbf{R}_i}$ is the Fourier transform of the Wannier function, and $A_\sigma(k, \omega)$ is the spectral function. If we set $W_k(r) = 1$, then Equation 4-1 will yield the lattice LDOS $N(\omega)$ which can be shown to vary linearly with $|\omega|$ as $\omega \to 0$ (see Appendix C for a derivation), resulting into the well-known V-shaped spectrum. In case of the continuum LDOS the non-trivial momentum dependence of $W_k(r)$ changes the low energy shape of the spectrum. At heights several Å above the BiO layer where STM tip would typically reside, the Wannier function above a Cu site is shown in the Figure 4-4. Clearly, the the Wannier function above the central Cu site ($w_0$) is zero, as dictated by the $d_{x^2-y^2}$-wave symmetry, and has largest magnitude $w_1$ above NN sites. Thus, for the continuum position above the Cu site, $r_0 = [0, 0, z]$, at heights $z$ several Å above the BiO plane, $k$-space Wannier function can be approximated as $W_k(r_0) \approx w_0 + 2w_1(\cos k_x - \cos k_y)$. Although $w_0 = 0$, we still keep it to facilitate discussions in the next paragraphs. Now, for
Figure 4-4. Cu-$d_{x^2-y^2}$ BSCCO Wannier function at height $\approx 5$ Å above the BiO plane plotted in a $7 \times 7$ CuO$_2$ unit cell area. Blue (red) represents positive (negative) sign of the Wannier function value.

$\omega \rightarrow 0$, performing the momentum space integral results into (see Appendix C for details)

$$\rho_\sigma(r_0, \omega) = a_0|\omega| + a_1|\omega|^3,$$  \hspace{1cm} (4.2)

where $a_0 \propto w_0^2$ and $a_1 \propto w_1^2$. Thus, the $d_{x^2-y^2}$-wave symmetry results into vanishing linear in $\omega$ contribution, and a U-shaped spectrum arising from $\omega^3$ term.

Although it has been never addressed explicitly as far as we know, after doing an extensive literature search, we found that the spectral shape of the measured tunneling current indeed shows some variation, from more V-shape in the optimal-to-underdoped samples to a more U-shape in overdoped samples. In addition, U-shaped spectra have been measured with the same STM tip on samples that show a distribution of gap magnitudes, attributed to local doping concentration [126, 127]. Similar observations have been made in [125, 128–130], but so far not completely understood theoretically. Figure 4-3(d)-(e) show the transition from more V-shaped tunneling conductance to U-shaped spectral dependence when moving from optimally doped samples (sample areas) to overdoped samples where our theory should be applicable. Figure 4-3(d), showing optimal to underdoped samples, is compiled from [125], while Figure 4-3(e) is taken from [126], where the black curve represent a fit of the measured spectra (black circles) to a model with $d$-wave superconducting gap and additional quasiparticle scattering rate, and
the different data sets correspond to regions in one sample with different gap sizes. Note that the small-gap ("overdoped") regions have the more U-shaped curves.

The theoretical picture presented above should be valid only for the weakly-correlated overdoped cuprates where we can safely justify the use of Wannier function obtained from DFT calculations. For optimal-to-underdoped cuprates, the Wannier function shape might change resulting into a V-shaped spectra. In fact, from Equation 4-2 we can easily see that if the Wannier function has non-vanishing weight above the central Cu site, then continuum LDOS has a linear-in-$\omega$ term yielding a V-shaped spectra. Such a scenario will arise when electronic correlations result into a Cu-$d_{z^2}$ contribution to the Fermi surface, a possibility which has been discussed extensively in the literature [131–135], and recently used to explain the variation of $T_c$ among various cuprate families [136, 137]. However, to make a more concrete statement about the continuum LDOS in underdoped cuprates, we must systematically study the evolution of the Wannier function with increasing electronic correlations [138–140] which we leave for a future project. Another promising scenario which can explain the V-shaped continuum LDOS spectra in underdoped cuprates is the coexistence of charge order. In Section 5.3.2, we show that a particular charge ordered phase coexisting with superconductivity results into a V-shaped continuum LDOS spectra, very similar to that observed in the STM experiments on underdoped cuprates.

4.4 Effects of a Strong Non-Magnetic Impurity

We model the Zn impurity replacing the Cu atom as a strong point-like potential scatterer with $V_{\text{imp}} = -5$ eV, very similar to the value found in our first-principles calculations. BdG equations (Equation 2-9 and 2-10) were solved self-consistently on a $35 \times 35$ square lattice with impurity in the middle. Subsequently, the lattice Green’s function matrix was constructed using $20 \times 20$ supercells. Figure 4-5(a) shows the lattice LDOS spectrum at a far away site, at the impurity site, and the NN site, calculated using Equation 2-13. The LDOS is heavily suppressed at the impurity site as expected given that the impurity potential is much larger than the bandwidth. A sharp in-gap resonance
state at $\Omega = \pm 3.6$ meV is clearly observed in the LDOS spectrum at the NN site with strongly electron-hole asymmetric weights. This is in contrast with the experimental observation [60] of resonance peak right above the impurity site. The spatial pattern of the resonance state is more clear in the lattice LDOS map at $\Omega = -3.6$ meV shown in Figure 4-6(a). This discrepancy between theory and the experiment has arisen because we are comparing lattice LDOS evaluated at the Cu sites with the STM conductance map obtained few Å above the exposed BiO layer. As explained in Section 2.3, the right quantity to compare with the STM result is the continuum LDOS $\rho(\mathbf{r}, \omega)$ evaluated at the STM tip position. Indeed, we find that the continuum LDOS computed at a height $z \approx 5$ Å from BiO plane, where STM tip would be typically placed, displays excellent agreement with the experiment as evident from comparing Figure 4-6(b) and (c). In addition to

Figure 4-5. (a) Lattice LDOS spectrum around Zn impurity modeled by a strong on-site potential $V_{\text{imp}} = -5$ eV. Spectrum calculated using $20 \times 20$ supercells with artificial broadening of 1 meV, at the impurity site, nearest neighbor site, next nearest neighbor site, and a site far away from the impurity, are shown in dashed black, red, blue, and solid black, respectively. (b) Continuum LDOS spectrum at a height $z \approx 5$ Å above the BiO surface. Shown are positions directly above a Cu atom far from impurity (black, solid line), at the impurity (black, dashed line), on the nearest neighbor position (red, solid line), and on the next-nearest neighbor position (blue, solid line). Results are to be compared with the experimental result of Ref. [60], shown in Figure 1-7(a).
the LDOS maximum above the impurity site and sub-maximum above the NNN site (see also Figure 4-5(b)), the continuum LDOS map at $\Omega = -3.6$ meV also captures the long-range intensity tails oriented along Cu-O direction as seen in the experiment [60]. Thus, BdG+W approach captures all qualitative features of the Zn-impurity induced states in BSCCO as seen in the STM experiments. In Appendix D, we show that the phenomenological "filter" theory [62], described in Section 4.1, can be obtained as a first-order approximation of the BdG+W equations.

4.5 Effects of a Magnetic Impurity

As shown in the Figure 4-7(a), the STM experiments on Ni-doped BSCCO [64] found two spin-resolved in-gap virtual bound states at energies $\pm \Omega_{1,2}$ in the vicinity of the Ni atoms substituting Cu atoms. Impurity-induced resonance peaks were observed to be particle-like at the impurity site and next nearest neighbor sites, and hole like at the nearest neighbor sites. The spatial patterns at $+\Omega_{1,2}$ resembled cross-shaped and X shaped at $-\Omega_{1,2}$. Observation of these resonance states is consistent with the models of combined potential and magnetic scattering of quasiparticles in a $d$-wave superconductor [122]. However, like the case of Zn, spatial patterns deviate from the predictions.

Figure 4-6. (a) Lattice LDOS map at the resonant energy $\Omega = -3.6$ meV computed from BdG solutions using Equation 2–13. Each pixel represent a Cu site. (b) Continuum LDOS map at the same energy, and at a height $z \approx 5$ Å above BiO plane computed using Equation 2–14. (c) STM conductance map at the impurity resonance energy rotated to match the orientation in (b) and (c), and cropped to $11 \times 11$ unit cells. Impurity is located at the center. Reprinted by permission from Macmillan Publishers Ltd: Nature [60], copyright 2000.
A magnetic impurity acts as the source of potential as well as magnetic scattering, and can be simply modeled by following Hamiltonian [68, 75].

\[
H_{\text{imp}} = \sum_{j,\sigma} U_{i*} c_{i*\sigma}^\dagger c_{j\sigma} + \sum_{j,\sigma} \sigma J_{i*} c_{i*\sigma}^\dagger c_{j\sigma} + \text{H.c.,} \tag{4-3}
\]

where \( \sigma = \pm 1 \), and H.c. refers to the Hermitian conjugate. The first term in the above Hamiltonian accounts for the potential scattering at the impurity site \( i* \) and \( U_{i*} \) is the impurity potential which can be written as \( U_0 \delta_{i*} \), where \( \delta \) represents the Kronecker delta function, for a completely local impurity model. The second term in the above Hamiltonian accounts for the magnetic scattering due to exchange interaction between impurity magnetic moment, approximated as a classical object, and conduction electrons. \( J_{i*} \) represents the extended exchange coupling which can be expressed as \( J_0 \delta_{i*} \) for the special case of completely local exchange interaction. The BdG equations described in Section 2.2.2 can be easily generalized to study the magnetic impurity modeled by Equation 4-3 by making following modifications to the BdG matrix elements

\[
\xi_{ij}^\dagger = t_{ij} - \mu_0 \delta_{ij} - (U_0 + J_0) \delta_{i*} \delta_{ij},
\]

\[
\xi_{ij} = t_{ij} - \mu_0 \delta_{ij} - (U_0 - J_0) \delta_{i*} \delta_{ij}
\]

Ni is known to be a weaker impurity than Zn as it does not disrupt superconductivity in its vicinity, and the pure magnetic scattering is thought to be sub-dominant to the pure potential scattering [64]. Accordingly, in the simplest scenario, we model Ni as completely local impurity, with on-site potential \( U_0 = 0.6 \) eV and exchange coupling \( J_0 = 0.3U_0 \), and solve the BdG equations on a \( 35 \times 35 \) lattice. The values of \( U_0 \) and \( J_0 \) have been chosen just to clearly demonstrate the spin-splitting of impurity-induced resonance peaks due to on-site magnetic scattering. We note that in this simple model, it is not possible to obtain sharp resonance peaks close to the gap edge as seen in the experiment (Figure 4-7(a)) [75]. Figure 4-7(b) shows the lattice LDOS spectrum, computed with \( 20 \times 20 \) supercells, at different sites around such impurity. Resonance peaks at \( \pm \Omega_1' = 2.6 \) meV
Figure 4-7. (a) Differential tunneling conductance spectra above the Ni atom site substituting for a Cu site in BSCCO (solid circles), above the first nearest neighbor Cu atom position (open circles), above the second nearest neighbor Cu atom (squares), and a typical spectrum far from the Ni atom (triangles). Impurity induced resonance peaks are observed at $\Omega_1 = 9$ meV and $\Omega_1 = 19$ meV. Reprinted by permission from Macmillan Publishers Ltd: Nature [64], copyright 2001. (b) Lattice LDOS spectrum around a magnetic impurity with on-site potential $U_0 = 0.6$ eV and on-site exchange coupling $J_0 = 0.3U_0$. Spectrum calculated using $20 \times 20$ supercells with artificial broadening of 1 meV, at the impurity site, nearest neighbor site, next-nearest neighbor site, and a site far away from the impurity, are shown in blue, red, green and black, respectively. (c) Continuum LDOS spectrum at a height $z \approx 5$ Å above the BiO surface. Shown are positions directly above a Cu atom far from impurity (black), at the impurity (blue), on the nearest neighbor position (red), and on the next-nearest neighbor position (green).
and $\Omega'_1 = 7.6$ meV are easily observed in the LDOS spectrum at the impurity site and its nearest neighbor (NN); however, spectrum at the next nearest neighbor (NNN) site simply follows the bulk LDOS spectrum. Resonance peaks at $+\Omega'_1$ and $-\Omega'_2$ have down-spin polarization whereas those at $+\Omega'_2$ and $-\Omega'_1$ have up-spin polarization. In absence of magnetic scattering, resonance peaks are spin degenerate. A small on-site exchange coupling $J_0$ lifts this degeneracy as the effective impurity potential experienced by electrons becomes spin dependent, $V_{\text{imp}}^{\text{eff}} = U_0 + \sigma J_0$, and leads to two spin polarized in-gap resonance states.

Figure 4-7(c) shows the continuum LDOS spectrum in a plane located at $z \approx 5$ Å above BiO plane, at positions which are directly above the impurity, NN site, NNN site, and a distant site. Similar to the STM results [64] continuum LDOS shows double peak structure at negative (positive) energies at the positions directly above NN site (impurity and NN sites). Note that this trend is completely missing in the lattice LDOS spectrum.
Figure 4-9. (a), (d) Lattice LDOS map around the magnetic impurity in a region comprising $11 \times 11$ unit cells, at the resonant energies $\pm \Omega'_1 = 2.6$ meV. Colorbar values are in the units of eV. (b), (e) Continuum LDOS maps at $\pm \Omega'_1$ and $z \approx 5$ Å above BiO plane with same area as in (a) and (d). Colorbar values are in the units of eV$^{-1}$bohr$^{-3}$. (c), (f) STM conductance maps at $\pm \Omega_1 = 9$ meV rotated to match the orientation in (b) and (c), and cropped to $11 \times 11$ unit cells with the impurity located at center. Reprinted by permission from Macmillan Publishers Ltd: Nature [64], copyright 2001.

(Figure 4-7(b)). Although the splitting of peaks due to magnetic scattering is captured in this simple model of a point-like impurity, a careful comparison with the experimental conductance spectrum shown in the Figure 4-7(a) shows that the relative heights of the peaks are reversed. In the simple on-site impurity model, the height of the resonance peak decreases and width increases as it moves away from the mid-gap due to increasing hybridization between bulk and impurity states [75]. Thus the experimentally observed relative peak heights can not be explained by such model. To this end, we find that an extended impurity model with on-site potential $U_0 = 0.6$ eV, NN potential $U_{NN} = 0.3$ eV, and NN exchange coupling $J_{NN} = U_{NN}$ can lead to the desired trend. This impurity model yields sharp resonance peaks at $\pm \Omega''_1 = 4.2$ meV and $\pm \Omega''_2 = 18.6$ meV in the lattice and continuum LDOS spectrum as shown in Figure 4-8(a) and (b), respectively. Resonance peaks at $+\Omega''_1$ and $-\Omega''_2$ ($+\Omega''_2$ and $-\Omega''_1$) are found to have up (down) spin.
polarization. Clearly, resonance peaks at \( \pm \Omega_2' \) are higher than those at \( \pm \Omega_1' \). Moreover, similar to the experiment and also to the case of on-site impurity model, continuum LDOS shown in Figure 4-8(b) displays switching of resonance peaks from positive to negative biases and then back to positive biases as one moves from impurity to NN and then to NNN sites. Thus, the extended impurity model captures most of the features of STM results [64]; however, the microscopic origin of such a model still needs to be investigated.

Now, we turn to the spatial LDOS maps at the resonance energies for the point-impurity model. The LDOS maps for the extended impurity model is found to be qualitatively the same. Figure 4-9(a) shows the lattice LDOS map at \( \omega = +\Omega_1' \) around an impurity in a region comprising 11 \times 11 unit cells. The vanishing LDOS at the impurity site and maximum at the NN site observed here is completely opposite to the experimental conductance map at \( \omega = +\Omega_1 \) reproduced in Figure 4-9(c). However, the continuum LDOS map \( \rho(r, +\Omega_1') \), at a height \( z \approx 5 \) Å above BiO plane, shown in Figure 4-9(b) compares very well with the experiment. A similar trend holds at the negative energy resonance peak. The continuum LDOS map at \( \omega = -\Omega_1' \) shown in Figure 4-9(e) shows excellent agreement with the experimental conductance map at \( \omega = -\Omega_1 \) reproduced in Figure 4-9(f). The continuum LDOS maps at \( \omega = +\Omega_2' \) \( (-\Omega_2') \) is found to be very similar to that at \( \omega = +\Omega_1' \) \( (-\Omega_1') \).

### 4.6 Quasiparticle Interference

The STM experiments can provide momentum-space information about the energy dispersion in a material via the Fourier transform spectroscopy or quasiparticle interference (QPI). The basic concept behind QPI is the Friedel oscillation: A defect in otherwise homogeneous metal scatters electrons elastically from the Bloch state \( \mathbf{k}_1 \) to \( \mathbf{k}_2 \) resulting into oscillations in the local density with wavevector \( \mathbf{q} = \mathbf{k}_1 - \mathbf{k}_2 \); \( q = 2k_F \) where \( k_F \) is the Fermi momentum. Such oscillations can be observed in the STM tunneling conductance in an energy-resolved way, and Fourier transformation of real-space
Figure 4-10. (a) Isoenergy contours for quasiparticle energy \( E_k \) in the \( d \)-wave homogeneous superconducting state obtained within our model. QPI patterns obtained by Fourier transform of the (b) lattice DOS (BdG) (c) continuum LDOS (BdG+W) obtained at \( \omega = 24 \text{ meV} \) for a weak impurity modeled with on-site potential \( V_{\text{imp}} = 0.3 \text{ eV} \).

Conductance maps yield the dispersion \( q(\omega) \) from which important information about the homogeneous system can be extracted [141, 142].

In the cuprate superconducting state where the quasiparticle band structure is highly anisotropic, QPI patterns have been understood in terms of the so called ‘octet model’ [93]. Due to elastic scattering at defects, the wavevectors which appear in QPI pattern at a bias \( V = \omega/e \) must correspond to the vectors connecting two points on the isoenergy contour \( k(\omega) \). For superconducting cuprates with a dispersion \( E_k = \sqrt{\xi_k^2 + \Delta_k^2} \) where \( \xi_k \) is the band energy relative to the Fermi energy and \( \Delta_k \) is the \( d \)-wave superconducting gap order parameter, the isonergy contours form “banana-like” shapes as shown in Figure 4-10(a). Moreover, the eight points corresponding to the tips of the bananas at a given bias have largest DOS, hence the scattering processes connecting these tips should have largest probability resulting into large QPI signals at the corresponding wavevectors. The seven wavevectors \( q_1 \) to \( q_7 \) from one of the eight points are shown in Figure 4-10(a).

The impurities which cause QPI in BSCCO are believed to be the native defects like out-of-plane oxygen interstitials, and Bi-Sr site-switching. We model such defects by weak point-like impurities with on-site potential \( V_{\text{imp}} = 0.3 \text{ eV} \) and obtain lattice
Figure 4-11. QPI Z-maps obtained at $\omega = 24$ meV using (a) lattice DOS (BdG) (b) continuum LDOS (BdG+W) (c) STM experiment [143]. Energy integrated $\Lambda$-maps obtained from (d) lattice LDOS using T-matrix method [143], (e) lattice LDOS using BdG calculation, (f) continuum LDOS using BdG+W approach, and (g) STM experiment. (c), (d), and (g) are reproduced from [143]. Reprinted with permission from AAAS.

and continuum LDOS following a procedure very similar to that outlined in Section 4.4. Subsequently, we Fourier transform the lattice and continuum LDOS maps to find the QPI patterns. Corresponding results for bias $\omega = 24$ meV are shown in Figure 4-10(b) and (c), respectively. Since the lattice LDOS information is available only for lengths larger than the lattice constant $a$, the QPI pattern obtained from lattice LDOS shows wavevectors only in the first Brillouin zone $[-\pi/a, \pi/a]$, thus, when compared with the octet model predictions (shown by red circles) only few wavectors are reproduced. However, the experimental patterns have no such restrictions, and QPI signals are observed in higher Brillouin zones too. The QPI pattern obtained from the continuum LDOS show a much better agreement with the octet model where all $q$ vectors are captured due to availability of the intra-unit cell LDOS information.

For a closer comparison with the experimental QPI patterns we follow [143], and compute the Fourier transform of Z-maps $Z(q, \omega)$ and the energy integrated map $\Lambda(q)$.
defined as
\[
Z(q, \omega) = FT[Z(r, \omega)] = FT\left[\frac{\rho(r, \omega)}{\rho(r, -\omega)}\right] \quad (4-5)
\]

\[
\Lambda(q) = \int_0^{\Delta_0} d\omega Z(q, \omega), \quad (4-6)
\]

where \(FT\) represents the Fourier transform. Figure 4-11(a) and (b) show the QPI Z-maps at \(\omega = 24\) meV obtained from lattice LDOS and continuum LDOS, respectively. Clearly, the latter shows a much better agreement with the experimental map at the same bias shown in Figure 4-11(c). Particularly, the arc-like feature (reminiscent of the Fermi surface) near \(q = [\pm \pi, \pm \pi]\) and relative intensity at different \(q\) vectors compare very well with the experimental plot. The \(\Lambda(q)\) map calculated from the lattice LDOS obtained using T-matrix method \([143]\) and BdG method, continuum LDOS obtained from our BdG+W method, and the corresponding experimental result \([143]\) are shown in figures 4-11(d),(e),(f), and (g), respectively. When compared with the experimental result, it can be easily observed that the BdG+W method demonstrates a qualitative improvement over the T-matrix and BdG-only methods used previously \([144-151]\) to study the QPI patterns.

### 4.7 Conclusion

In this chapter, we used the BdG+W scheme to study the impurity induced states in Zn- and Ni- doped BSCCO, a cuprate superconductor that has been widely studied in STM and ARPES experiments. We started with a 1-band tight-binding model and corresponding Cu-\(d_{x^2-y^2}\) Wannier function derived from the first principles calculations. Subsequently, \(d\)-wave superconductivity was introduced “by hand” via NN pair-potentials with magnitude chosen to yield the spectral gap observed in STM experiments \([57, 60]\) on optimally-doped BSCCO. We showed that the continuum LDOS spectrum above a Cu site obtained at a height \(z \approx 5\) Å above the BiO plane, where an STM tip would be typically placed, shows a more U-shape like feature at low energies in contrast to the well-known V-shaped spectrum of the lattice DOS. We showed that this change in the low energy spectral features is a direct consequence of the \(d_{x^2-y^2}\)-symmetry of the Wannier
function. Furthermore, we mentioned few experimental evidences of U-shaped spectra in the overdoped region of the cuprate phase diagram where our theory should be valid and presented some scenarios which can lead to the transition to a V-shaped spectra going from over-to-underdoped regime. Then we studied the Zn impurity problem in BSCCO by modeling Zn, based on ab initio calculations, as a strong, attractive, point-like potential scatterer substituting a Cu atom. By solving the BdG equations on a large square lattice, we found that it induces sharp in-gap bound states as expected from previous theoretical and numerical works [68, 75]. More importantly, by calculating the continuum LDOS within BdG+W framework, we resolved the long-standing discrepancy between theoretical predictions of the impurity induced spatial patterns [61] of the LDOS and corresponding STM observations [60]. We showed that the continuum LDOS obtained at a typical STM tip height above the BiO plane displays excellent agreement with the experiment [60], and the intensity maximum above the impurity sight can be easily explained by accounting for the tails of Cu \( d_{x^2-y^2} \) Wannier function tails with significant weight coming from the apical oxygen atoms in the nearest neighbor unit cells. Next, we studied the Ni impurity problem in BSCCO by using a simple model of magnetic impurity with weak on-site potential and exchange scattering, and showed that such an impurity induced two spin-polarized in-gap resonance states as predicted by earlier theories [122]. Moreover, the continuum LDOS maps at the resonance energies, computed at typical STM tip height displays excellent agreement with the corresponding STM results [64]. Furthermore, we proposed an extended impurity model to explain the relative resonance peak heights as observed in the experiment. Finally, we showed that the QPI patterns obtained using the Fourier transform of the continuum LDOS maps demonstrated a qualitative improvement over the T-matrix or BdG results, capturing nearly all wavevectors predicted by the octet model, and showed an excellent agreement with the STM experiments [143].
CHAPTER 5
CHARGE ORDER IN CUPRATES

In this chapter, I will discuss the charge ordered states in the extended $t - J$ model for underdoped cuprates. Most of the material presented here is based on a published paper [152]. All the published contents (excerpts and figures) are reprinted with permission from Peayush Choubey, Wei-Lin Tu, T. K. Lee, and P. J. Hirschfeld, New J. Phys. 90, 013028 (2017), copyright 2017 by the Institute of Physics Publishing.

5.1 Motivation

The charge order (CO) or charge density wave (CDW) state refers to a translational symmetry broken phase where the electronic charge density forms a modulating structure with a periodicity different from the underlying lattice. First predicted by Rudolf Peierls [153] as an instability of one-dimensional (1D) metals, CO has been observed in variety of materials such as quasi 1D [154, 155] and 2D [156] organic compounds, transition-metal chalcogenides [155] and oxides [157–159]. The Fermi surface driven mechanism of CDW formation in quasi 1D metals is explained in Figure 5-1. The perfect Fermi surface nesting at the wavevector $q = 2k_F$ leads to a diverging charge susceptibility at the same wavevector, which in turn makes the electron gas unstable with respect to formation of a modulating electron density with periodicity $\lambda_0 = \frac{\pi}{k_F}$. The cost of Coulomb repulsion can be overcome by the opening of a gap at the Fermi level. If the periodicity of the charge density happens (not) to be an integer multiple of the lattice constant then the CDW state is called commensurate (incommensurate).

In cuprates, the first observation of charge order occurred in the form of ”stripe order” [37, 161–163] through neutron scattering experiments on the La-based cuprates $La_{2-x}Ba_xCuO_4$ and $La_{2-x-y}Nd_ySr_xCuO_4$ [164, 165]. Stripe order refers to a state characterized by a combination of a unidirectional, incommensurate CDW and a spin density wave (SDW), where the wavelength of the latter is twice of the former, i.e. $\lambda_{SDW} = 2\lambda_{CDW}$. The most prominent effects of the stripe order are observed around
Figure 5-1. (a) Schematic of the Fermi surface of a quasi 1D metal, illustrating nesting at the wavevector $q$. (b) The charge susceptibility $\chi(q)$ of the free electron gas in one, two, and three dimensions as a function of $q$. In 1D $\chi(q)$ diverges at $q = 2k_F$, where $k_F$ is the Fermi momentum, making the system susceptible to charge ordering. (c) Dispersion of 1D electron gas before (after) the Peierls transition shown in blue (red). Energy gap $\Delta$ opens up at $q = 2k_F$. (d) Uniform (modulating) electron density before (after) the Peierls transition. Reprinted from [160]. Copyright IOP Publishing. Reproduced with permission.

hole doping of $x = 1/8$, where stripes show a commensurate nature with $\lambda_{CDW} = 4a_0$ [164], $a_0$ being the in-plane lattice constant. The $T_c$ is observed to be strongly suppressed, indicating a competition between the stripe phase and $d$-wave superconductivity [166]. Moreover, the stripe wavevector is observed to increase with increasing hole doping [36]. Apart from the La-based family, there is little evidence of similar stripe order in other cuprates. Instead, a unidirectional incommensurate charge order, without any accompanying magnetic order, is observed in variety of cuprates such as YBa$_2$Cu$_3$O$_{6+x}$ (YBCO) [34, 167, 168], Bi$_2$Sr$_2$CaCu$_2$O$_{8+x}$ (BSCCO) [35, 142], Bi$_2$Sr$_{2-x}$La$_x$CuO$_{6+\delta}$ (LaBSCCO) [169], HgBa$_2$CuO$_{4+\delta}$ (HBCO) [170, 171], and Na$_x$Ca$_{2-x}$CuO$_2$Cl$_2$ (NaCCOC) [35], using a range of experimental techniques like nuclear magnetic resonance (NMR) [34, 172], STM [35, 169, 173–175], X-ray diffraction [168, 176], and resonant X-ray scattering [36, 167, 177, 178]. In most of these compounds, the charge ordering wavevector is found to decrease with increasing hole doping [36], a trend opposite to that in stripe ordered cuprates. In STM experiments, charge order appears as domains of unidirectional conductance modulations with short coherence lengths ($\approx 30$ Å [36]) as shown in Figure 5-2(a). The modulations are most prominent on O sites, as reflected in Figure 5-2(b). In
Figure 5-2. (a) The STM R-map (ratio of tunneling current maps at bias \( \pm V \)) of 12% hole-doped NaCCOC taken at \( V = 150 \) mV and \( T = 4.2 \) K. (b) Zoomed-in view of the R-map in the area bounded by the blue square in (a). The locations of Cu atoms are marked by cross. Density modulations are very weak on Cu sites and strong on O sites. Both figures are from [35]. Reprinted with permission from AAAS. (c) Resonant X-ray scattering measurements in underdoped \( \text{Nd}_{1.2}\text{Ba}_{1.28}\text{Cu}_3\text{O}_7 \) showing quasi-elastic peak at \( \mathbf{q} \sim [-0.31, 0] \) in reciprocal lattice units, as a signature of the unidirectional charge order at the same wavevector \( \mathbf{q} \). Reprinted from [167] with permission from AAAS. (d) Schematic representation of charge density modulations on Cu and O sites in the charge ordered states with pure \( s^- \), \( s'^- \), and \( d \)-form factor, respectively. Reprinted by permission from Macmillan Publishers Ltd: Nature [179], copyright 2015. (d) STM determined bias dependence of form factors in 8% hole-doped BSCCO at \( T = 4.2 \) K. Reprinted by permission from Macmillan Publishers Ltd: Nature [66], copyright 2015.

Resonant X-ray scattering experiments, charge order is identified by the appearance of a quasi-elastic peak in the photon energy loss spectrum at a particular momentum \( \mathbf{q} \) parallel to the Cu-O bond direction [36]. For example, in \( \text{Nd}_{1.2}\text{Ba}_{1.28}\text{Cu}_3\text{O}_7 \) [167], such a peak is observed at \( \mathbf{q} \sim [-0.31, 0] \) (in reciprocal lattice units) as shown in Figure 5-2(c).
Another intriguing property of the aforementioned charge order is its intra-unit cell symmetry. By taking the intra-unit cell degrees of freedom corresponding to the O-\(p_x\), O-\(p_y\), and Cu-\(d_{x^2-y^2}\) orbitals into account, the CDW order parameter \(\Delta_{\text{CDW}}(\mathbf{k}, Q) = \langle c_{\mathbf{k}+\mathbf{Q}/2}^\dagger c_{\mathbf{k}-\mathbf{Q}/2} \rangle\), with \(Q\) being the ordering wavevector, can be represented as a linear combination of three components [36, 179, 180]

\[
\Delta_{\text{CDW}}(\mathbf{k}, Q) = \Delta_s + \Delta_{s'}(\cos k_x + \cos k_y) + \Delta_d(\cos k_x - \cos k_y)
\]

The first term corresponds to a pure \(s\)-form factor CDW with amplitude \(\Delta_s\) where charge modulation occurs only at the Cu-\(d_{x^2-y^2}\) orbital. The second and third terms correspond to \(s'\)- and \(d\)-form factor CDW states, respectively, where charge modulation occurs only at the O-\(p_x, p_y\) orbitals. In former (latter) the modulations on O-\(p_x\) and O-\(p_y\) orbitals are in-phase (out of phase). The schematic representation of these form factors is shown in the Figure 5-2(d). The STM experiments on the superconducting underdoped BSCCO [35, 65, 175] and NaCCOC [35, 65] reveal that the dominant charge modulation occurs at the O sites with a \(\pi\) phase difference between the two inequivalent O atoms resulting into a dominant \(d\)-form factor (see Figure 5-2(b)). Moreover, the resonant x-ray scattering experiments [179] on LaBSCCO and YBCO conclude the same. Taking a step further, Hamidian et al [66] mapped the bias dependence of form factors using a phase-resolved Fourier analysis [65] of real-space STM data with intra-unit cell resolution. The result is reproduced in Figure 5-2(e). At low energies, the \(s'\)-form factor dominates, whereas at higher energies the \(d\)-form factor has the largest weight with peak around the psuedogap energy scale. Moreover, in the range where the \(d\)-form factor dominates, the conductance maps above and below Fermi energy display a spatial phase difference of \(\pi\). Furthermore, using Josephson tunneling spectroscopy [181], the same group has reported the observation of pair density waves - a state with spatially modulating superconducting gap order parameter [182].
Theoretically, charge order in cuprates has been studied from both the itinerant and localized perspectives. In the weak-coupling treatment of the itinerant spin-fermion model [183], a $d$-form factor charge order arises as consequence of the instability in the charge channel caused by strong antiferromagnetic spin-fluctuations at the wavevectors connecting the hot-spots on the Fermi surface [180, 184–187]. All such calculations except [185] find the ordering wavevector to be oriented along the Brillouin zone diagonal, 45° away from the experimentally observed direction [36]. Wang et al. [185] found the correct orientation of the wavevector but a strong-coupling Eliashberg like treatment of their model resulted in a strong suppression of the charge order along these wavevectors [188].

From the localized perspective of ”doping a Mott insulator” [24], the charge order in cuprates has been extensively studied using $t – J$ type models [24, 29, 30] through a variety of techniques such as Gutzwiller mean-field theory [189, 190], variational Monte Carlo [191–194], and tensor network methods [195]. Most of these studies, with an exception of [189] and [190], were focused on the stripe order, appropriate for the La-based cuprate family. The authors of [190] considered charge order with and without any accompanying magnetic order and showed that the $t – J$ model, within Gutzwiller mean-field approximation, supports several unidirectional and bidirectional charge ordered states with nearly degenerate energies. Of these, the anti-phase charge density wave (APCDW), a unidirectional commensurate order with periodicity of 4 lattice constants, and nodal pair density wave (nPDW), an incommensurate order with wavevector $[Q, 0]$ or $[0, Q]$ with $Q \approx 0.3$ in units of $\frac{2\pi}{a_0}$, exhibit a dominant $d$-form factor and exist in a doping range very similar to that in which charge order has been experimentally observed in cuprates. Moreover, the nPDW state, which intertwines uniform $d$-wave superconductivity, pair-density wave (PDW), and CDW order, shows a nodal structure in the LDOS spectrum at low energies, similar to the experimental observations [35, 66].

The STM experiments determine the intra-unit cell form factors by directly imaging the Cu and O sites, and the results thus obtained exhibit a significant bias dependence
as shown in the Figure 5-2(e). However, in most of the previous theoretical studies [15, 180, 186, 190, 196], the form factors have been determined from the renormalizations of the nearest-neighbor (NN) hoppings between the Cu lattice sites along the $x$- and $y$- directions. Such an approach disregards the O degrees of freedom and yields bias-independent form factors. These deficiencies can be alleviated using the calculations based on the three band model of cuprates [197]; however, treating the no-double occupancy criteria in such models is very difficult [198, 199]. Alternatively, we can use the Wannier function based approach described in the Section 2.3 to calculate the STM observables, avoiding the complications of a three band model but still including the O degrees of freedom.

In this chapter, we address the STM findings of Hamidian et al. [66] by calculating the bias dependence of form factors and spatial phase difference in the APCDW and nPDW states using the Wannier function based approach. We first solve the $t - t' - J$ model within the renormalized mean-field theory (Gutzwiller approximation) and obtain the APCDW and nPDW states. Exploiting the unidirectional nature of the charge ordered states, we have employed a partial Fourier transform based approach to study large systems in a computationally efficient way. Next, we obtain continuum LDOS above Cu an O sites at a typical STM tip height using the Wannier function based approach described in the Section 2.3, and calculate the bias-dependent form factors and the spatial phase difference. We find that the results for the nPDW state compare very well with the experiment [66]. Finally, we show that the PDW character of the charge ordered states plays the key role in yielding the bias dependence of various quantities similar to the experimental observations.

5.2 Extended $t - J$ Model

5.2.1 Renormalized Mean-Field Theory

The extended $t - J$ (or $t - t' - J$) model, including next-nearest neighbor (NNN) hopping $t' = -0.3t$ to appropriately model the Fermi surface of cuprates, is given on a 2D
lattice by

\[ H_{t,J} = - \sum_{\langle i,j \rangle,\sigma} P_G \left( t_{ij} c_{i\sigma}^\dagger c_{j\sigma} + \text{H.c.} \right) P_G + J \sum_{\langle i,j \rangle} \mathbf{S}_i \cdot \mathbf{S}_j. \]  

(5-2)

Here, H.c. refers to Hermitian conjugate, \( c_{i\sigma}^\dagger \) creates an electron at lattice site \( i \) with spin \( \sigma = \pm \), and \( \mathbf{S}_i \) denotes the spin operator. \( \langle i, j \rangle \) represent NN sites, whereas \( \langle i, j \rangle \) refers to both NN and NNN sites. \( P_G = \prod_i (1 - n_i n_i^\dagger) \), with \( n_i \sigma = c_{i\sigma}^\dagger c_{i\sigma} \) the spin dependent number operator at site \( i \), represents the Gutzwiller projection operator \[200\] which ensures that all states with double occupancy of any site are projected out from the Hilbert space. Thus, the first term in the \( t - t' - J \) Hamiltonian represents hopping of electrons in such a way that no doubly occupied site is created. The second term represents the antiferromagnetic exchange interaction between spins at the NN sites with \( J = 0.3t \).

The projection operator can be treated exactly using the variational Monte-Carlo technique \[30\] and approximately using slave-boson methods \[32, 33\] or renormalized mean-field theory \[30\] within Gutzwiller approximation \[201\], where the projection operator is replaced by Gutzwiller factors determined from classical counting arguments \[30, 201–203\]. Application of the Gutzwiller approximation to the Hamiltonian in Equation 5-2 leads to the following renormalized Hamiltonian

\[ H = - \sum_{\langle i,j \rangle,\sigma} g_{ij}^t t_{ij} (c_{i\sigma}^\dagger c_{j\sigma} + \text{H.c.}) + \sum_{\langle i,j \rangle} J \left[ g_{ij}^{s,z} S_i^z S_j^z + g_{ij}^{s,xy} \left( \frac{S_i^+ S_j^- + S_i^- S_j^+}{2} \right) \right]. \]  

(5-3)

Here, \( S_i^z \) represents the z-component of the spin operator, and \( S_i^+ (S_i^-) \) represents the raising (lowering) spin operator. The Gutzwiller factors for hopping renormalization \( (g_{ij}^t) \), longitudinal \( (g_{ij}^{s,z}) \), and transverse \( (g_{ij}^{s,xy}) \) super-exchange renormalization depend on the local values of hole density \( \delta_i \), magnetization \( m_i \), pair field \( \Delta_{ij\sigma} \), and bond field \( \chi_{ij\sigma}^v \).
defined by

\[ \delta_i = 1 - \langle \Psi_0 | \sum \sigma n_{i\sigma} | \Psi_0 \rangle \]

\[ m_i = \langle \Psi_0 | S_i^z | \Psi_0 \rangle \]  

(5-4)

\[ \Delta_{ij}^v = \sigma \langle \Psi_0 | c_{i\sigma} c_{j\bar{\sigma}} | \Psi_0 \rangle \]

\[ \chi_{ij\sigma}^v = \langle \Psi_0 | c_{i\sigma}^\dagger c_{j\bar{\sigma}} | \Psi_0 \rangle \]

where, \( \bar{\sigma} = -\sigma \) and \( | \Psi_0 \rangle \) denotes the unprojected wavefunction. The superscript \( v \) in \( \Delta_{ij\sigma}^v \) and \( \chi_{ij\sigma}^v \) is used to emphasize that these quantities are not the physical order parameters.

The Gutzwiller factors are given as [189]

\[ g_{ij\sigma}^t = g_{i\sigma}^t g_{j\bar{\sigma}}^t, \quad g_{ij}^{s,xy} = g_i^{s,xy} g_j^{s,xy} \]

\[ g_{i\sigma}^t = \sqrt{\frac{2\delta_i (1 - \delta_i)}{1 - \delta_i^2 + 4m_i^2 \delta_i}} \]

\[ g_i^{s,xy} = \frac{2(1 - \delta_i)}{1 - \delta_i^2 + 4m_i^2} \]

\[ g_{ij}^{s,z} = g_{ij}^{s,xy} \left[ \frac{2(\bar{\Delta}_{ij}^2 + \bar{\chi}_{ij}^2) - 4m_i m_j X_{ij}^2}{2(\bar{\Delta}_{ij}^2 + \bar{\chi}_{ij}^2) - 4m_i m_j} \right] \]

\[ X_{ij} = 1 + \frac{12(1 - \delta_i)(1 - \delta_j)(\bar{\Delta}_{ij}^2 + \bar{\chi}_{ij}^2)}{\sqrt{(1 - \delta_i^2 + 4m_i^2)(1 - \delta_j^2 + 4m_j^2)}}, \]

where, \( \bar{\Delta}_{ij} = \frac{1}{2} \sum_{\sigma} \Delta_{ij\sigma}^v \) and \( \bar{\chi}_{ij} = \frac{1}{2} \sum_{\sigma} \chi_{ij\sigma}^v \). Since we are interested in the charge ordered state, which does not accompany any magnetic order, we can simplify the Gutzwiller factors by putting \( m_i = 0 \) as

\[ g_i^t = \sqrt{\frac{2\delta_i}{1 + \delta_i}} \]

\[ g_i^{s,xy} = \frac{2}{1 + \delta_i} \]

(5-6)

\[ g_{ij}^{s,z} = g_{ij}^{s,xy} = g_{ij}^s \]

By the mean-field decomposition of the quartic operators in the renormalized Hamiltonian (Equation 5-3) we can obtain a quadratic Hamiltonian \( H_{H-F} \). However, due to the dependence of the renormalization factors on the mean-fields themselves, a direct mean-field decomposition does not yield the lowest ground state energy.
\[ E_g = \langle \Psi_0 | H_{H-F} | \Psi_0 \rangle. \] Instead, \( E_g \) should be minimized with respect to \(| \Psi_0 \rangle\) under the constraint of fixed electron filling \( N_e \) and normalization of the wavefunction. Equivalently, we can minimize following function

\[
W = \langle \Psi_0 | H | \Psi_0 \rangle - \lambda (\langle \Psi_0 | \Psi_0 \rangle - 1) - \mu (\sum_i n_i - N_e),
\]

where \( \lambda \) and \( \mu \) are the Lagrange multipliers. Enforcing \( \frac{\delta W}{\delta |\Psi_0\rangle} = 0 \) leads to the following mean-field Hamiltonian [189, 190, 204]

\[
H_{MF} = \sum_{(i,j),\sigma} \epsilon_{ij\sigma} c_{i\sigma}^\dagger c_{j\sigma} + h.c. + \sum_{(i,j),\sigma} \sigma D_{ij\sigma}^* c_{i\sigma} c_{j\sigma} + h.c. - \sum_{i,\sigma} \mu_{i\sigma} n_{i\sigma},
\]

where

\[
\epsilon_{ij\sigma} = -g_{ij} t_{ij} - \delta_{ij,(ij)} \frac{3}{4} J g_{ij}^s \chi_{ij\sigma}^s
\]

\[
D_{ij\sigma}^* = -\frac{3}{4} J g_{ij}^s \Delta_{ij\sigma}^s
\]

\[
\mu_{i\sigma} = \mu + \frac{3J}{4} \sum_{j,\sigma'} \left( |\Delta_{ij\sigma'}^v|^2 + |\chi_{ij\sigma'}^v|^2 \right) \frac{dg_{ij}}{dn_{i\sigma}} + t_{ij} \sum_{j,\sigma'} (\chi_{ij\sigma'}^v + \chi_{ij\sigma'}^v) \frac{dg_{ij}}{dn_{i\sigma}}
\]

\[
\frac{dg_{ij}^s}{dn_{i\sigma}} = -\frac{g_{ij}^t}{(1 + \delta_i)^2}; \quad \frac{dg_{ij}}{dn_{i\sigma}} = \frac{2g_{ij}^t}{\sqrt{2\delta_i(1 + \delta_i)^3/2}}.
\]

Here, \( \delta_{ij,(ij)} = 1 \) if \( i \) and \( j \) are NNs and 0 otherwise. Note that Equation 5–9 is true only for the non-magnetic state \((m_i = 0)\). For a magnetic state, the expressions for the parameters in Equation 5–8 are much more complicated and can be found in [190, 204].

The physical \( d \)-wave superconducting gap order parameter and the bond order along \( x(y) \) direction are given by

\[
\Delta_i = \frac{1}{8} \sum_{\sigma} (g_{i,i+\hat{x}\Delta_{i,i+\hat{x},\sigma}^v} + g_{i,i-\hat{x}\Delta_{i,i-\hat{x},\sigma}^v} - g_{i,i+\hat{y}\Delta_{i,i+\hat{y},\sigma}^v} - g_{i,i-\hat{y}\Delta_{i,i-\hat{y},\sigma}^v})
\]

\[
\chi_{i,i+\hat{x}(\hat{y})} = \frac{1}{2} \sum_{\sigma} (g_{i,i+\hat{x}(\hat{y})\chi_{i,i+\hat{x}(\hat{y}),\sigma}^v} + H.c.)
\]

5.2.2 Quasi 1D BdG Equations

The charge order observed in various cuprates is unidirectional with modulations along either of the Cu-O bond directions [36]. Accordingly, we study only states of this
type, by assuming charge modulations along $x$-direction, and utilize the translational invariance along the $y$-direction to convert the 2D Hamiltonian in Equation 5–8 into a quasi-1D Hamiltonian, substantially reducing the computational cost of diagonalization.

We change the basis $(i_x, i_y)$ to $(i_x, k)$ using the following transformation

$$c_{i_x \sigma}^\dagger = \frac{1}{\sqrt{N}} \sum_k c_{i_x \sigma}^\dagger(k) e^{-ikR_i y}.$$  \hfill (5–12)

Here, $c_{i_x \sigma}^\dagger(k)$ creates an electron at quasi-1D site $i_x$ with transverse momentum $k$ and spin $\sigma$. $N$ is the number of lattice sites in $y$-direction, and $R_{i_y}$ is the $y$-component of the lattice vector corresponding to site $i$. Using this transformation, the mean-field Hamiltonian in Equation 5–8 becomes

$$H_{MF} = \sum_{\langle i_x, j_x \rangle, k, \sigma} \epsilon_{i_x j_x \sigma}(k) c_{i_x \sigma}^\dagger(k) c_{j_x \sigma}(k) + \text{H.c.}$$ \hfill (5–13)

$$+ \sum_{\langle i_x, j_x \rangle, k, \sigma} \sigma D_{i_x j_x \sigma}(k) c_{i_x \sigma}(k) c_{j_x \sigma}(-k) + \text{h.c.} - \sum_{i_x, k, \sigma} \mu_{i_x \sigma} n_{i_x \sigma}(k),$$

where

$$\epsilon_{i_x j_x \sigma}(k) = \sum_{i_y} \epsilon_{i_x i_y j_x 0 \sigma} e^{-ikR_{i_y}}, \quad D_{i_x j_x \sigma}(k) = \sum_{i_y} D_{i_x i_y j_x 0 \sigma} e^{-ikR_{i_y}}, \quad \mu_{i_x \sigma} = \mu(i_x, 0).$$ \hfill (5–14)

$H_{MF}$ is quadratic in electron operators and can be diagonalized using the following spin-generalized Bogoliubov transformation,

$$c_{i_x \sigma}(k) = \sum_{n} \left[ u_{i_x \sigma}^n(k) \gamma_{n \sigma}(k) + v_{i_x \sigma}^{n*}(k) \gamma_{n \sigma}^\dagger(k) \right]$$ \hfill (5–15)

$$c_{i_x \sigma}^\dagger(-k) = \sum_{n} \left[ u_{i_x \sigma}^n(k) \gamma_{n \sigma}(k) + v_{i_x \sigma}^{n*}(k) \gamma_{n \sigma}^\dagger(k) \right]$$

Proceeding in a manner very similar to the derivation of BdG equations in Section 2.2.2, we obtain the following BdG equations for the mean-field Hamiltonian in Equation 5–13

$$\sum_{j_x} \left[ \begin{array}{cc} \xi_{i_x j_x \uparrow}(k) & -D_{i_x j_x \uparrow}(k) \\
-D_{i_x j_x \downarrow}^*(k) & -\xi_{i_x j_x \downarrow}(k) \end{array} \right] \left[ \begin{array}{c} u_{j_x \uparrow}^n(k) \\
u_{j_x \downarrow}^n(k) \end{array} \right] = E_{n \uparrow}(k) \left[ \begin{array}{c} u_{i_x \uparrow}^n(k) \\
u_{i_x \downarrow}^n(k) \end{array} \right].$$ \hfill (5–16)
Here, $\xi_{i\sigma}(k) = \epsilon_{i\sigma}(k) - \mu_{i\sigma} \delta_{i\sigma}$. The electron density, pair field, and bond fields are given by the following equations:

$$n_{i\uparrow} = \frac{1}{N} \sum_k n_{i\uparrow}(k) = \frac{1}{N} \sum_{nk} |u^n_{i\uparrow}(k)|^2 f(E_n\uparrow(k))$$

$$n_{i\downarrow} = \frac{1}{N} \sum_k n_{i\downarrow}(k) = \frac{1}{N} \sum_{nk} |v^n_{i\downarrow}(k)|^2 [1 - f(E_n\uparrow(-k))]$$

$$\Delta^v_{i\uparrow\uparrow}(k) = \sum_n u^n_{i\uparrow}(k) v^n_{*i\uparrow}(k) [1 - f(E_n\uparrow(k))]$$

$$\chi^v_{i\uparrow\uparrow}(k) = \sum_n u^n_{i\uparrow}(k) u^n_{*i\uparrow}(k) f(E_n\uparrow(k))$$

$$\chi^v_{i\downarrow\downarrow}(k) = \sum_n v^n_{i\downarrow}(k) v^n_{*i\downarrow}(k) [1 - f(E_n\uparrow(-k))]$$

where $f$ denotes the Fermi function and the sum runs over all values of $n$.

Equations 5–16 and 5–17 are solved self-consistently using the following procedure, very similar to that outlined in Section 2.4.

1. Choose initial guesses for the chemical potential $\mu_0$, hole density $\delta_i$, pair field $\Delta^v_{ij}$ on NN sites, bond field $\chi_{ij}$ on NN and NNN sites. We take pair field as a sinusoidal function with amplitude $\Delta_0$ and wavenumber $Q_0$, keeping the hole density and bond fields uniform:

$$\delta_i = \delta_0$$

$$\Delta^v_{i,i+\hat{x}\uparrow}(k) = \Delta_0 \cos[2\pi Q_0 (i_x + 1/2)]$$

$$\Delta^v_{i,i+\hat{y}\uparrow}(k) = -\Delta_0 \cos(2\pi Q_0 i_x)$$

$$\chi^v_{i,i+\hat{x}\uparrow}(k) = \chi^v_{i,i+\hat{x}\downarrow} = \chi^{NN}_0$$

$$\chi^v_{i,i+\hat{x}\downarrow} = \chi^v_{i,i+\hat{x}\uparrow} = \chi^{NNN}_0$$

The modulating pair field induces modulations in charge density [205], as they are coupled to each other through the BdG equations (Equations 5–13 and 5–17).

2. Compute the Gutzwiller factors, their relevant derivatives, and local chemical potential $\mu_i$ using Equations 5–6 and 5–9.

3. For each $k = \frac{m}{N a_0}$ (in units of $\frac{2\pi}{a_0}$); $m = 0, 1, 2, ..., N - 1$ (a) construct the BdG matrix in Equation 5–16 using the definitions of matrix elements from Equation 5–14 (b) Find the eigenvalues $E_n(k)$ and eigenvectors $[u^n_{i\uparrow}(k), v^n_{i\downarrow}(k)]$. (c) Find the $k$-space mean-fields $n_{i\sigma}(k)$, $\Delta^v_{i\sigma\sigma}(k)$, and $\chi^v_{i\sigma\sigma}(k)$ using Equation 5–17.
4. Find the lattice mean-fields using following equations:

\[ n_{i\sigma} = \frac{1}{N} \sum_k n_{i\sigma}(k) \]

\[ \Delta_{i,i+\hat{x},\uparrow}(k) = \frac{1}{N} \sum_k \Delta_{i,i+1,\uparrow}(k) \]

\[ \Delta_{i,i+\hat{y},\uparrow}(k) = \frac{1}{N} \sum_k \Delta_{i,i,\uparrow}(k)e^{ik} \]

\[ \chi_{i,i+\hat{x},\sigma}^{v} = \frac{1}{N} \sum_k \chi_{i,i+1,\sigma}(k) \]

\[ \chi_{i,i+\hat{y},\sigma}^{v} = \frac{1}{N} \sum_k \chi_{i,i,\sigma}(k)e^{ik} \]

\[ \chi_{i,i+\hat{x}+\hat{y},\sigma}^{v} = \frac{1}{N} \sum_k \chi_{i,i+1,\sigma}(k)e^{ik}. \]

(5–19)

5. Check convergence. If mean fields obtained in step 4 do not change from their values in previous iterations up to a desired accuracy then convergence is achieved and there is no need for further iterations; otherwise go to step 6.

6. Update the mean-fields and chemical potential by mixing the mean fields from current and previous iterations.

7. Go to step 2.

5.2.3 Calculation of STM Observables

In most previous theoretical work [15, 180, 186, 196], the intra-unit cell form factors \((s, s', d)\) of the charge order have been determined from the Fourier transform of the charge density on Cu lattice sites and the NN bond order parameter \(\chi_{i,i+\hat{x}(\hat{y})}\) which can be thought as a measure of charge density on the Cu-O bonds. Mathematically,

\[ D^{\chi}(q) = FT(\tilde{\chi}_{i,i+\hat{x}} - \tilde{\chi}_{i,i+\hat{y}})/2 \]

\[ S'^{\chi}(q) = FT(\tilde{\chi}_{i,i+\hat{x}} + \tilde{\chi}_{i,i+\hat{y}})/2 \]

\[ S^{\chi}(q) = FT(1 - \tilde{\delta}_{i}). \]

(5–20)

Here, \(FT\) represents the Fourier transform and \(\tilde{\cdot}\) refers to the subtraction of the spatial average of the corresponding quantity. Clearly, there is no bias dependence of the form factors defined in this way. However, the STM experiments [66] used phase-resolved LDOS
obtained at Cu and O sublattices to define the form factors and calculated their bias dependence. Using the Wannier function based method described in the Section 2.3, we can adopt a similar approach.

The first step is to construct the the Green’s function matrix in lattice space, using the self-consistent solution of the BdG equations (Equations 5–13 and 5–17), through following equations.

\[
G_{ij\sigma}(\omega) = \frac{1}{N} \sum_k g_{ij}^k G_{i\sigma j\sigma}(k, \omega) e^{i k (R_{i\sigma} - R_{j\sigma})}
\]

\[
G_{i\sigma j\sigma}(k, \omega) = \sum_{n>0} \left[ \frac{u_n^{i\sigma}(k) u_n^{j\sigma}(k)}{\omega - E_n\sigma + i0^+} + \frac{v_n^{i\sigma}(k) v_n^{j\sigma}(k)}{\omega + E_n\sigma(k) + i0^+} \right].
\] (5–21)

Here, \(0^+\) is the artificial broadening and \(n > 0\) indicates that the sum is to be performed over eigenstates with positive eigenvalues only. With lattice Green’s functions in hand, the continuum LDOS \(\rho_\sigma(\mathbf{r}, \omega)\) at a continuum position \(\mathbf{r}\) and a given bias \(\omega\) can be obtained using Equations 2–14 and 2–18. Following the experimental procedure [66], we obtain the continuum LDOS map at a typical STM tip height \(z \approx 5\) Å above the BiO plane at positive and negative biases, and construct the \(Z\)-maps defined below [35],

\[
\rho^Z(\mathbf{r}, \omega > 0) = \frac{\sum_\sigma \rho_\sigma(\mathbf{r}, \omega)}{\sum_\sigma \rho_\sigma(\mathbf{r}, -\omega)}. \quad (5–22)
\]

Subsequently, we segregate the \(Z\)-maps in three sublattices: \(Cu^Z(\mathbf{r}, \omega)\), \(O_x^Z(\mathbf{r}, \omega)\) and \(O_y^Z(\mathbf{r}, \omega)\) corresponding to a Cu and two inequivalent O atoms along mutually orthogonal CuO bond directions \(x\) and \(y\) in the unit cell. The form factors can be obtained by taking proper linear combinations of the Fourier transforms of the sublattice \(Z\)-maps as follows [66]

\[
D^Z(\mathbf{q}, \omega) = (\tilde{O}_x^Z(\mathbf{q}, \omega) - \tilde{O}_y^Z(\mathbf{q}, \omega)) / 2
\]

\[
S^Z(\mathbf{q}, \omega) = (\tilde{O}_x^Z(\mathbf{q}, \omega) + \tilde{O}_y^Z(\mathbf{q}, \omega)) / 2 \quad (5–23)
\]

\[
S^Z(\mathbf{q}, \omega) = \tilde{C} u^Z(\mathbf{q}, \omega).
\]

In addition to the bias dependence of the intra-unit cell form factors, Hamidian et al. [66] also obtained the the bias dependence of the average spatial phase difference.
(Δφ) between the d-form factor modulations above and below the Fermi energy and found that it switches from 0 to π close to the energy scale where the d-form factor becomes dominant. To address this intriguing observation, we compute Δφ following the experimental procedure [66]. We first obtain the d-form factor \( D^g(q, \omega) \) using the sublattice continuum LDOS maps (or \( g \)-maps). Subsequently, the d-form factor modulation vector \( \mathbf{Q}_d \) is filtered out using a Gaussian filter, followed by the inverse Fourier transform to yield a spatial map \( D(r, \omega) \). Finally, its phase \( \phi(r, \omega) \) is calculated at \( \pm \omega \) and their difference is averaged over space to obtain \( \Delta \phi \). Mathematically,

\[
D^g(q, \omega) = (\tilde{O}_x^g(q, \omega) - \tilde{O}_y^g(q, \omega))/2
\]

\[
D(r, \omega) = \frac{2}{(2\pi)^2} \int dq e^{iqr} D^g(q, \omega) e^{-\frac{(q-\mathbf{Q}_d)^2}{2\Lambda^2}}
\]

\[
\phi(r, \omega) = \arctan(\text{Im}[D(r, \omega)]/\text{Re}[D(r, \omega)])
\]

\[
\Delta \phi = \langle \phi(r, \omega) - \phi(r, -\omega) \rangle
\]

### 5.3 Unidirectional Charge Ordered States in Extended \( t - J \) Model

Although the \( t - J \) model supports a variety of charge ordered states [189, 190], here we will focus on the APCDW and nPDW states which are shown to have dominant d-form factor [190]. To obtain the APCDW state with periodicity of four lattice constants, we work with a system size which is a multiple of 8 and initialize the BdG equations (Equations 5–13 and 5–17) with a sinusoidal d-wave pair field modulating with wavenumber \( Q_0 = 1/8 \) (in units of \( \frac{2\pi}{a_0} \)). Although, it is impossible to obtain a true incommensurate charge ordered state in a finite lattice calculation, we can still obtain a quasi-incommensurate state with a periodicity equal to the system’s length. Such a state can be thought as a mixture of several commensurate states with different lattice periodicities and can be obtained by initializing BdG equations with a modulating pair-field with \( Q_0 \neq \frac{m}{N} \), where \( m \) is an integer. We emphasize that the initializing BdG equations with a pair density wave drives the charge ordering. This can be easily seen through Equation 5–9 which shows that the local chemical potential \( \mu_{i\sigma} \) depends on the
Figure 5-3. Energy per site (E/t) at various hole dopings (x) for homogeneous superconducting state, APCDW, and nPDW states. Inset: Variation of superconducting order parameter in the homogeneous state as a function of hole doping. Vertical lines mark the doping range in which APCDW and nPDW states are realized.

square of pair fields $|\Delta_{ij}^v|^2$. Thus, $\Delta$ with a modulating component $Q_0$ in the off-diagonal terms of the BdG matrix in Equation 5–13 induces a modulating component $2Q_0$ in the diagonal terms, resulting into a $2Q_0$ modulating component in the electron density when the self-consistent solution converges. Similar conclusions were drawn in [205], however, using the Green’s functions method.

The doping dependence of the energy per site (E/t) for the uniform superconducting state, APCDW state with charge modulation wavevector $[Q, 0]; Q = 0.25$, and nPDW state with $Q = 0.26$ and 0.3 is shown in Figure 5-3. The inset depicts a plot of $d$-wave order parameter in the uniform superconducting state as function of hole doping (x) showing a dome like shape in range $x = 0.01 – 0.48$. The charge ordered states occur in a narrow doping range of 0.09 – 0.17. We find that the APCDW and nPDW states, with different wavevectors, have almost identical energy per site at all dopings. At this point, it is not clear whether this near degeneracy of charge ordered states is an intrinsic feature of the $t – t’ – J$ model or just an artifact of the Gutzwiller approximation. Although
we just show two nPDW states with different wavevectors, we find that there are many possible nPDW states with \( Q \) in the range of 0.2-0.35. We note that the STM and x-ray scattering experiments find the charge order in cuprates existing in the a doping and wavevector range very similar to our finding \([36, 66]\). However, we can not address the doping dependence of the ordering wavevector \([36]\) within our model, as the nPDW states with different \( Q \) are almost degenerate.

It is clear from Figure 5-3 that the uniform state has lowest energy at all dopings. A similar conclusion was drawn in the previous studies of the \( t-J \) like models using different numerical schemes \([189-192, 195]\). However, the energy difference between the charge ordered and uniform state is very small, \( O(1 \text{ meV}) \) per site, and can be overcome by other effects such as electron-phonon coupling and disorder, thus, stabilizing charge ordered states as the ground state. The STM \([59]\) and resonant x-ray scattering \([36]\) observation of short coherence length (\( \approx 30 \text{ Å} \) \([36]\)) indeed points towards the important role of disorder. We leave the systematic study of charge ordering in the disordered \( t-J \) model for a future project. The application of a magnetic field of order 10 T (or 1 meV) might be another possible route to tip the energy balance in favor of charge ordered states. In fact, the charge ordered states with large coherence length (> 100 lattice constants) have been recently observed in YBCO in the presence of a magnetic field of \( O(30 \text{ T}) \) \([206]\). We plan to study the effects of the magnetic field on the charge ordered states realized in the extended \( t-J \) model in a future project.

In what follows, we describe the characteristics of the APCDW and nPDW states and show that the latter exhibit bias dependence of the LDOS, form factors, and spatial phase difference, very similar to that observed in the STM experiments \([35, 66]\). Although many properties of the APCDW state such as its commensurate nature, bias dependence of the continuum LDOS and the spatial phase difference do not conform to the experimental observations \([36, 66]\), we still discuss it in detail to set the stage for a more complicated nPDW state.
Figure 5-4. Characteristic features of the APCDW state. (a) Variation of the hole density ($\delta$) and gap order parameter ($\Delta$) with lattice sites in the central region of a 56 × 56 system. y-axis in left (right) corresponds to $\delta$ ($\Delta$). (b) Fourier transform of the hole density ($\delta(q)$) and gap order parameter ($\Delta(q)$). The $q = 0$ component of the hole density modulation, not shown in the plot, is 0.125. (c) Density of states in the homogeneous superconducting state and, APCDW state over a period of lattice sites. (d) Intra-unit cell form factors in APCDW state computed using Equation 5-20.

5.3.1 Anti-Phase Charge Density Wave State

Figure 5-4 shows the characteristics of the APCDW state obtained for a 56 × 56 lattice system at the doping level $x = 0.125$. The hole density ($\delta$) and superconducting gap order parameter ($\Delta$) modulate along the $x$-axis with a periodicity of 4 and 8 lattice constants, respectively, as shown in Figure 5-4(a). $\Delta$ changes sign after a period of charge modulation, hence the name 'anti-phase' pair density wave. The maximum of hole density occurs at the domain wall sites where $\Delta$ vanishes. The real space findings are echoed in the Fourier domain where we find that the dominant charge and gap modulation wavevectors are $Q = 0.25$ and $Q_{\Delta} = 0.125$, respectively, as shown in Figure 5-4(b).
relation $Q = 2Q_\Delta$ is also found in the Ginzburg-Landau theories of the CDW driven by a PDW [163].

Figure 5-4(c) shows the LDOS at a set of four inequivalent lattice sites in the APCDW state. LDOS in the uniform $d$-wave superconducting state is also shown for the comparison. In the APCDW state, LDOS is non-vanishing at all sites and all energies and has a U-shape with two sets of coherence peaks, with peaks at the higher energies almost coinciding with the uniform $d$-wave coherence peaks. The coherence peaks in the APCDW state arise from the Andreev bound states (ABS) [189]. ABS occur at the the domain wall sites where the superconducting changes sign and form one-dimensional band due to translational invariance in $y$-direction. Moreover, the hybridization between the Andreev states at the neighboring domain walls leads to the broadening of ABS peaks, and a shift in the ABS energy away from the chemical potential [189, 207].

Figure 5-4(d) shows the wavevector dependence of the intra-unit cell form factors in the APCDW state, calculated from the bond order parameter $\chi_{ij\sigma}$ using Equation 5-20. Clearly, all form factors peak at $q = Q$ with $d$-form factor having the largest weight. However, as discussed in Section 5.2.3, to find the bias dependence of the form factors in a manner similar to the STM experiments [66] we must find the continuum LDOS at Cu and O sites and calculate the form factors using Equation 5-23.

We take the Wannier function for BSCCO (discussed in detail in Section 4.2) as an input and calculate the continuum LDOS at a height $z \approx 5$ Å above the the BiO plane using Equations 5-21, 2-14, and 2-18. Very recently, we found that the shape of NaCCOC Wannier function at the heights few Å above the surface exposed to the STM tip, is very similar to the BSCCO, and hence we expect that both should have similar real space pattern of continuum LDOS. Indeed, the STM experiments find a very similar ladder-like patterns (Figure 5-2(a-b)) in both compounds [35]. Figure 5-5(a) shows the continuum LDOS map at $\omega = 0.25t$ in a $20 \times 20$ unit cell area located in the central region of $56 \times 56$ system. Clearly, the continuum LDOS exhibits a periodic modulation in the $x$-direction.
Figure 5-5. Continuum LDOS map at $\omega = \pm 0.25t$ and at a height $z \approx 5 \text{ Å}$ above the BiO plane in the APCDW state. (a) LDOS map at $\omega = 0.25t$ in a range of $20 \times 20$ unit cells. (b) Zoomed-in view of the area marked by square in (a). Black dots and open circles represent position of Cu and O atoms, respectively, in the CuO plane underneath. (c) LDOS map at $\omega = -0.25t$ in the same region as in (b).

with a wavelength of four lattice constants. A zoomed-in view of the region bounded by the black square is shown in Figure 5-5(b). Black dots and circles mark the locations of Cu and O sites, respectively, underneath. We find that the LDOS shows modulation on both Cu and O sites, suggesting that all form factors ($s, s', d$) have non-zero weight at this particular bias. Moreover, when the LDOS on an O$_x$ site in a unit cell is large then the LDOS on O$_y$ site in the same cell is small, implying that the modulations on O$_x$ and O$_y$ sites are out of phase. Thus, at this particular bias the $d$-form factor must have larger weight than the $s'$-form factor. Figure 5-5(c) shows the continuum LDOS map at the negative bias $\omega = -0.25t$ in the same region as in Figure 5-5(b). Comparing both figures, we find that the sites with larger LDOS at the positive bias have smaller LDOS at the negative bias, suggesting a spatial phase difference of $\pi$ between the two biases.

Now, we will examine the bias dependence of the continuum LDOS, form factors, and spatial phase differences in the APCDW state. Figure 5-6(a) shows the continuum LDOS spectrum at the Cu and two inequivalent O sites (O$_x$ and O$_y$) in the unit cell [27, 27] at a height $z \approx 5 \text{ Å}$ above the BiO plane. The inset shows the position of the Cu and O sites, marked by a black dot and circles, respectively, with reference to the continuum
Figure 5-6. (a) Continuum LDOS spectrum registered above Cu, O_x and O_y sites in the unit cell [27, 27] at the height z ≈ 5 Å above the BiO plane. The location of the unit cell can be inferred from Figure 5-5(b). Bias dependence of the (b) intra-unit cell form factors and (c) average spatial phase difference at doping x = 0.125.

LDOS map shown in Figure 5-5(b). The low-energy U-shape feature, similar to the lattice LDOS spectrum, can be easily observed. This is very different from the STM conductance measurements [35, 66] which find a V-shaped nodal structure around ω = 0 (see Figure 5-9(c)). Figure 5-6(b) shows the bias dependence of the form factors evaluated at the wavevector \( \mathbf{q} = [0.25, 0] \). The \( s' \)-form factor shows a peak at an energy \( \omega = 0.17t \) whereas the \( d \)-form factor peaks at a higher energy \( \omega = 0.24t \). Moreover, the \( s \)-form factor has the least weight at all energies below 0.3t. Although, these features resemble the experimental observation [66] (see Figure 5-10(b)), the bias dependence of the spatial phase difference (\( \Delta \phi \)) shown in the Figure 5-10(c) exhibits a qualitative departure from the experiment [66]. In the APCDW state \( \Delta \phi \) is non-zero at all energies in the window [0, 0.4t], and displays a steep increase from a small value at \( \omega = 0 \) to close to \( \pi \) at \( \omega = 0.17t \). The STM experiments, however, find that at low energies \( \Delta \phi \) remains nearly zero up to an \( \omega \) which falls between the \( s' \)- and \( d \)-form factor peaks (compare Figures 5-11(b) and 5-10(b)).

In the following section, we show that the nPDW state correctly captures all qualitative features of the bias dependence of the form factors as well as the spatial phase difference.

To obtain an quasi-incommensurate nPDW state, we solve the BdG equations (Equations 5–13 and 5–17) self-consistently on a 60 × 60 lattice. As an initial guess,
we take a pair field modulating with wavenumber $Q_0 = 0.154$ keeping uniform values for the hole density and bond field. Figure 5-7 shows the characteristics of the nPDW state at the doping level $x = 0.125$. The variation of the hole density ($\delta$) and the $d$-wave superconducting gap order parameter $\Delta$ with lattice sites is shown in the Figure 5-7(a). We find that the hole density shows a root mean square deviation of $\Delta\delta = 0.01$ holes from the average value of 0.125, similar to the NMR results [34] showing a hole density variation of $\Delta\delta = 0.03 \pm 0.01$ in the charge ordered phase of the 10.8% hole-doped YBCO. Moreover, the hole density is observed to be maximum at the domain wall sites where $\Delta$ changes sign. As shown in Figure 5-7(b), the Fourier transform of the hole density contains many Fourier components, with largest contribution from $Q_\delta = 0.3$, reflecting the quasi-incommensurate nature. The gap order parameter too has many Fourier components with dominant contribution from the $Q_\Delta = 0.15$. The relations $Q_\delta = 2Q_\Delta$ holds as in the case of APCDW. However, in contrast to the APCDW, the nPDW state has a non-vanishing uniform ($q = 0$) component of the $d$-wave gap parameter. Thus, the nPDW state intertwines incommensurate CDW, incommensurate PDW, and uniform $d$-wave superconductivity. The effect of a finite uniform component can be seen as the appearance of a V-shape nodal structure in the lattice LDOS at low energies as shown in the Figure 5-7(c). As in the case of APCDW, we find the two sets of coherence peaks at the energies $\approx \pm 0.21t$ and $\approx \pm 0.37t$ which can be attributed to the Andreev bound states as explained in Section 5.3.1. In Figure 5-7(d), we plot the wavevector dependence of the form factors obtained from the bond order parameter using Equation 5-20. We find that all form factors peak at $q = Q_\delta = 0.3$ with the $d$-form factor having the largest weight.

5.3.2 Nodal Pair Density Wave State

To compare with the STM findings of Hamidian et. al. [66], we obtain continuum LDOS in the nPDW state and use it to find the bias dependence of the form factors and spatial phase difference. Figure 5-8(a) shows the continuum LDOS map at $\omega = 0.25t$ and a height $z \approx 5 \text{ Å}$ above the BiO plane in a $20 \times 20$ unit cell area located in the
Figure 5-7. Characteristic features of nPDW state. (a) Variation of hole density ($\delta$) and gap order parameter ($\Delta$) with lattice sites in the central region of $60 \times 60$ system. y-axis on left (right) corresponds to $\delta$ ($\Delta$). (b) Fourier transform of the hole density ($\delta(q)$) and gap order parameter ($\Delta(q)$). The $q = 0$ component of hole density modulation, not shown in the plot, is 0.125. (c) Density of states in the homogeneous superconducting state and nPDW state on four consecutive lattice sites. (d) Intra-unit cell form factors in nPDW state computed using Equation 5-20.

central region of the $60 \times 60$ unit cell system. Two kinds of modulating stripes can be seen here. A zoomed-in view of one of these stripes in the area marked by the black square is shown in Figure 5-8(b). Black dots and open circles mark the Cu and O sites, respectively, underneath. LDOS modulations are observed on both Cu and O sites, suggesting non-zero weights for all form factors. Also, the modulations at the $O_x$ and $O_y$ sites are out of phase, indicating that the $d$-form factor has a larger contribution at this bias compared to the $s'$-form factor. Moreover, a comparison with the LDOS map at the negative bias $\omega = -0.25t$ plotted in the Figure 5-8(b) shows a spatial phase difference of $\pi$ between them, similar to the case of APCDW state discussed in Section 5.3.1. In the following paragraphs, we make these statements more quantitative by calculating the bias
Figure 5-8. Continuum LDOS map at \( \omega = \pm 0.25t \) and at the height \( z \approx 5 \text{ Å} \) above BiO plane. (a) LDOS map at \( \omega = 0.25t \) in a range of 20 \(\times\) 20 unit cells. (b) Zoomed-in view of the area marked by square in (a). Black dots and open circles represent position of Cu and O atoms, respectively, in the CuO plane underneath. (c) LDOS map at \( \omega = -0.25t \) in the same region as in (b).

dependence of form factors and spatial phase difference using Equations 5–23 and 5–24, respectively.

Figure 5-9(a) shows the continuum LDOS spectrum at the Cu, O\(_x\), and O\(_y\) sites in the unit cell [25, 25] at a height \( z \approx 5 \text{ Å} \) above the BiO plane. The inset shows the position of the Cu and O sites, marked by a black dot and circles, respectively, with reference to the continuum LDOS map shown in the Figure 5-8(b). The breaking of four-fold rotational symmetry is evident from the different LDOS spectrum at O\(_x\) and O\(_y\) sites. Moreover, A small V-shape structure is present near \( \omega = 0 \) as a consequence of the uniform component of the \( d \)-wave pairing order parameter. Furthermore, two sets of coherence peaks at the energies \( \approx \pm 0.21t \) and \( \approx \pm 0.37t \) are present as in the case of lattice LDOS (Figure 5-7(c)). At present, the continuum LDOS does not bear a close resemblance to experimental data (see Figure 5-9(c)). However, the higher energy coherence peaks are expected to be smeared by the inelastic scattering processes [126] considered to be intrinsically present in the optimal-to-underdoped cuprates [208, 209]. Following [126], we model such processes by a linear-in-\( \omega \) scattering rate \( \Gamma = \alpha|\omega| \). The constant \( \alpha \) was determined to be in the range of 0.25 – 0.33 for the local spectral gap lying in the range 80 – 100 meV in the underdoped BSCCO [126]. We replace the artificial broadening \( \alpha_0^+ \) in
Figure 5-9. Continuum LDOS spectrum registered above Cu, O$_x$ and O$_y$ sites in the unit cell [25, 25] at a height $z \approx 5$ Å above the BiO plane (a) without, and (b) with $\Gamma = \alpha \omega$ inelastic scattering; $\alpha = 0.25$ as extracted in [126]. The location of the unit cell can be referred from Figure 5-8(b) as shown in the inset. Dots and open circles represent Cu and O atoms, respectively. (c) A typical tunneling conductance spectrum over a Cu site in BSCCO sample with 6% hole doping. Reprinted by permission from Macmillan Publishers Ltd: Nature [66], copyright 2015.

the Green’s function, defined in Equation 5.21, by $i0^+ + i\Gamma$ to incorporate the effects of the inelastic scattering in our analysis. Figure 5-9(b) shows the continuum LDOS spectrum thus obtained for $\alpha = 0.25$. Clearly, the higher energy coherence peaks are significantly broadened and can not be resolved any more. The spectra are very similar to the STM conductance spectra taken over various Cu and O sites in [35]. For a comparison, we show the typical tunneling conductance spectra taken over a Cu site in the charge ordered state of the superconducting BSCCO at 6% hole-doping in Figure 5-8(c) [66]. Here, $\Delta_0$ is the nodal superconducting gap beyond which equilibrium Bogoliubov quasiparticles cease to exist, whereas $\Delta_1$ is considered to be the psuedogap. The corresponding features in our model, as seen in Figure 5-8(b), are associated with the uniform component of the superconducting gap and the lower PDW coherence peak. Interestingly, the energy scales in the two figures are also similar, given that the bare NN hopping $t$ in BSCCO is 300 – 400 meV [124].

The bias dependence of the intra-unit cell form factors at wavevector $\mathbf{q} = [0.3, 0]$, derived from the continuum LDOS in the nPDW state using Equation 5.23, is plotted in
Figure 5-10. (a) Bias dependence of the form factors at \( x = 0.125 \) computed from Equation 5-23. (b) Bias dependence of the form factors as observed in the STM experiment. Reprinted by permission from Macmillan Publishers Ltd: Nature \([66]\), copyright 2015. Doping dependence of (c) energy at which \( d \)-form factor peaks (\( \Omega_d \)) and (d) corresponding magnitude (\( D_{Z_{max}}^Z \)).

Figure 5-10(a). The corresponding experimental result \([66]\) is reproduced in the Figure 5-10(b). We find that the \( s' \)- and \( d \)-form factors display peaks at a lower (\( \Omega_{s'} = 0.11t \)) and a higher energy (\( \Omega_d = 0.21t \)), respectively, in agreement with the experiment \([66]\). Comparing with lattice LDOS (Figure 5-7(c)) and continuum LDOS spectra (Figure 5-9(a)), we find that the \( d \)-form factor peaks at the energy corresponding to the lower coherence peak in the LDOS occurring due to hybridization of ABS as explained in the Section 5.3.1. Thus, we can conclude that the \( d \)-form factor nature of the charge order is intimately related to the PDW character. A more convincing analysis to support this claim is presented at the end of this section. We note that the relative magnitude of form
factors close to \( \omega = 0 \) is different from the experimental results. Also, we find that the \( s \)-form factor is comparable, but lower at all biases, to the \( s' \)- and \( d \)-form factors, whereas in the experiment it is much more suppressed. The doping dependence of the energy at which the \( d \)-form factor peaks (\( \Omega_d \)) and the corresponding peak value (\( D_{\text{max}}^Z \)) is plotted in Figures 5-10(b) and (c). We find that \( \Omega_d \) decreases monotonically with increasing hole-doping (\( x \)) whereas \( D_{\text{max}}^Z \) shows a non-monotonic behavior; first, it increases slowly with \( x \), attains a maximum at \( x = 0.13 \), and drops rapidly with a slight increase in doping. The doping dependence of \( D_{\text{max}}^Z \) is very similar to the experimentally determined intensity of the density modulation wavevector [65], which can be considered as an analogue of \( D_{\text{max}}^Z \). We note that no other theory has been able to calculate bias dependence of intra-unit cell observables. Figures 5-10(c) and (d) are predictions of our model which can be easily tested by repeating the experimental work presented in [66] for several hole dopings.

In Figure 5-11(a), we plot the calculated bias dependence of the average spatial phase difference (\( \Delta \phi \)) between \( d \)-form factor modulations at positive and negative biases in the nPDW state, evaluated using Equation 5-24. The corresponding experimental result [66] is reproduced in Figure 5-11(b). In agreement with experiment, we find that at low energies \( \omega < 0.08t \), \( \Delta \phi \) is 0, and sharply increases afterwards achieving the value \( \pi \) at \( \omega \approx 0.12t \). The transition occurs near the energy where the \( d \)-form factor becomes dominant (compare with Figure 5-10(a)). The doping dependence of the energy \( \Omega_{\pi} \) at which the spatial phase changes to \( \pi \) is shown in Figure 5-11(c). We find that \( \Omega_{\pi} \) decreases monotonically with hole-doping. This result is in agreement with the \( \Omega_{\pi} \) extracted from the bias-dependence of \( \Delta \phi \) at additional dopings \( x = 0.06, 0.17 \) presented in the supplementary information of [66].

Hamidian et al. [66] attributed the particular bias dependence of the form factors and spatial phase difference to the \( d \)-form factor nature of charge order, where anti-phase modulations occurs at the two inequivalent O atoms in the CuO\(_2\) unit cell. However, in
Figure 5-11. (a) Bias dependence of average spatial phase difference ($\Delta\phi$) defined in Equation 5-24. (b) Bias dependence of $\Delta\phi$ as observed in the STM experiments [66]. Reprinted by permission from Macmillan Publishers Ltd: Nature [66], copyright 2015. (c) Doping dependence of the energy $\Omega_\pi$ at which the initial $\pi$ phase jump in $\Delta\phi$ takes place.

Our analysis, we find that the charge order is driven by the PDW order. Moreover, the correspondence between the energy at which the $d$-form factor peaks, and the particular coherence peaks in the LDOS spectrum arising due to the PDW order, strongly suggest that the latter is pivotal to get the bias dependence of the form factors and spatial phase difference as seen in the experiment.

We further substantiate this claim by disentangling uniform superconductivity, CDW, and PDW orders intertwined in the nPDW state "by hand". First, we keep only PDW order and turn off the CDW order. This is done by taking the mean-fields in the nPDW state and replacing the spatially varying hole density ($\delta_i$) and bond fields ($\chi_{ij,\sigma}^v$) in the BdG equation (Equation 5–16) by the corresponding quantities ($\delta_0$ and $\chi_0^v$) in the uniform $d$-wave superconducting state, i.e. $\delta_i \rightarrow \delta_0$ and $\chi_{ij,\sigma}^v \rightarrow \chi_0^v$. The pair field $\Delta_{ij,\sigma}^v$ is kept the same (and thus modulating) as in the nPDW state. The chemical potential is adjusted to yield the correct average electron filling. We solve Equation 5–16 with these changes and calculate the lattice LDOS, form factors, and the spatial phase difference; results are shown in Figures 5-12(a), (b), and (c), respectively. Comparing Figures 5-12(a) and 5-7(c), we conclude the coherence peaks come from the PDW order and artificially setting the charge modulation to zero has a small effect on it. Moreover, the peak in $d$-form
factor survives even in the absence of the CDW order. Furthermore, the bias dependence of $\Delta \phi$ is also very similar to the nPDW state (see Figure 5-11(a)). Thus, we find that the qualitative features of the bias dependence of various quantities in the nPDW state remains intact even if the CDW order is artificially turned off. Finally, we do the similar exercise again, but now setting the PDW order to zero ”by hand” and keeping the CDW and uniform superconductivity. This is achieved by taking the mean-fields in the nPDW state and replacing the modulating pair field $\Delta_{ij}^{v}$ in Equation 5–16 by the corresponding quantity ($\Delta_{0}^{v}$) in the uniform $d$-wave superconducting state while keeping the modulating bond field and hole density unchanged. Results are shown in Figures 5-12(d)-(f). Clearly, the lattice LDOS does not show much difference from the uniform $d$-wave superconducting
state. More importantly, the bias dependence of the form factors and spatial phase difference look very different from the nPDW state and the experimental observation. Thus, we can conclude that the PDW order is crucial to yield the bias dependence of LDOS, form factors, and spatial phase difference as observed in the STM experiments.

5.4 Conclusion

In this chapter, we studied charge ordered states in the $t-t'-J$ model, which has been widely used in past to understand the phenomenology of the underdoped cuprates from a strong coupling perspective. Using the renormalized mean-field theory (Gutzwiller approximation), along with a partial Fourier transform scheme substantially reducing the computational cost, we obtained the commensurate and incommensurate charge ordered states which are nearly degenerate to the uniform $d$-wave superconducting state. The incommensurate nPDW state intertwines CDW, PDW, and uniform superconductivity and has properties very similar to the charge ordered states observed in cuprates in STM experiments [35, 36, 66]. Particularly, the ladder-like real-space pattern of the continuum LDOS are similar to what has been observed in BSCCO and NaCCOC [35]. Moreover, the bias dependence of continuum LDOS, intra-unit cell form factors, and spatial phase difference in the nPDW state are in good agreement with the experiments [66].

We have used a Wannier function based method to calculate the Cu and O sublattice LDOS and obtained the bias-dependent form factors and spatial phase difference in a manner similar to the experiments [66]. This is a qualitative improvement over the theoretical schemes used previously in literature which considered static form factors derived from the renormalization of the NN hoppings. We found that in the nPDW state the $s'$-form factor dominates at lower energies, whereas the $d$-form factor dominates at higher energies, in agreement with the STM results [66]. Moreover, the $d$-form factor peak amplitude shows a non-monotonic behavior with respect to the hole doping, whereas the energy corresponding to the peak decreases monotonically with increasing doping. The average spatial phase difference in the nPDW state shows a jump from $0$ to $\pi$ at an energy
scale where the $d$-form factor exceeds the $s'$-form factor as seen in the STM experiments [66]. Furthermore, the energy at which the $\pi$ phase shift occurs decreases monotonically with increasing hole doping, similar to experiment. Finally, we showed that the PDW character of the nPDW state is crucial to obtain the bias dependence of various quantities as seen in the experiments.

Although the nPDW state is not the ground state within Gutzwiller approximation, its energy difference with the uniform $d$-wave state which is the ground state is extremely small and can be overcome by small perturbations like electron-phonon coupling. We discussed the possibility that the disorder which is intrinsically present in cuprates can stabilize the nPDW state locally, yielding a short coherence length as seen in many STM experiments. Moreover, a magnetic field of $O(10 \, \text{T})$ can tilt the energy balance in favor of the nPDW state and result into a charge ordered state with a large coherence length as seen in the experiments. We leave these two scenarios for the future projects.
CHAPTER 6
SUMMARY AND FINAL CONCLUSIONS

In this work, we have proposed a novel 'BdG+W' method, combining solutions of the lattice Bogoliubov-de Gennes equations and first principles Wannier functions, to theoretically compute the continuum LDOS at typical STM tip positions which can be directly compared with the experimental STM conductance. This method yields sub-unit cell spatial resolution and captures the effects of all atoms in the unit cell through Wannier function, without any substantial increase of computational complexity compared to the conventional BdG equations. Although the BdG+W method is quite general, we have mainly focused on its application to the problem of inhomogeneous states in cuprates and FeSCs. These are layered materials where the layer exposed to the STM tip is different from the 'active' layer (CuO layer in cuprates and Fe-layer in FeSCs) responsible for superconductivity. The effect of intervening layers, which is often ignored but can lead to a non-trivial tunneling paths, is easily accounted for the BdG+W method via first principles Wannier functions.

In Chapter 2, we derived an elementary expression for the continuum Green’s function in terms of lattice Green’s functions, using a basis transformation from the lattice to 3D continuum space with Wannier functions as matrix elements, which can be used to obtain continuum LDOS at the STM tip position. Moreover, we presented an efficient numerical scheme to solve the multi-orbital BdG equations on the lattice and combine their solution with Wannier function to obtain the continuum LDOS.

As a first application of the BdG+W method, we studied the non-magnetic impurity-induced states in the FeSe superconductor in Chapter 3. We started with a DFT derived 10-orbital tight-binding model and a corresponding Wannier basis to describe the normal state of FeSe. Next, to introduce the superconductivity, we calculated pair-potentials via a spin-fluctuation theory calculation within the random phase approximation. The superconducting state thus obtained was found to have $s_{\pm}$ gap.
symmetry. Further, by solving the 10-orbital BdG equations self-consistently, we found that a strong non-magnetic impurity, modeled simply as an on-site repulsive potential, induces bound states in the $s_\pm$ superconducting gap. Moreover, the continuum LDOS map and topograph obtained above the Se layer at the bound state energy yields an atomic-scale dimer like pattern around the impurity position that is very similar to the geometric dimer states observed in FeSe [63] and other FeSCs [49, 77, 79]. This is the first and only explanation of these states to our knowledge.

In Chapter 4, we used the BdG+W method to study Zn and Ni impurity-induced states in the superconducting BSCCO. We first obtained the 1-band tight-binding model and corresponding Cu-$d_{x^2-y^2}$ Wannier function using first principles calculations. We showed that the $d_{x^2-y^2}$ symmetry of the Wannier function leads to a change of the low energy spectral features in the homogeneous $d$-wave superconducting state from a V-shaped spectrum in the lattice LDOS to a more U-shaped spectrum in the continuum LDOS. This indeed corresponds to experimental data in the literature for optimal-to-overdoped cuprates, although it had never been noted before, to our knowledge. Next, modeling Zn as a strong attractive on-site potential scatterer in a $d$-wave superconductor, we solved the lattice BdG equations and found, as others had before us, that it induces a sharp in-gap resonance state. Further, the lattice LDOS showed a minimum right at the Zn site and maxima at the nearest-neighbor sites, as predicted in earlier theories, but in contrast to the STM experiments [60] which show an opposite intensity pattern. We resolved this longstanding paradox by calculating continuum LDOS map a few Å above BiO plane, where the STM tip would be typically located, which displayed excellent agreement with the STM results [60]. We found that the intensity maximum at the impurity site in BSCCO can be attributed to the electron transfer from nearest-neighbor unit cells via apical oxygen atoms. Finally, we studied the Ni impurity problem in BSCCO by using a simple model of a magnetic impurity with weak on-site potential and exchange scattering, and showed that such an impurity induced
two spin-polarized in-gap resonance states. Moreover, as in the case of Zn problem, the continuum LDOS maps at the resonance energies displayed excellent agreement with the corresponding STM results [64].

In Chapter 5, we addressed a very recent STM experiment [66] on the charge ordered state in BSCCO that has captured the attention of the high-$T_c$ community. By solving the $t-t'-J$ model within renormalized mean-field theory (Gutzwiller approximation), we obtained two kinds of unidirectional charge ordered states, namely the commensurate anti-phase charge density wave (APCDW), and incommensurate nodal pair density wave (nPDW) states, which had been earlier shown to possess a dominant $d$-form factor [190]. Using the Wannier function based approach developed in Chapter 2, we calculated the continuum LDOS at typical STM tip positions, and subsequently obtained the bias dependence of the intra-unit cell form factors and spatial phase difference in the APCDW and the nPDW state, closely following the experimental analysis [65, 66]. We found that that the nPDW state which intertwines charge density wave, pair density wave (PDW), and uniform superconductivity, has characteristics very similar to the STM observations [66, 125]. The continuum LDOS maps in the nPDW state shows ladder-like spatial patterns similar to the experiments [125]. Moreover, the continuum LDOS above Cu sites has a nodal spectrum, arising from the uniform component of $d$-wave superconducting order parameter, that resembles very closely the STM tunneling conductance spectrum [66, 125] once the effects of inelastic scattering [126] are properly taken into account.

Furthermore, in the nPDW state, the $s'$-form factor dominates at lower energies, whereas the $d$-form factor dominates at higher energies, in agreement with the STM results [66]. Finally, the average spatial phase difference in the nPDW state shows a jump from 0 to $\pi$ at an energy scale where the $d$-form factor exceeds the $s'$-form factor as seen in the STM experiments [66].

In this work, we not only explained the past STM observations that had defied a microscopic explanation for a long time, for example Zn and Ni impurity patterns in
BSCCO, and geometric dimer states in FeSCs, but also made new predictions which can be tested experimentally to validate our theory. In Section 4.3, we showed that the continuum LDOS in superconducting overdoped BSCCO at a typical STM tip height and bias $\omega \to 0$ varies as $|\omega|^3$, in contrast to the commonly assumed linear-in-$|\omega|$ variation. With sub-meV resolution of the modern STM apparatus, this result can be directly checked by comparing goodness of fit for the cubic and linear curves to the measured low-bias differential tunneling conductance spectra in overdoped BSCCO. In Section 5.3.2, we predict that the bias at which the $d$-form factor acquires the largest value, and the bias at which the spatial phase difference first changes from 0 to $\pi$, should decrease with increasing hole-doping, whereas the amplitude of the $d$-form factor should first increase, achieve a maximum, and drop rapidly until the charge order vanishes with further hole doping. Again, these predictions can be easily tested by repeating the experimental analysis presented in [66] for BSCCO samples with different hole dopings. The predictive power of the BdG+W approach is also reflected in a recent combined theoretical and STM study [109] of superconducting LiFeAs, a widely studied FeSC, where some of the authors first predicted the registration of Li or As states in the STM topography as a function of tip-sample distance and setpoint current using the Wannier function based approach, which was later verified by other co-authors via actual STM measurements. Finally, in a very recent investigation, which is still a work in progress, we find that the Wannier function in another cuprate compound NaCCOC has a very similar shape to that in BSCCO, in spite of a very different crystal structure. It strongly suggests that if the STM experiments with Zn and Ni doping are repeated for NaCCOC, the same spatial pattern of the impurities should be observed as in BSCCO, despite the fact that the intervening layers between the surface and the CuO$_2$ plane are quite different in the two materials. This is another non-trivial prediction which can be easily tested by STM experiments.

The BdG+W method presented in this thesis represents a qualitative improvement over the conventional methods such as lattice BdG equations and T-matrix, used
extensively in literature to understand the STM experiments on layered superconductors like cuprates and FeSCs. First and foremost, it allows the calculation of the continuum LDOS at a typical STM tip position, which can be directly compared with the STM tunneling conductance at low temperatures. In contrast to the previously proposed methods [62, 120, 121], which are similar in spirit but tailor-made for a particular compound (BSCCO) and do not treat inhomogeneities and superconductivity on the same footing, the BdG+W method provides a systematic framework to study any superconductor at the mean-field level in the context of STM experiments. It captures the local symmetry internal to the unit cell and yields a sub-unit cell spatial resolution, comparable to the STM results, enabling a better visualization of the atomic-scale phenomena in inhomogeneous superconductors. Furthermore, the QPI pattern calculated using BdG+W method captures wavevectors in all Brillouin zones, in contrast to the conventional lattice calculations which yield wavevectors only in the first Brillouin zone, leading to a qualitative improvement when compared with the experiment. Looking back on the history of STM experiments on cuprates and FeSCs, one finds many instances where the crude level of theory led to misunderstanding of experimental data. We anticipate that with the advent of computationally inexpensive and user-friendly ab initio platforms, experimental groups will increasingly adopt our approach to understand their results.

There are some important directions in which the work presented in this thesis can be expanded. The method itself can be improved to include the effects of correlations and impurities on the Wannier functions. As an initial approximation, we assumed that the Wannier functions around impurity sites are unaffected by the impurity substitution, and ignored the effects of electronic correlations in the normal state. The first assumption can be relaxed by obtaining Wannier functions as well as impurity potentials from the first-principles calculation for a single impurity in the normal state within the supercell approximation [210]. The correlation effects on the Wannier function can be accounted
for via LDA+U and LDA+DMFT methods [138, 211, 212]. Apart from improving the method, there are few open questions from the work presented in Chapter 4 and 5 that I would like to address in future. First, how does the continuum LDOS change from a more U-shaped to V-shaped spectral dependence when moving from overdoped cuprate samples (sample areas) to optimally doped samples (see Section 4.3 for details)? Second, can disorder or magnetic field stabilize the charge ordered states in the $t - J$ model as the ground state (see Section 5.3 for details)? If the latter can be shown to be correct, we will have established a consistent picture of the charge ordered phases over the entire cuprate phase diagram, which would constitute a major step forward in understanding high temperature superconductivity.
APPENDIX A
DERIVATION OF BOGOLIUBOV-DE GENNES EQUATIONS

Following the discussion in Section 2.2.2, we compute the commutator $[H_{MF}, c_{i\mu\sigma}]$ for the two definitions of mean-field Hamiltonian as in Equations 2–5 and 2–8. If the transformation given in Equation 2–7 diagonalizes the mean-field Hamiltonian, then the two commutators must be equal and by comparing the coefficients of $\gamma$ operators we will get the BdG equations.

$$
[H_{MF}^0, c_{i'\mu'\sigma'}] = \left[ \sum_{ij\mu\sigma} t_{ij}^{\mu\nu} c_{i\mu\sigma}^\dagger c_{j\nu\sigma} - \mu_0 \sum_{i\mu\sigma} c_{i\mu\sigma}^\dagger c_{i'\mu'\sigma'} \right] 
= \sum_{ij\mu\sigma} \left( t_{ij}^{\mu\nu} - \mu_0 \delta_{ij} \delta_{\mu\nu} \right) \left[ c_{i\mu\sigma}^\dagger c_{j\nu\sigma}, c_{i'\mu'\sigma'} \right] 
= \sum_{ij\mu\sigma} \left( t_{ij}^{\mu\nu} - \mu_0 \delta_{ij} \delta_{\mu\nu} \right) \left( -\delta_{ii'} \delta_{\mu\mu'} \delta_{\sigma\sigma'} c_{j\nu\sigma} \right) 
= -\sum_{j\nu} \left( t_{ij\nu}^{\mu\nu} - \mu_0 \delta_{ij} \delta_{\mu\nu} \right) c_{j\nu\sigma} \tag{A-1}
$$

$$
[H_{MF}^{BCS}, c_{i'\mu'\sigma'}] = \left[ -\sum_{ij\mu\nu} \left( \Delta_{ij\mu\nu} c_{i\mu\sigma}^\dagger c_{j\nu\sigma} + \text{H.c.} \right), c_{i'\mu'\sigma'} \right] 
= -\sum_{ij\mu\nu} \left( \Delta_{ij\mu\nu} c_{i\mu\sigma}^\dagger c_{j\nu\sigma} + \Delta_{ij\mu\nu} c_{j\nu\sigma}^\dagger c_{i\mu\sigma} \right) + \Delta_{ij\mu\nu} \left[ c_{i\mu\sigma}, c_{i'\mu'\sigma'} \right] 
= -\sum_{ij\mu\nu} \left( \Delta_{ij\mu\nu} c_{i\mu\sigma}^\dagger c_{j\nu\sigma} + \Delta_{ij\mu\nu} c_{j\nu\sigma}^\dagger c_{i\mu\sigma} \right) 
= -\sum_{ij\mu\nu} \left( \Delta_{ij\mu\nu} c_{i\mu\sigma}^\dagger \delta_{ji'} \delta_{\mu'\mu} \delta_{\sigma'\sigma} - \Delta_{ij\mu\nu} \delta_{ii'} \delta_{\mu'\mu} \delta_{\sigma'\sigma} c_{j\nu\sigma} \right) \tag{A-2}
$$

Thus,

$$
[H_{MC}^{BCS}, c_{i'\mu'\sigma'}] = \sum_{j\nu} \Delta_{ij\mu\nu} c_{i'\mu'\sigma'}^\dagger c_{j\nu\sigma} \tag{A-2}
$$

$$
[H_{MF}^{imp}, c_{i'\mu'\sigma'}] = \left[ \sum_{\mu\sigma} V_{imp} c_{i\mu\sigma}^\dagger c_{i'\mu'\sigma'}, c_{i'\mu'\sigma'} \right] 
= V_{imp} \sum_{\mu\sigma} \left[ c_{i\mu\sigma}^\dagger c_{i'\mu'\sigma'}, c_{i'\mu'\sigma'} \right] 
$$

106
\[ V_{\text{imp}} \sum_{\mu \sigma} (-\delta_{i' \nu'} \delta_{\mu \mu'} \delta_{\sigma \sigma'} c_{i' \mu' \sigma}) = -V_{\text{imp}} \delta_{i' \nu'} c_{i' \mu' \sigma}. \] (A-3)

From Equations A-1, A-2, and A-3

\[ [H_{MF}, c_{i' \mu' \uparrow}] = -\sum_{j \nu} t_{i' j \nu} c_{j \nu \uparrow} + \sum_{j \nu} \Delta_{j' i \nu} c_{j \nu \downarrow} - V_{\text{imp}} \delta_{i' \nu} c_{i' \mu' \uparrow}, \]

\[ = -\sum_{j \nu} \left( \xi_{i' j \nu} c_{j \nu \uparrow} - \Delta_{j' i \nu} c_{j \nu \downarrow} \right), \] (A-4)

where, \( \xi_{ij} = t_{ij} - \delta_{ij} \delta_{\mu \mu'} \mu_0 + \delta_{i' i} \delta_{\mu \mu'} \delta_{\nu \nu'} V_{\text{imp}}. \) Similarly,

\[ [H_{MF}, c_{i' \mu' \downarrow}] = -\sum_{j \nu} t_{i' j \nu} c_{j \nu \downarrow} - \sum_{j \nu} \Delta_{j' i \nu} c_{j \nu \uparrow} - V_{\text{imp}} \delta_{i' \nu} c_{i' \mu' \downarrow}, \]

\[ = -\sum_{j \nu} \left( \xi_{i' j \nu} c_{j \nu \downarrow} + \Delta_{j' i \nu} c_{j \nu \uparrow} \right). \] (A-5)

Now, we will express commutators in terms of \( \gamma \) operators using Equation 2-7,

\[ [H_{MF}, c_{i' \mu' \uparrow}] = -\sum_{j \nu} \left( \sum_n u_{j \nu \uparrow} \gamma_{n \uparrow} + v_{j \nu \downarrow} \gamma_{n \downarrow} \right) - \Delta_{j' i \nu} \left( \sum_n u_{j \nu \downarrow} \gamma_{n \downarrow} + v_{j \nu \uparrow} \gamma_{n \uparrow} \right) \]

\[ = \sum_{n, j \nu} \left[ (-\xi_{i' j \nu} u_{j \nu \uparrow} + \Delta_{j' i \nu} v_{j \nu \downarrow}) \gamma_{n \uparrow} + (\Delta_{j' i \nu} u_{j \nu \downarrow} - \xi_{i' j \nu} v_{j \nu \uparrow}) \gamma_{n \downarrow} \right], \] (A-6)

\[ [H_{MF}, c_{i' \mu' \downarrow}] = -\sum_{j \nu} \left( \sum_n u_{j \nu \downarrow} \gamma_{n \downarrow} + v_{j \nu \uparrow} \gamma_{n \uparrow} \right) + \Delta_{j' i \nu} \left( \sum_n u_{j \nu \uparrow} \gamma_{n \uparrow} + v_{j \nu \downarrow} \gamma_{n \downarrow} \right) \]

\[ = \sum_{n, j \nu} \left[ (-\xi_{i' j \nu} u_{j \nu \downarrow} - \Delta_{j' i \nu} v_{j \nu \uparrow}) \gamma_{n \downarrow} + (-\Delta_{j' i \nu} u_{j \nu \uparrow} - \xi_{i' j \nu} v_{j \nu \downarrow}) \gamma_{n \uparrow} \right]. \] (A-7)

Computing commutators using diagonalized Hamiltonian (Equation 2-8),

\[ [H_{MF}, c_{i' \mu' \sigma}] = \sum_{n, \nu' \sigma'} \left( E_{n \sigma} \gamma_{n \sigma} \gamma_{n \sigma}^{\dagger} + v_{n \sigma'} \gamma_{n \sigma'}^{\dagger} \gamma_{n \sigma} \right) \]

\[ = \sum_{n, \nu' \sigma'} \left( E_{n \sigma} u_{i' \mu' \sigma'} \gamma_{n \sigma}^{\dagger} + E_{n \sigma} v_{i' \mu' \sigma'} \gamma_{n \sigma} \right) \]

\[ = \sum_{n, \nu' \sigma'} \left( E_{n \sigma} u_{i' \mu' \sigma'} (-\delta_{n \nu' \delta_{\sigma' \sigma}} \gamma_{n \sigma} + E_{n \sigma} v_{i' \mu' \sigma'} \delta_{n \nu' \delta_{\sigma' \sigma}} \gamma_{n \sigma}^{\dagger} \right) \]

\[ = \sum_{n} \left[ (-E_{n \sigma} u_{i' \mu' \sigma'}) \gamma_{n \sigma} + (E_{n \sigma} v_{i' \mu' \sigma'}) \gamma_{n \sigma}^{\dagger} \right], \]
\[
[H_{MF}, c_{i'\mu'\uparrow}] = \sum_n \left[ (-E_n u_{i'\mu'\uparrow}^n) \gamma_{n\uparrow} + (E_n v_{i'\mu'\uparrow}^n) \gamma_{n\downarrow}^\dagger \right]. \tag{A-8}
\]

\[
[H_{MF}, c_{i'\mu'}] = \sum_n \left[ (-E_n u_{i'\mu'}^n) \gamma_{n\uparrow} + (E_n v_{i'\mu'}^n) \gamma_{n\downarrow}^\dagger \right]. \tag{A-9}
\]

Comparing Equations A–6 and A–8 and changing indices from \(i'\mu'\) to \(i\mu\),

\[
\sum_{j\nu} (\xi_{ij}^{\mu\nu} u_{j\nu\uparrow}^n - \Delta_{ij}^{\mu\nu} v_{j\nu\downarrow}^n) = E_n u_{i\mu\uparrow}^n, \tag{A-10}
\]

\[
\sum_{j\nu} (\Delta_{ij}^{\mu\nu} u_{j\nu\downarrow}^n - \xi_{ij}^{\mu\nu} v_{j\nu\uparrow}^n) = E_n v_{i\mu\uparrow}^n. \tag{A-11}
\]

Comparing Equations A–7 and A–9 and changing indices from \(i'\mu'\) to \(i\mu\),

\[
\sum_{j\nu} (\xi_{ij}^{\mu\nu} u_{j\nu\downarrow}^n + \Delta_{ij}^{\mu\nu} v_{j\nu\uparrow}^n) = E_n u_{i\mu\downarrow}^n, \tag{A-12}
\]

\[
\sum_{j\nu} (-\Delta_{ij}^{\mu\nu} u_{j\nu\uparrow}^n - \xi_{ij}^{\mu\nu} v_{j\nu\downarrow}^n) = E_n v_{i\mu\downarrow}^n. \tag{A-13}
\]

Equations A–10 and A–13 can be combined into a matrix equation

\[
\sum_{j\nu} \begin{pmatrix}
\xi_{ij}^{\mu\nu} & -\Delta_{ij}^{\mu\nu} \\
-\Delta_{ij}^{\mu\nu} & -\xi_{ij}^{\mu\nu}
\end{pmatrix}
\begin{pmatrix}
u_{j\nu\uparrow}^n \\
v_{j\nu\downarrow}^n
\end{pmatrix}
= E_n
\begin{pmatrix}
u_{i\mu\uparrow}^n \\
v_{i\mu\downarrow}^n
\end{pmatrix}. \tag{A-14}
\]

Similarly, Equations A–12 and A–11 read

\[
\sum_{j\nu} \begin{pmatrix}
\xi_{ij}^{\mu\nu} & \Delta_{ij}^{\mu\nu} \\
\Delta_{ij}^{\mu\nu} & -\xi_{ij}^{\mu\nu}
\end{pmatrix}
\begin{pmatrix}
u_{j\nu\uparrow}^n \\
v_{j\nu\downarrow}^n
\end{pmatrix}
= E_n
\begin{pmatrix}
u_{i\mu\uparrow}^n \\
v_{i\mu\downarrow}^n
\end{pmatrix}. \tag{A-15}
\]

Equations A–14 and A–15 form two sets of BdG equations. If we apply the following particle-hole transformation in Equation A–14 then we get Equation A–15,

\[
\begin{pmatrix}
u_{j\nu\uparrow}^n \\
v_{j\nu\downarrow}^n \\
E_n\uparrow
\end{pmatrix}
\rightarrow
\begin{pmatrix}
u_{j\nu\uparrow}^n \\
v_{j\nu\downarrow}^n \\
E_n\downarrow
\end{pmatrix}. \tag{A-16}
\]
Thus, we need to solve only Equation A–14 and by using above correspondence, we can obtain the solution of Equation A–15. All subsequent expressions will be obtained in terms of the eigenvalues and eigenvectors of Equation A–14.

Now, we turn to the derivation for the mean-field quantities (Equation 2–10) in terms of the BdG solutions. The electron density can be expressed as

\[
n_{i \mu \sigma} = \langle c^\dagger_{i \mu \sigma} c_{i \mu \sigma} \rangle = \sum_{nn'} \left( (u_{i \mu \sigma}^{n*} \gamma_{n \sigma} + v_{i \mu \sigma}^n \gamma_{n' \sigma}) (u_{i \mu \sigma}^{n'} \gamma_{n' \sigma} + v_{i \mu \sigma}^{n*} \gamma_{n \sigma}^\dagger) \right)
\]

\[
= \sum_{nn'} \left( u_{i \mu \sigma}^{n*} u_{i \mu \sigma}^{n'} \gamma_{n' \sigma} \gamma_{n' \sigma} + v_{i \mu \sigma}^n v_{i \mu \sigma}^{n*} \gamma_{n \sigma} \gamma_{n' \sigma}^\dagger \right)
\]

\[
= \sum_{nn'} \left( u_{i \mu \sigma}^{n*} u_{i \mu \sigma}^{n'} f(E_{n \sigma}) \delta_{nn'} + v_{i \mu \sigma}^n v_{i \mu \sigma}^{n*} (1 - f(E_{n \sigma})) \right)
\]

\[
= \sum_{n, E_{n \sigma} > 0} |u_{i \mu \sigma}^n|^2 f(E_{n \sigma}) + \sum_{n, E_{n \sigma} < 0} |v_{i \mu \sigma}^n|^2 (1 - f(E_{n \sigma})). \tag{A–17}
\]

Using Equation A–16,

\[
n_{i \mu \uparrow} = \sum_{n, E_{n \uparrow} > 0} |u_{i \mu \uparrow}^n|^2 f(E_{n \uparrow}) + \sum_{n, E_{n \uparrow} > 0} |v_{i \mu \uparrow}^n|^2 (1 - f(E_{n \uparrow}))
\]

\[
= \sum_{n, E_{n \uparrow} > 0} |u_{i \mu \uparrow}^n|^2 f(E_{n \uparrow}) + \sum_{n, -E_{n \uparrow} > 0} |u_{i \mu \uparrow}^n|^2 (1 - f(-E_{n \uparrow}))
\]

\[
= \sum_{n, E_{n \uparrow} > 0} |u_{i \mu \uparrow}^n|^2 f(E_{n \uparrow}) + \sum_{n, E_{n \uparrow} > 0} |u_{i \mu \uparrow}^n|^2 f(E_{n \uparrow})
\]

\[
= \sum_{n} |u_{i \mu \uparrow}^n|^2 f(E_{n \uparrow}). \tag{A–18}
\]

Here sum runs over all eigenvalues of Equation A–14, both positive and negative. Similarly,

\[
n_{i \mu \downarrow} = \sum_{n, E_{n \downarrow} > 0} |u_{i \mu \downarrow}^n|^2 f(E_{n \downarrow}) + \sum_{n, E_{n \downarrow} > 0} |v_{i \mu \downarrow}^n|^2 (1 - f(E_{n \downarrow}))
\]

\[
= \sum_{n, -E_{n \downarrow} > 0} |v_{i \mu \downarrow}^n|^2 f(-E_{n \downarrow}) + \sum_{n, E_{n \downarrow} > 0} |v_{i \mu \downarrow}^n|^2 (1 - f(E_{n \downarrow}))
\]

\[
= \sum_{n, E_{n \downarrow} < 0} |v_{i \mu \downarrow}^n|^2 (1 - f(E_{n \downarrow})) + \sum_{n, E_{n \downarrow} > 0} |v_{i \mu \downarrow}^n|^2 (1 - f(E_{n \downarrow}))
\]
\[
\Delta_{ij}^{\mu\nu} = V_{ij}^{\mu\nu} \langle c_{ij\dagger} c_{ij\dagger} \rangle \\
= V_{ij}^{\mu\nu} \sum_{nn'} \left( u_{ij\dagger}^{n} \gamma_{n\dagger} + v_{ij\dagger}^{n} \gamma_{n\dagger} \right) \left( u_{ij\dagger}^{n'} \gamma_{n'\dagger} + v_{ij\dagger}^{n'} \gamma_{n'\dagger} \right) \\
= V_{ij}^{\mu\nu} \sum_{nn'} \left( u_{ij\dagger}^{n} v_{ij\dagger}^{n'} \langle \gamma_{n\dagger} \gamma_{n'\dagger} \rangle + u_{ij\dagger}^{n'} v_{ij\dagger}^{n} \langle \gamma_{n'\dagger} \gamma_{n\dagger} \rangle \right) \\
= V_{ij}^{\mu\nu} \sum_{nn'} \left( u_{ij\dagger}^{n} v_{ij\dagger}^{n'} \left( 1 - f \left( E_{n\dagger} \right) \right) \delta_{nn'} + u_{ij\dagger}^{n'} v_{ij\dagger}^{n} f \left( E_{n\dagger} \right) \right) \\
= V_{ij}^{\mu\nu} \sum_{n, E_{n\dagger} > 0} u_{ij\dagger}^{n} v_{ij\dagger}^{n} \left( 1 - f \left( E_{n\dagger} \right) \right) + V_{ij}^{\mu\nu} \sum_{n, E_{n\dagger} > 0} u_{ij\dagger}^{n} v_{ij\dagger}^{n} f \left( E_{n\dagger} \right) \\
= V_{ij}^{\mu\nu} \sum_{n, -E_{n\dagger} > 0} v_{ij\dagger}^{n} u_{ij\dagger}^{n} \left( 1 - f \left( -E_{n\dagger} \right) \right) + V_{ij}^{\mu\nu} \sum_{n, E_{n\dagger} > 0} u_{ij\dagger}^{n} v_{ij\dagger}^{n} f \left( E_{n\dagger} \right) \\
= V_{ij}^{\mu\nu} \sum_{n} u_{ij\dagger}^{n} v_{ij\dagger}^{n} f \left( E_{n\dagger} \right). 
\]

Equations A–14, A–18, A–19, and A–20 form BdG equations that has to be solved self-consistently using the procedure described in Section 2.4. Once, solution is known we can construct single particle Green’s function defined below,

\[
G_{ij\sigma}^{\mu\nu} (t, t') = -i\theta (t - t') \langle \{ c_{ij\sigma} (t), c_{ij\sigma}^\dagger (t') \} \rangle. 
\]

Here, \( \theta \) is the step function, and \( \{ \} \) represents the anti-commutator. To find the time evolution of \( c \) operators we have to find time evolution of the \( \gamma \) operators. Since the \( \gamma \) operators are the free quasiparticles (see Equation 2–8), their time evolution is given by following equation,

\[
\gamma_{n\sigma} (t) = \gamma_{n\sigma} e^{-iE_{n\sigma} t}. 
\]

Using Equation 2–7 and Equation A–22, we get

\[
c_{i\mu\sigma} (t) = \sum_{n} \left[ u_{i\mu\sigma}^{n} e^{-iE_{n\sigma} t} \gamma_{n\sigma} + v_{i\mu\sigma}^{n} e^{iE_{n\sigma} t} \gamma_{n\sigma}^\dagger \right], \\
c_{i\mu\sigma}^\dagger (t) = \sum_{n} \left[ u_{i\mu\sigma}^{n} e^{iE_{n\sigma} t} \gamma_{n\sigma} + v_{i\mu\sigma}^{n} e^{-iE_{n\sigma} t} \gamma_{n\sigma}^\dagger \right]. 
\]
Using Equations A–23 and A–21, we find

\[ G_{ij}^{\mu\nu}(t, t') = -i\theta(t - t') \left\{ \sum_{nn'} \left( u_{i\mu}\sigma u_{j\nu}\sigma^* e^{-iE_{n\sigma} t} e^{iE_{n'\sigma'} t'} \delta_{nn'} + v_{i\mu}\sigma^* v_{j\nu}\sigma e^{-iE_{n\sigma} t} e^{iE_{n'\sigma'} t'} \delta_{nn'} \right) \right\} \]

\[ = -i\theta(t - t') \left\{ \sum_n \left( u_{i\mu}\sigma u_{j\nu}\sigma^* e^{-iE_{n\sigma} (t-t')} + v_{i\mu}\sigma^* v_{j\nu}\sigma e^{-iE_{n\sigma} (t-t')} \right) \right\} \]

Taking the Fourier transform of Equation A–24 yields the Green's function in frequency space,

\[ G_{ij}^{\mu\nu}(\omega) = \int_{-\infty}^{\infty} d(t - t') G_{ij}^{\mu\nu}(t, t') e^{i\omega(t-t')}, \]

\[ = \sum_{n>0} \left[ \frac{u_{i\mu}\sigma u_{j\nu}\sigma}{\omega - E_{n\sigma} + i0^+} + \frac{v_{i\mu}\sigma^* v_{j\nu}\sigma}{\omega + E_{n\sigma} + i0^+} \right]. \] (A–25)

Here, \(0^+\) is the artificial broadening, taken to be much smaller than smallest physical energy in the problem, and \(n > 0\) indicates that the sum is to be performed over eigenstates with positive eigenvalues only. Now, we will express the above Greens function only in the terms of the solutions of Equation A–14.

\[ G_{ij}^{\mu\nu}(\omega) = \sum_{n, E_{n\uparrow}>0} \frac{u_{i\mu}\sigma u_{j\nu}\sigma}{\omega - E_{n\uparrow} + i0^+} + \sum_{n, E_{n\downarrow}>0} \frac{v_{i\mu}\sigma^* v_{j\nu}\sigma}{\omega + E_{n\downarrow} + i0^+} \]

\[ = \sum_{n, E_{n\uparrow}>0} \frac{u_{i\mu}\sigma u_{j\nu}\sigma}{\omega - E_{n\uparrow} + i0^+} + \sum_{n, E_{n\uparrow}>0} \frac{u_{i\mu}\sigma^* v_{j\nu}\sigma^*}{\omega - E_{n\uparrow} + i0^+} \]

\[ = \sum_n \frac{u_{i\mu}\sigma u_{j\nu}\sigma}{\omega - E_{n\uparrow} + i0^+}. \] (A–26)

Here, we have used Equation A–16 in the second step. Now, the sum runs over all values of \(n\). Similarly,

\[ G_{ij}^{\mu\nu}(\omega) = \sum_{n, E_{n\uparrow}>0} \frac{v_{i\mu}\sigma v_{j\nu}\sigma^*}{\omega + E_{n\uparrow} + i0^+} + \sum_{n, E_{n\uparrow}>0} \frac{u_{i\mu}\sigma^* v_{j\nu}\sigma^*}{\omega + E_{n\uparrow} + i0^+} \]

\[ = \sum_n \frac{v_{i\mu}\sigma^* v_{j\nu}\sigma^*}{\omega + E_{n\uparrow} + i0^+}. \] (A–27)
APPENDIX B
SUPERCELL METHOD

The solution of the inhomogeneous BdG equations (Equation 2–9) on a \( N \times N \) lattice with \( N_o \) orbitals per lattice site yields \( 2N^2N_o \) eigenvalues, which very often turns out to be insufficient for obtaining a smooth LDOS spectrum. In such a scenario, the supercell method is widely used to increase the spectral resolution without increasing the number of lattice sites. In this method, first, the BdG equations on \( N \times N \) lattice are self-consistently solved, then the \( N \times N \) lattice is pictured as a ‘supercell’, a big unit cell with \( N^2N_o \) orbitals, which is repeated \( M \times M \) times to make a larger lattice. Then periodic boundary conditions are imposed on this system. Thus, the system now becomes translationally invariant and can be described in momentum space with the following supercell BdG equation (written in matrix form to avoid the cluttering of symbols):

\[
\begin{pmatrix}
H_0(K) & -\Delta(K) \\
-\Delta^\dagger(K) & -H_0(K)
\end{pmatrix}
\begin{pmatrix}
U_n^\uparrow(K) \\
V_n^\uparrow(K)
\end{pmatrix}
= E_n^\uparrow(K)
\begin{pmatrix}
U_n^\downarrow(K) \\
V_n^\downarrow(K)
\end{pmatrix},
\]

(B–1)

\[
H_0(K) = \sum_I T_{I,0} e^{iK R_I},
\]  

(B–2)

\[
\Delta(K) = \sum_I \Delta_{I,0} e^{iK R_I}.
\]  

(B–3)

Here, \( T_{I,0} \) and \( \Delta_{I,0} \) are the \( N^2N_o \times N^2N_o \) hopping and superconducting gap matrix between the supercell at origin and supercell with lattice vector \( R_I \), \( K \) is the supercell momentum vector with components \( K_x, K_y = \frac{n}{M}, m = 0, 1, 2, ..., M - 1 \) (in units of \( \frac{2\pi}{N_{ao}} \)), \( U_n^\uparrow(K) \) and \( V_n^\uparrow(K) \) are column vectors with \( N^2N_o \) elements \( u_{i\mu}^n \) and \( v_{i\mu}^n \), respectively, where \( i = 1, 2, ..., N^2 \) and \( \mu = 1, 2, ..., N_o \).

\( T_{I,0} \) and \( \Delta_{I,0} \) can be found from the hopping elements \( t_{ij}^{\mu\nu} \) (for the original unit cell), and the chemical potential \( \mu \) and the gap field obtained from the self-consistent solution of lattice BdG equations (Equation 2–9) as shown schematically in the Figure B-1. Clearly, there are only nine supercells from which hopping to the central cell is possible. These
include the on-site, four nearest neighbor (NN), and for next nearest neighbor (NNN) supercells. The on-site matrices $T_{0,0}$ and $\Delta_{0,0}$ have elements same elements $\zeta_{ij\sigma}^{\mu\nu}$ and $\Delta_{ij\sigma}^{\mu\nu}$ as in Equation 2–9 with one difference that the periodic boundary conditions are not imposed while finding the elements. The other supercell matrices $T_{I,0}$ and $\Delta_{I,0}$ can be obtained in a similar way by considering the hopping and gap field between orbitals in the central and neighboring (NN and NNN) supercells. The non-vanishing matrix elements will only occur for the orbitals around the edges of the central supercells and they are schematically indicated by double-headed arrows in the Figure B-1. Note that for $K = 0$, the supercell BdG equations (Equation B–1) reduce to the lattice BdG equations (Equation 2–9).

With supercell hopping and gap field matrices in hand, the supercell BdG equation (Equation B–1) is solved for each $K$. Note that for $K = 0$, the supercell BdG equations
reduce to the lattice BdG equations (Equation 2–9). Using the eigenvalues $E_n(K)$ and
eigenvectors $U^n_\uparrow(K)$ and $V^n_\uparrow(K)$ the lattice Greens function matrix is calculated via
following equations
\[
G_{ij\downarrow}(\omega) = \frac{1}{M^2} \sum_{n,K} \frac{u^n_{i\mu\uparrow}(K)u^n_{j\nu\uparrow}(K)}{\omega - E_{n\uparrow}(K) + i0^+},
\]
\[
G_{ij\uparrow}(\omega) = \frac{1}{M^2} \sum_{n,K} \frac{v^n_{i\mu\downarrow}(K)v^n_{j\nu\downarrow}(K)}{\omega + E_{n\uparrow}(K) + i0^+}. \tag{B-4}
\]
Comparing with Equation 2–12, we can see that with supercell method $M^2 - 1$ additional
eigenvalues are obtained which helps to increase the spectral resolution leading to a
smooth lattice and continuum LDOS spectrum.
In this appendix, we show that the continuum LDOS for BSCCO above a Cu site, at height several Å above the BiO plane where the STM tip is typically placed, at low energies varies as \( \rho(r, \omega \to 0) \sim |\omega|^3 \) yielding a U-shape in the spectrum. We work in units where \( \hbar = 1 \).

In a translationally invariant system, the lattice Greens function \( G_{ij\sigma} \) can be represented as

\[
G_{ij\sigma}(\omega) = \sum_k G_{\sigma}(k, \omega) e^{ik(R_i - R_j)}. \tag{C-1}
\]

Here, we have considered a 1-band system, and, hence, the orbital indices are suppressed. Using Equations C-1 and 2-18 we obtain

\[
G_{\sigma}(r, \omega) = \sum_k G_{\sigma}(k, \omega) |W_k(r)|^2, \tag{C-2}
\]

where

\[
W_k(r) = \sum_i w_i(r) e^{ikR_i}. \tag{C-3}
\]

Here, \( w_i(r) \) is the Wannier function centered at the lattice vector \( R_i \), and \( W_k(r) \) can be called as the \( k \)-space Wannier function.

Now, using Equations 2-14 and C-2, we can write continuum LDOS \( \rho_{\sigma}(r, \omega) \) as

\[
\rho_{\sigma}(r, \omega) = \sum_k A_{\sigma}(k, \omega) |W_k(r)|^2, \tag{C-4}
\]

where the \( k \)-space spectral function \( A_{\sigma}(k, \omega) \) can be expressed as

\[
A_{\sigma}(k, \omega) = -\frac{1}{\pi} \text{Im}[G_{\sigma}(k, \omega)] \\
= -\frac{1}{\pi} \text{Im} \left[ \frac{|u_k|^2}{\omega - E_k + i0^+} + \frac{|v_k|^2}{\omega + E_k + i0^+} \right] \\
= |u_k|^2 \delta(\omega - E_k) + |v_k|^2 \delta(\omega + E_k). \tag{C-5}
\]
Here, $\delta$ is the Dirac delta function. The coherence factors $u_k$ and $v_k$, and the quasiparticle energy in the superconducting state $E_k$ are given by following expressions

$$|u_k|^2 = \frac{1}{2} \left( 1 + \frac{\xi_k}{E_k} \right) = 1 - |v_k|^2,$$

$$(C-6)$$

$$E_k = \sqrt{\xi_k^2 + \Delta_k^2}.$$

$$(C-7)$$

Here, $\xi_k$ is the band energy relative to the Fermi energy. For cuprates, the $d$-wave superconducting gap order parameter $\Delta_k$ can be expressed as

$$\Delta_k = \Delta_0 (\cos k_x - \cos k_y).$$

$$(C-8)$$

Using Equations C-4, C-5, and C-6, we can write

$$\rho_s(r, \omega) = \frac{1}{2} \sum_k \left( 1 + \frac{\xi_k}{E_k} \right) |W_k(r)|^2 \delta(\omega - E_k).$$

$$(C-9)$$

In following paragraphs, we will derive expression for continuum LDOS as $\omega \to 0$ only for positive energies. The results can be easily extended to the negative energies using particle-hole symmetry.

For the continuum position above the Cu site, $r_0 = [0, 0, z]$, at heights $z$ several Å above the BiO plane, the dominant contribution to the sum in the right hand side of the Equation C-3 comes from the the Wannier function at the nearest neighbor sites; it can be easily inferred from the Wannier function cut at the height $z \approx 5$ Å shown in the Figure 4-4. Thus, the $\mathbf{k}$-space Wannier function at such positions can be approximated as:

$$W_k(r_0) \approx w_0 + 2w_1 (\cos k_x - \cos k_y)$$

$$(C-10)$$

where, $w_0$ and $w_1$ are the values of the Wannier function at $r = r_0$, and $r = r_0 + a_0 \hat{x}$, where $a_0$ is the in-plane lattice vector. The $d_{x^2-y^2}$-wave symmetry of the Wannier function dictates that $w_0 = 0$, however, we still keep it to facilitate discussions presented latter in this appendix. Also, the same symmetry assures that the all higher order terms, which might arise in Equation C-10 from the contributions of the other neighbors, must have
the $d_{x^2-y^2}$-wave symmetry. For example, contributions from NNN sites would be zero, and that from 3rd nearest neighbors would be $w_3(\cos 2k_x - \cos 2k_y)$. All such higher order terms will not qualitatively change our final conclusions regarding the shape of the continuum LDOS spectrum at low energies.

Using Equations C-9 and C-10, we can express the continuum LDOS above the Cu site as

$$\rho_{\sigma}(r_0, \omega) = \rho^{00} + \rho^{10} + \rho^{11}$$

$$\rho^{00} = \frac{1}{2} w_0^2 \sum_k \left( 1 + \frac{\xi_k}{E_k} \right) \delta(\omega - E_k)$$

$$\rho^{10} = 2w_0 w_1 \sum_k \left( 1 + \frac{\xi_k}{E_k} \right) (\cos k_x - \cos k_y) \delta(\omega - E_k)$$

$$\rho^{11} = 2w_1^2 \sum_k \left( 1 + \frac{\xi_k}{E_k} \right) (\cos k_x - \cos k_y)^2 \delta(\omega - E_k).$$

At low energies the momentum space integrals will have dominant contributions from the nodal regions of the Brillouin zone. Accordingly, we can expand $\xi_k$ and $\Delta_k$ around the nodal point $k_0 = [k_x^0, k_y^0]$, with $k_x^0 = k_y^0 = \frac{1}{\sqrt{2}}k_0$, and shift the $k$-space origin to the same to facilitate the computation of integral. The new coordinate axes $k_1$ and $k_2$, given by following transformations, are shown in the Figure C-1.

$$k_1 = \frac{1}{\sqrt{2}}(k_y - k_x)$$
$$k_2 = \frac{1}{\sqrt{2}}(k_y + k_x) + k_0.$$  

Linearizing the spectrum around the nodal point yields

$$\xi_k = v_F k_2 + O(k^2),$$

where $v_F$ is the Fermi velocity at the node. Note that for a NN tight-binding model

$$v_F = -2\sqrt{2}t \sin k_x^0.$$  

We can also linearize the gap function by expanding around the node as

$$\Delta_k = v_{\Delta} k_1 + O(k^2),$$

$$v_{\Delta} = \sqrt{2} \Delta_0 \sin k_x^0.$$
Figure C-1. Coordinate system \((k_1, k_2)\) with axes parallel and perpendicular to a nodal direction and origin located at a node \(k_0\) denoted by the green arrow.

From Equations C–8, C–13, and C–14, we have

\[
E_k = \sqrt{v_{\Delta}^2 k_1^2 + v_F^2 k_2^2}.
\]  

(C–15)

Now, using Equations C–11 and C–13, and converting the sum over \(k\) in former to an integral

\[
\rho^{00} = \frac{1}{2} M w_0^2 \int_{\Omega} \frac{dk}{(2\pi)^2} \left(1 + \frac{v_F k_2}{\sqrt{v_{\Delta}^2 k_1^2 + v_F^2 k_2^2}}\right) \delta(\omega - \sqrt{v_{\Delta}^2 k_1^2 + v_F^2 k_2^2}),
\]  

(C–16)

where \(\Omega\) is a circular region of radius \(\Gamma\) around the nodal point \(k_0\), and \(M = 4\) is the number of nodes. The above integral can be simplified by scaling the coordinates as \(k'_1 = v_{\Delta} k_1\) and \(k'_2 = v_F k_2\), followed by a transformation to the polar coordinates with \(k'_1 = k' \cos \theta'\) and \(k'_2 = k' \sin \theta'\). Following is the resulting expression.

\[
\rho^{00} = \frac{1}{2} M w_0^2 \frac{1}{v_F v_{\Delta}} \frac{1}{(2\pi)^2} \left[\int_0^\Gamma \int_0^{2\pi} k' dk' d\theta' \delta(\omega - k') + \int_0^\Gamma \int_0^{2\pi} k' dk' d\theta' \delta(\omega - k') \sin \theta'\right]
\]  

\[
= \frac{1}{2} M w_0^2 \frac{1}{v_F v_{\Delta}} \frac{1}{(2\pi)^2} \left[2\pi \omega + 0\right].
\]  

(C–17)

Hence,

\[
\rho^{00} = \left(\frac{w_0^2}{\pi v_F v_{\Delta}}\right) \omega.
\]  

(C–18)
Note that setting the Wannier function factor to 1 in Equation C-4 yields the lattice LDOS \( N(\omega) = \sum_k A_k(\omega) \), suggesting that we can simply obtain the expression for lattice LDOS as \( \omega \to 0 \) by setting \( w_0 = 1 \) and \( w_1 = 0 \). Hence, using Equation C-18 with \( w_0 = 1 \), we get the lattice LDOS at low (positive) energies as

\[
N(\omega) = \left( \frac{1}{\pi v_F v_\Delta} \right) \omega. \tag{C-19}
\]

Which shows that as \( \omega \to 0 \) lattice LDOS varies linearly yielding a V-shape. However, in case of the continuum LDOS \( w_0 = 0 \), as explained earlier, thus, this linear term does not contribute to the low energy DOS. In following we show that the \( \rho^{10} \) vanishes and \( \rho^{11} \) yields a \( \omega^3 \) variation, thus, yielding a U-shape.

Using Equations C-11, C-13, C-14, and C-15, we get

\[
\rho^{10} = 2w_0 w_1 M \int \int_{\Omega} \frac{d\mathbf{k}}{(2\pi)^2} \left( 1 + \frac{v_F k_2}{\sqrt{v_\Delta^2 k_1^2 + v_F^2 k_2^2}} \right) (2\sqrt{2t} \sin k_0^0 k_1) \delta(\omega - \sqrt{v_\Delta^2 k_1^2 + v_F^2 k_2^2}). \tag{C-20}
\]

Rescaling the coordinates, followed by a transformation to polar coordinates in above integral yields angular integrals of \( \cos \theta' \) and \( \cos \theta' \sin \theta' \) over \( \theta = [0,2\pi] \). These angular integrals vanish resulting into

\[
\rho^{10} = 0. \tag{C-21}
\]

Finally, we evaluate \( \rho^{11} \) using Equations C-11, C-13, C-14, and C-15.

\[
\rho^{11} = 2w_1^2 M \int \int_{\Omega} \frac{d\mathbf{k}}{(2\pi)^2} \left( 1 + \frac{v_F k_2}{\sqrt{v_\Delta^2 k_1^2 + v_F^2 k_2^2}} \right) (2\sqrt{2t} \sin k_0^0 k_1)^2 \delta(\omega - \sqrt{v_\Delta^2 k_1^2 + v_F^2 k_2^2}). \tag{C-22}
\]

Rescaling the coordinates, followed by a transformation to polar coordinates in above integral yields

\[
\rho^{11} = \frac{4M w_1^2 \sin^2 k_0^0}{(2\pi)^2 v_F v_\Delta^3} \left[ \int_0^\Gamma \int_0^{2\pi} k' dk' d\theta' \delta(\omega - k') (k'^2 \cos^2 \theta' + \sin \theta' \cos^2 \theta') \right] \tag{C-23}
\]

\[
= \frac{4M w_1^2 \sin^2 k_0^0}{(2\pi)^2 v_F v_\Delta^3} \left[ \omega^3 \frac{1}{\pi} + 0 \right].
\]
Hence,

\[ \rho_{11} = \left( \frac{4w_1^2 \sin^2 k_x^0}{\pi^3 v_F v_\Delta^3} \right) \omega^3. \]  
(C-24)

Combining Equations C-11, C-18, C-21, and C-24, we get the expression for low energy continuum LDOS as

\[ \rho_{\sigma}(r_0, \omega) = a_0 \omega + a_1 \omega^3, \]  
(C-25)

\[ a_0 = \frac{w_0^2}{\pi v_F v_\Delta}, \quad a_1 = \frac{4w_1^2 \sin^2 k_x^0}{\pi^3 v_F v_\Delta^3}. \]

The coefficient of the linear in \( \omega \) term vanishes as \( w_0 = 0 \) due to \( d_{x^2-y^2} \) symmetry of the Wannier function. However, the cubic in \( \omega \) term is non-zero, and yields a U-shaped spectrum.
APPENDIX D
MICROSCOPIC JUSTIFICATION OF THE "FILTER" THEORY

To explain the spatial pattern of the Zn impurity-induced resonance states in BSCCO [60] (see Section 1.5), Martin et al. [62] proposed a phenomenological "filter" wavefunction resulting from the non-trivial tunneling path provided by the BiO layer. The authors argued that the direct tunneling between the STM tip and the 3d_{x^2-y^2} orbital of the Cu atom underneath is prohibited due to its vanishing overlap with axial orbitals (Bi-6p_z and apical O-2p_z) in BiO plane. Instead, they proposed, an indirect tunneling occurs through the Cu-4s (or Cu-3d_{z^2}) orbital which overlaps with the nearest-neighbor Cu-3d_{x^2-y^2} orbital, resulting in the tunneling intensity on the lattice site i = (i_x, i_y), expressed in terms of the impurity state wavefunction \psi_{i_x,i_y},

\[ A_{i_x,i_y}^{\text{BiO}} \propto |\psi_{i_x-1,i_y} - \psi_{i_x,i_y+1} - \psi_{i_x,i_y-1}|^2, \]  

which is very different from the tunneling intensity \[ A_{i_x,i_y}^{\text{CuO}} \propto |\psi_{i_x,i_y}|^2 \] obtained by assuming a direct tunneling. Here, we show that the BdG+W scheme provides a microscopic justification for the aforementioned "filter" argument.

Setting orbital indices \mu, \nu = 1 in Equation 2–11 the lattice Greens function matrix for the 1-band BSCCO can be written as

\[ G_{ij\sigma}(\omega) = \sum_{n>0} \left[ \frac{u_{i\sigma}^n u_{j\sigma}^n}{\omega - E_{n\sigma} + i0^+} + \frac{v_{i\sigma}^n v_{j\sigma}^n}{\omega + E_{n\sigma} + i0^+} \right]. \]  

(D–2)

The continuum Greens function, in case of one orbital per site, will be given by Equation 2–18

\[ G_{i}(\mathbf{r}, \omega) = \sum_{ij} G_{ij\sigma}(\omega) w_i(\mathbf{r}) w_j^*(\mathbf{r}) \]

\[ = \sum_{n>0} \left[ \frac{(\sum_i u_{i\sigma}^n w_i(\mathbf{r})) (\sum_j u_{j\sigma}^n w_j(\mathbf{r}))}{\omega - E_{n\sigma} + i0^+} + \frac{(\sum_i v_{i\sigma}^n w_i(\mathbf{r})) (\sum_j v_{j\sigma}^n w_j(\mathbf{r}))}{\omega + E_{n\sigma} + i0^+} \right]. \]

(D–3)
where \( u^n_\sigma(r) = \sum_i u^n_{i\alpha} w_i(r) \) and \( v^n_\sigma(r) = \sum_i v^n_{i\alpha} w_i(r) \). As evident from Figure 4-4, at a continuum point \( r = r_0 \) directly above the impurity site \( i^* \) located at a height a few Å above the BiO plane, the on-site Wannier function is zero, whereas the NN Wannier functions have the largest magnitude. Thus, ignoring small contributions from the Wannier functions located at distant sites, we can write

\[
\begin{align*}
 u^n_\sigma(r_0) &\approx w_1 \left[ u^n_{i^*+\hat{x},\sigma} + u^n_{i^*-\hat{x},\sigma} - u^n_{i^*+\hat{y},\sigma} - u^n_{i^*-\hat{y},\sigma} \right], \\
v^n_\sigma(r_0) &\approx w_1 \left[ v^n_{i^*+\hat{x},\sigma} + v^n_{i^*-\hat{x},\sigma} - v^n_{i^*+\hat{y},\sigma} - v^n_{i^*-\hat{y},\sigma} \right],
\end{align*}
\]

Equation D-4 is equivalent to the "filter" wavefunction proposed in [62] but it now has a precise definition and microscopic justification. Now, using Equations D-3 and D-4, the continuum LDOS at \( r = r_0 \) is

\[
\rho_\sigma(r_0, \omega) = -\frac{1}{\pi} \text{Im} \left[ G_\sigma(r_0, \omega) \right] = \begin{cases}
|w_1|^2 \sum_{\tau=\pm\hat{x},\pm\hat{y}} -\frac{1}{\pi} \text{Im} \left[ \sum_{n>0} \frac{|u^n_{i^*+\tau,\sigma}|^2}{\omega - E_{n\sigma} + i\delta} + \frac{|v^n_{i^*+\tau,\sigma}|^2}{\omega + E_{n\sigma} + i\delta} \right] + \text{interference terms}, \\
= |w_1|^2 \sum_{\tau=\pm\hat{x},\pm\hat{y}} N_{i^*+\tau,\sigma}(\omega) + \text{interference terms},
\end{cases}
\]

where we have used the definition of lattice LDOS \( N_{i\sigma}(\omega) \) as stated in Equation 2-13, in conjunction with Equation D-2.

Equation D-5 shows that the continuum LDOS above the impurity site at a height few Å above the BiO plane is equal to the sum of the lattice LDOS at the NN sites and interference terms. Since, lattice LDOS above the NN sites have large magnitude at the resonance energy (\( \Omega = -3.6 \text{ meV} \)) (see Figure 4-5(a)) and the sign of interference terms is not fixed, Equation D-5 implies that the continuum LDOS directly above the impurity site must have a large magnitude at the same energy, which is indeed the case (see Figure 4-5(b)). However, We note that the interference terms are important to account for the full bias dependence of the continuum LDOS. For example, simply adding NN lattice
LDOS suggests that there should be an observable weight at $\omega = +3.6$ meV; however, the continuum LDOS plotted in Figure 4-5(b) shows no such feature.
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