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Organic photovoltaic devices (OPVs) have become a promising research field. OPVs have intrinsic advantages over conventional inorganic technologies: they can be produced from inexpensive source materials using high-throughput techniques on a variety of substrates, including glass and flexible plastics. However, organic semiconductors have radically different operation characteristics which present challenges to achieving high performance OPVs.

To increase the efficiency of OPVs, knowledge of fundamental operation principles is crucial. Here, the photocurrent behavior of OPVs with different heterojunction architectures was studied using synchronous photocurrent detection. It was revealed that photocurrent is always negative in planar and planar-mixed heterojunction devices as it is dominated by photocarrier diffusion. In mixed layer devices, however, the drift current dominates except at biases where the internal electric field is negligible. At these biases, the diffusion current dominates, exhibiting behavior that is correlated to the optical interference patterns within the device active layer.

Further, in an effort to increase OPV performance without redesigning the active layer, soft-lithographically stamped microlens arrays (MLAs) were developed and
applied to a variety of devices. MLAs refract and reflect incident light, giving light a longer path length through the active layer compared to a device without a MLA; this increases absorption and photocurrent. The experimentally measured efficiency enhancements range from 10 to 60%, with the bulk of this value coming from increased photocurrent. Additionally, because the enhancement is dependent on the substrate/air interface and not the active layer, MLAs are applicable to all organic material systems.

Finally, novel architectures for bifunctional organic optoelectronic devices (BFDs), which can function as either an OPV or an organic light emitting device (OLED), were investigated. Because OPVs and OLEDs have inherently opposing operation principles, BFDs suffer from poor performance. A new architecture was developed to incorporate the phosphorescent emitter platinum octaethylporphine (PtOEP) into a rubrene/C₆₀ bilayer BFD to make more efficient use of injected carriers. While the emission was localized to a PtOEP emitter layer by an electron permeable exciton blocking layer of N, N'-bis(naphthalen-1-yl)-N,N'-bis(phenyl)-benzidine (NPB), total performance was not improved. From these experiments, a new understanding of the material requirements for BFDs was obtained.
CHAPTER 1
INTRODUCTION TO ORGANIC SEMICONDUCTORS

1.1 Overview

This Chapter introduces the reader to the electrical and physical properties of organic semiconductors to better understand their application to optoelectronic devices. As a class, organic semiconductors have fueled much interest in the scientific community for over three decades. They have the potential to revolutionize several aspects of society: ubiquitous photovoltaic power, transparent displays, efficient and inexpensive solid-state white lighting, and truly flexible and rugged electronics are merely a few examples\textsuperscript{1-7}.

Interest in these materials is driven by their intrinsic advantages over inorganic semiconductors such as Si or GaAs. Organic materials are generally inexpensive and compatible with large area, low cost and low temperature manufacturing techniques. Many of these manufacturing techniques are compatible with high-throughput roll-to-roll processing. Further, while most inorganic devices require high-purity crystalline substrates, organic devices can be produced on glass, plastic films, or metal foils without concern of lattice matching or strain-induced defect states.

However, organic materials suffer from low charge carrier mobilities due to weak intermolecular interactions, which lower their performance relative to inorganic devices. Additionally, most organic materials are damaged by exposure to oxygen and water vapor, requiring extensive environmental encapsulation to achieve acceptable device lifetimes. The purity of organic materials is also much less than inorganics, introducing electronic defect states that further reduce performance.
Section 1.2 covers the basic definition and classification of organic materials. Their electronic nature is discussed in Section 1.3, along with an introduction to excitons. Processing techniques are covered in Section 1.4, and a brief introduction to different organic electronic devices is in Section 1.5.

1.2 Classification of Organic Materials

In the broadest sense, “organic” materials are materials primarily based around carbon atoms. For the purposes of this research, organic materials are restricted to those that have conjugated molecular structures and exhibit semiconducting properties. In strong contrast to conventional inorganic semiconductors based on covalently-bonded silicon or III-V, organic materials are loosely bound molecular solids held together by weak van der Waals interactions; this has a profound effect on their electrical properties.

Organic materials can be further subdivided into three categories based on complexity: discrete small molecules, polymers, and biological molecules (Figure 1-1). The most complex organic molecules known are biological, such as the absorbing chromophore antenna of *Rhodopseudomonas acidophila*, a purple-colored photosynthetic bacterium⁸. Biological molecules have not been incorporated into organic electronic devices.

The current field of organic photovoltaics is instead centered on the first two classes of materials, small molecules and polymers. This work has made extensive use of both types of materials.
Small molecules are the simplest type of organic solid and, despite their moniker, can be relatively massive, with typical masses of several hundred atomic mass units (AMU). Regardless of their size, all small molecules are distinct units. The bulk of the organic materials considered in this work fall into this category. Moving up the complexity scale, one arrives at polymers, long chains of repeating units based on a backbone of carbon-carbon bonds. Polymer masses can vary greatly, ranging from tens to thousands of repeating units, with masses up to a million AMU. The complexity of semiconducting polymers also varies greatly, from relatively simple polythiophenes to intricate donor-acceptor complexes.

Several examples of organic small molecules and polymers used in this work are shown in Figure 1-2.
1.3 Electrical and Excitonic Properties of Organic Semiconductors

As a class, organic semiconductors have very different electrical properties when compared to traditional, inorganic semiconductors. In this section, a brief overview of the electronic structure and charge carrier behavior of an organic semiconductor will be discussed. Additionally, excitons, which couple optical and electronic processes in organics, are introduced. Consequently, optoelectronic devices based on excitonic semiconductors have different operation principles and design requirements compared to those based on traditional inorganic materials. An understanding of organic charge transport and exciton formation is therefore crucial in effective device design and optimization.
1.3.1 Origin of Electronic Structure

All organic semiconducting materials, whether they are small molecules, polymers, or more complex structures, rely on conjugated π-electron systems for conduction. Systems are considered π-conjugated when alternating carbon-containing single and double bonds are present in their molecular structure. A straightforward example of this system is an ethene molecule, C$_2$H$_4$ (Figure 1-3).

![Diagram of σ- and π-bonding within an ethane molecule.](image)

Each carbon atom in ethane is $sp^2$ hybridized, with three $sp^2$ orbitals created per atom and one leftover unhybridized $p_z$ orbital. The six $sp^2$ orbitals result in five strong σ-bonds within the system (four C-H bonds and one C-C), with the leftover dumbbell-shaped $p_z$ orbitals around each carbon atom forming a C-C π-bond. Due to the shape of the $p_z$ orbitals, the C-C π-bond has weak interaction due to small electron cloud overlap above and below the molecular plane.

The strength of the overlapping σ-bonds leads to strong bonding (σ) and antibonding (σ*) molecular orbitals (MOs). The weaker interactions of the parallel $p_z$
orbitals give correspondingly weaker bonding (\(\pi\)) and antibonding (\(\pi^*\)) MO energy levels, making the \(\pi-\pi^*\) transition the smallest possibly electronic excitation within the molecule. This is schematically represented in Figure 1-4. Because of the importance of the \(\pi-\pi^*\) transition as the lowest-energy option in a \(\pi\)-conjugated system, the \(\pi\)-bonding MO is dubbed the “highest occupied molecular orbital (HOMO)” and the \(\pi^*\)-antibonding MO is named the “lowest unoccupied molecular orbital (LUMO).” The HOMO and LUMO, respectively, are analogous to the valence and conduction bands in inorganic semiconducting materials.

![Energy Level Diagram](image)

**Figure 1-4.** Schematic energy level diagram of a discrete organic molecule. The electronic band gap (HOMO-LUMO) is taken as the \(\pi-\pi^*\) gap.

The degree of \(\pi\)-conjugation within an organic solid has a large impact on its electrical properties. Increased conjugation length causes a greater degree of electron delocalization, increasing the mobility of charges through the \(\pi\)-bonding system. Similarly, short conjugation length localizes electrons, reducing their ability to freely move about a system. This is reflected archetypically in the polyacenes, conjugated systems of conjoined benzene rings (Table 1-1). Increased conjugation (more
conjoined benzene rings) corresponds with red-shifted absorption spectra caused by decreasing HOMO-LUMO separation. This illustrates a prime strength of organic semiconductors: simple changes to a base molecule can alter its electronic transport and optical properties.

<table>
<thead>
<tr>
<th>Molecule</th>
<th>Structure</th>
<th>Absorption Maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td>Benzene</td>
<td><img src="image" alt="Benzene" /></td>
<td>255 nm</td>
</tr>
<tr>
<td>Napthalene</td>
<td><img src="image" alt="Napthalene" /></td>
<td>315 nm</td>
</tr>
<tr>
<td>Anthracene</td>
<td><img src="image" alt="Anthracene" /></td>
<td>380 nm</td>
</tr>
<tr>
<td>Tetracene</td>
<td><img src="image" alt="Tetracene" /></td>
<td>480 nm</td>
</tr>
<tr>
<td>Pentacene</td>
<td><img src="image" alt="Pentacene" /></td>
<td>580 nm</td>
</tr>
</tbody>
</table>

### 1.3.2 Transport Behavior

Charge transport within organic-based materials is a combination of two processes: intramolecular carrier movement and intermolecular charge transfer. Within a molecule, π-conjugation enables charge carriers to move freely. In organic materials, transport is limited by the weak van der Waals intermolecular coupling, drastically
lowering charge carrier mobility to typical values of $10^{-5}$ to $10^{-2}$ cm$^2$/Vs within the photovoltaic materials of interest$^{10-12}$.

Because of the weak coupling, charge carriers are strongly localized on individual molecules, preventing continuous band transport. Intermolecular transport typically occurs through a hopping process as a charge carrier overcomes an energy barrier to move from one molecule to the next. The mobility in this situation is dependent on the energy barrier height, electric field, and temperature according to

$$\mu(F, T) \propto \exp\left(\frac{-E_A}{k_B T}\right) \cdot \exp\left(\frac{-\beta \sqrt{F}}{k_B T}\right),$$

where $k_B$ is the Boltzmann constant, $F$ is the electric field, $T$ is the temperature, $E_A$ is the energy barrier height, and $\beta$ is a material-dependent constant. The situation can change substantially based on the degree of interaction between adjacent molecules. The van der Waals interaction force can be approximated by

$$U(r) = \frac{A}{r^{12}} - \frac{B}{r^6},$$

where $A$ and $B$ are empirically-derived constants, $r$ is the distance between molecules, and $U$ is the interaction potential energy. This relationship is known as the Lennard-Jones potential and is used widely in molecular dynamics simulations$^{13}$. In this relationship, small deviations in $r$ can have large effects on the degree of interaction within the solid, increasing coupling between molecules, decreasing charge carrier localization, and lowering the energy barrier for hopping transport. In a highly-ordered molecular crystal charge carriers are sufficiently delocalized that band transport is realized, much like in inorganic semiconductors. Charge mobility in highly pure crystals of 5,6,11,12-tetraphenylnaphthacene (rubrene) has reached values of 1-40 cm$^2$/Vs$^{14-17}$. 
1.3.3 Excitons

Bound electron-hole pairs, or excitons, are crucial to the operation of optoelectronic organic devices, including organic photovoltaics and organic light emitting devices\(^9,18\). In OPVs, excitons are the byproduct of photon absorption, where an electron is excited to the LUMO level of the molecule and coulombically binds with the hole left behind in the HOMO to slightly lower the total system energy. The exciton must then be broken back into free charge carriers (dissociated) to extract power from the device. In organic light emitting devices, injected charge carriers form excitons in an emissive layer, which then recombine to emit a photon. In either case, an electron and hole are separated by a distance \(r_c\) based on the coulombic attraction force and dielectric constant of the material. The material will form a tightly-bound exciton if \(r_c\) is larger than the Bohr radius \(r_B\) of the material, as in

\[
\gamma = \frac{r_c}{r_B} = \left( \frac{q^2}{4\pi\varepsilon_0 k_B r_0 m_e} \right) \left( \frac{m_{\text{eff}}}{\varepsilon^2 T} \right),
\]

where \(q\) is the elementary charge, \(k_B\) is the Boltzmann constant, \(m_e\) and \(m_{\text{eff}}\) are the standard and effective electron masses, and \(r_0\) is the Bohr radius of hydrogen, 0.53 Å. If the ratio \(\gamma > 1\), the semiconductor is excitonic; \(\gamma < 1\) is a traditional inorganic semiconductor. A semiconductor is also excitonic if the critical radius is larger than the particle itself, as in inorganic quantum dots\(^19\).

Based on the spin of the electron and hole, the exciton can either be classified as a triplet (total spin = 1) or a singlet (total spin = 0), so named because triplets are created at a 3:1 ratio relative to singlets\(^20\). Direct recombination of a triplet exciton is forbidden by spin conservation, giving it a much longer lifetime than a singlet, on the order of \(10^{-6}\) s vs. \(10^{-9}\) s\(^21,22\). Exciton type is seldom considered in organic photovoltaic
devices, but huge advances in light emission efficiency have resulted by forcing recombination to occur in the lower energy triplet state using phosphorescent emitters, giving internal quantum efficiencies approaching $100\%^{23-26}$.

![Figure 1-5. Schematic representation of different classes of excitons: (a) Frenkel (b) charge-transfer and (c) Wannier-Mott, with varying degrees of delocalization indicated.](image)

There are three types of excitons that have been observed: Frenkel, charge-transfer (CT), and Wannier-Mott (Figure 1-5). Frenkel excitons are formed with the electron-hole binding distance smaller than a single molecule or (in the case of inorganics) the lattice constant of the crystallographic unit cell. CT excitons occur when the bound carriers are delocalized over adjacent molecules. The third class, Wannier-Mott excitons, are found in inorganic semiconductors, where the large dielectric constant screens the coulombic attraction of the electron and hole and allows them to
delocalize over a long distance. Binding energies of Frenkel and CT excitons are greater than 0.1 eV; Wannier-Mott binding energies are only a few meV. At room temperatures, Wannier-Mott excitons are dissociated by thermal energy – consequently, inorganic photovoltaics are not considered “excitonic” as any excitons formed upon photon absorption are immediately dissociated into free charge carriers.

While bound, excitons can move throughout a solid much like other fundamental particles. Because excitons are charge neutral, applied electric fields do not control their motion. Excitons instead diffuse through a material either in a band-to-band direct energy transfer method (Förster transfer), or in a molecule-to-molecule hopping process (Dexter transfer). In the former, temporary electric dipoles are formed in a molecule’s π-electrons upon initial excitation, which induce sympathetic dipoles in an adjacent molecule. When the first molecule’s dipole begins to relax, its energy is transferred to the second molecule. This can be thought of as a photon emission-and-absorption process, where the first molecule relaxes to the ground state and simultaneously excites the second molecule, though no photon is actually emitted. This process is highly dependent on both the spectral absorption overlap of the two molecules and the distance between them. In Dexter transfer, an excited electron moves directly to the LUMO of the acceptor molecule and an electron of the opposite spin is transferred from the acceptor to the donor HOMO. Förster transfer occurs at distances up to 10 nm, while Dexter transfer happens at shorter distances, typically 5-10 Å. Much as is the case with charge carrier transport, the weak intermolecular interactions in organic solids limit exciton mobilities and diffusion lengths; most excitons in organic solids can diffuse
on the order of 10 nm prior to recombination\textsuperscript{27-29}, though micrometer diffusion lengths have been observed in highly pure rubrene crystals\textsuperscript{30}.

The large binding energy of Frenkel and CT excitons does not lend itself to easy dissociation. Thermal dissociation is not practical due to the low decomposition temperatures of organic materials. Excitons can be dissociated by application of an electric field, but the field strength must be in excess of $10^6 \text{ V/m}$, a prohibitively large value. The preferred route to induce exciton dissociation is the introduction of a heterojunction between organic materials with differing electron affinities and ionization potentials. When an exciton encounters such an interface, provided that the offset between the HOMO and LUMO levels is greater than the exciton binding energy, it is energetically favorable for that exciton to dissociate back into free charge carriers. This process will be discussed in detail in Section 2.3.1.

1.4 Processing Techniques of Organic Semiconductors

One of the most distinct differences between inorganic and organic semiconductors is the processing techniques required with each. Inorganic semiconductors are produced on expensive, highly pure crystalline substrates with high temperature, low throughput techniques. In contrast, organic semiconductors can be produced on inexpensive substrates such as glass, plastic, and metal foil, and their molecular nature allows for solution-based techniques. Prior to device fabrication, most small molecule materials are purified using multiple rounds of gradient zone sublimation\textsuperscript{31,32}. The concept and practical application of gradient zone sublimation are discussed in Section 1.4.1.
Two film deposition techniques are used extensively in this research: vacuum thermal evaporation and spin coating, respectively covered in Sections 1.4.2 and 1.4.3. Thin, high quality films can be produced with either of these techniques. There are a variety of other techniques for both polymers and small molecules that are promising for industrial production of organic electronics. These will be briefly highlighted in Section 1.4.4.

1.4.1 Small Molecule Purification

As purchased, most small molecule source materials are of insufficient purity for use in electronic devices. Listed material purities are typically in excess of 99% based on residual metal content. However, as electronic transport and quenching can be dominated by a small minority of defects and recombination centers, additional purification is required to obtain electronically acceptable source material. Materials will typically be purified from one to four times, depending on the quality of the source material. High purity crystalline yields for each purification are 25-75% of the source material mass, varying greatly based on the source material quality.

Materials can either be purified under high vacuum or under an inert gas flow, such as nitrogen or argon. The sublimation procedure occurs within a ~1.5” diameter quartz tube heated by a multi-zone furnace; prior to purification, the tube is cleaned under high vacuum at high temperatures (600-700°C) to eliminate all residual organic material. Several grams of source material are then added within a smaller inner quartz sleeve and placed in the hottest zone of the furnace. Two additional quartz collection sleeves are also added to the main tube to serve as high and low purity collection tubes. Finally, a plug of quartz wool is used to prevent excessive material contamination of the
vacuum pumps and a mesh screen prevents stray quartz wool fibers from collecting in the pumping chamber and damaging the high vacuum turbo pump. The system is then sealed and pumped to the desired pressure (< $10^{-5}$ Torr for high vacuum, ~100 Torr with 0.1-0.2 scfh gas flow for inert gas flowthrough, moderated by a vacuum switch-controlled solenoid valve and rotary vane roughing pump).

The furnace temperature is then slowly increased to the sublimation temperature of the source material (generally 300-400°C) and a temperature gradient of up to ±50°C is applied relative to the middle zone. The temperatures are selected such that light impurities and the high purity crystalline material sublimate in the hottest zone. The middle zone temperature allows the high purity crystalline material to deposit; light impurities deposit at the coolest end of the furnace. A schematic of this process is shown in Figure 1-6. The entire purification process can take several days, with high pressure flowthrough purifications generally taking less time than high vacuum. After the process is complete, the high purity crystals are collected and added to clean tubes as the source material for an additional purification cycle, if desired.

![Figure 1-6. Gradient zone sublimation, with colors approximating that of CuPc during high vacuum purification.](image)
1.4.2 Vacuum Thermal Evaporation

Vacuum thermal evaporation (VTE) is the preferred method for growing thin films of organic small molecules. Polymers are ill-suited to VTE, as they decompose at temperatures lower than their evaporation temperature. The size and complexity of VTE systems can vary greatly. A simple VTE system is shown in Figure 1-7, consisting of source material holders ("boats"), a quartz crystal monitor and shutter to accurately control film thickness, and a shadow mask to pattern the substrate.

![Diagram of a representative vacuum thermal evaporation system](image)

Figure 1-7. A representative vacuum thermal evaporation (VTE) system. The entire chamber is held at $10^{-6}$ to $10^{-7}$ Torr during evaporation.

The source-to-mask distance in the primary chamber used for this work is approximately 20 cm. A large source-to-mask distance results in less efficient source material usage due to a smaller fraction of the molecular beam impacting the substrate,
but will improve the uniformity of the layer thicknesses across multiple substrates. Additionally, the substrate platter can be rotated to increase film thickness uniformity.

The source materials are loaded into boats made from refractory metals (i.e. tungsten, molybdenum, tantalum) or insulating crucibles (i.e. boron nitride, aluminum oxide, quartz). The system is evacuated to high vacuum (< $10^{-6}$ Torr) and the boats are resistively heated to the evaporation (or sublimation) temperature of the source material. To increase uniformity in the molecular beam, the boats can be designed to act as a point source.

The evaporated molecules exhibit ballistic transport behavior after exiting the boat, with the mean free path of each molecule determined according to

$$MFP = \frac{k_B T}{\sqrt{2 \cdot P_{\text{dep}}} \cdot \pi d^2},$$

where $k_B$ is Boltzmann’s constant, $T$ is the temperature of the molecular flux, $P_{\text{dep}}$ is the pressure in the deposition chamber, and $\pi d^2$ is the collision area between molecules, assuming that all molecules are spherical. In a typical high vacuum VTE system MFP is much greater than $h$, the source-to-mask distance. This means that molecules can be assumed to follow a straight line between the source and the substrate without any collisions in between to alter their path, making geometric analysis of the mask and resulting feature size simple to determine. The feature resolution limit $p$ of the system is

$$p \approx \frac{(s + 2t)l}{2h},$$

where $s$ is the substrate-to-mask separation, $h$ is the source-to-mask distance, $t$ is the thickness of the mask, and $l$ is the width of the source. As shown in Figure 1-8, divergent beams from the source, mask thickness, and substrate separation create a
shadowing effect that increases the feature size beyond the mask aperture. Slightly increased feature size must be accounted for when calculating efficiencies to report accurate values, but is generally not a concern in large area organic photovoltaic devices. During deposition, the film thickness and deposition rate are monitored with a calibrated quartz crystal microbalance. A properly calibrated system can achieve average film thicknesses less than one nanometer (i.e. a partial monolayer), allowing for detailed investigation of organic film growth behavior.34

![Diagram of shadow mask geometry.](image)

VTE has several advantages, offering high quality film deposition without the expense of a molecular beam epitaxy system, the ability to deposit metals, organics, and some inorganic dielectrics in the same system, very fine thickness control, and the capability to deposit complex, multilayer structures. Additionally, VTE is a preferred route for doping, as multiple crystal monitors can be used to precisely measure the rates of coevaporated materials. Doping has not found widespread use in organic photovoltaic devices, but organic light emitting devices rely extensively on it. VTE is not suitable for all applications, however – it cannot process polymers and materials with
low decomposition temperatures, and a large percentage of the source material is wasted. Still, it is a mainstay technique for the fabrication of small molecule organic electronics devices.

1.4.3 Spin Coating

As discussed in the previous section, polymers and other materials with decomposition temperatures less than their evaporation temperatures cannot be processed with vacuum thermal evaporation. Instead, these materials are processed using solution-based methods, the most common laboratory technique being spin coating. Spin coating is an inexpensive method to achieve uniform thin films with a defined thickness from a wide variety of starting solutions. It is a well established technique, with the most familiar industrial application being photoresist application for photolithography in inorganic microelectronic device fabrication and patterning.

There are four stages to the process:

1. Solution deposition,
2. Spin-up/acceleration,
3. Spin-off, and
4. Solvent evaporation.

In step (1), the source solution is added to the substrate. There are few constraints on the solution, save that an excessive amount of solution is deposited onto the substrate and it must be able to flow. The solution should also be free of dust and other particulates, as these can lead to defects in the final film. In the second step, the substrate is accelerated (either gradually or rapidly) to a final desired spin speed (typically several thousand revolutions per minute). Centrifugal forces create a wave front in the solution and it flows to the edge of the substrate. In the third stage, excess
solution is cast off the edge of the film and a uniform thickness is achieved based on a balance of the centrifugal force from acceleration and the solution viscosity. The film then dries in the final stage as excess solvent evaporates. The spin coating process is diagrammed in Figure 1-9.

![Figure 1-9. Stages of spin coating.](image)

The final film thickness is dependent on the initial solution concentration, acceleration rate, solvent evaporation rate, and final spin speed, making fine thickness control and repeatability possible. However, because films are initially deposited in the liquid state, multilayer structures are difficult to process unless underlying layers are not compatible with upper layer solvents. Otherwise, the underlying layers will redissolve and mix with the new layer. Also, metal electrodes must still be processed in vacuum after the polymer layer is deposited, though solution-processed electrodes are currently under investigation\textsuperscript{35-37}. Additionally, a large proportion of material is lost during the spin-off stage making this a relatively expensive technique from a material usage standpoint. While spin coating is ultimately limited as a production-scale method due to
wasted source material and limited substrate diameter, its low equipment cost and simplicity make it the standard laboratory technique for solution-processed devices.

1.4.4 Emerging Techniques

While vacuum evaporation and spin coating are the primary techniques used for device fabrication in this work, there are a myriad of other techniques that are gaining increasing interest for industrial-scale production and laboratory-scale investigation. Foremost amongst these techniques is inkjet printing, a solution-processed technique that offers high-throughput fabrication and non-lithographic patterning as small as 5 µm, depending on substrate preparation\textsuperscript{38,39}. Inkjet printing has very little overspray and is therefore much less wasteful than most other solution-based methods. However, there are challenges to overcome: ink formulation is difficult, and nozzle alignment is extremely important to pattern small features.

Spray deposition is another alternative solution-based fabrication method that is highly compatible with high-throughput processing and large deposition areas\textsuperscript{40-42}. The spray is either formed within an atomizer or pumped in liquid form to an ultrasonic nozzle. After the spray is formed it is guided by an inert gas flow to the substrate. Because the solution arrives at the substrate as micrometer-diameter droplets, a prime challenge in spray deposition is achieving uniform, high-quality films.

The main competitor to VTE for small molecule deposition is organic vapor phase deposition (OVPD)\textsuperscript{33,43}. In OVPD, materials are evaporated in boats or effusion cells under an inert gas atmosphere. The resulting molecular beam is directed towards the substrate by an inert carrier gas flow. This method uses source materials more efficiently than VTE, but deposition rates are sensitive to pressure, temperature, and
flow rate, making OVPD more difficult to control. A related technology is organic vapor jet printing (OVJP), a hybrid between OVPD and inkjet printing, where organic vapor is fed through a printing nozzle via an inert carrier gas, making patterning possible without shadow masking\cite{44-46}.

1.5 Common Organic-Based Devices

Organic semiconductors have been successfully applied to a wide variety of electronic devices. The following section is a brief overview of the two main organic optoelectronic device types: photovoltaics and light emitting devices.

1.5.1 Organic Photovoltaics

Efficient OPV devices were first demonstrated in 1986 by Tang with a ~1% efficient bilayer heterojunction consisting of copper phthalocyanine and a perylene derivative\cite{47}. Since the introduction of this architecture, rapid advancements have been made in both basic scientific understanding and device performance. Through the understanding and development of new active layer materials and optimization of device architectures, state-of-the-art OPVs now have efficiencies of over 8\%\cite{48}. Processing technology has also evolved to the point that commercial production and market viability are increasing. Some examples of OPV products are shown in Figure 1-10, highlighting their main advantage over inorganic PV modules: they are lightweight, flexible, and produced using roll-to-roll processing. These advantages make OPVs an excellent source for integration into building materials and everyday objects for portable power generation, such as clothing. OPVs can also be made to mimic natural shapes, such as leaves, for aesthetically pleasing or concealed installation.
Figure 1-10. Examples of organic photovoltaic devices. Clockwise from the far left: roll-to-roll production line of polymer OPVs, leaf-shaped flexible OPVs, and a commercially available OPV module, Power Plastic by Konarka, Inc.

This work has focused on two areas of organic photovoltaics research: Chapter 5 concerns how free charge carriers move within the device after exciton dissociation; Chapter 6 discusses the impact that controlled light propagation has on device performance, with the goal of demonstrating practical enhancement techniques to push efficiencies towards commercially desirable values.

For a detailed history of organic photovoltaics and a discussion of device operation principles, the reader is referred to Chapter 2. Proper measurement system calibration and device characterization techniques are discussed in Chapter 3.
1.5.2 Organic Light Emitting Devices

To date, organic light emitting devices (OLEDs) have found the widest commercial acceptance within the field of organic electronics. In many ways, OLEDs operate as the reverse of OPVs – charges are funneled into a light emitting organic material to form an exciton, which then recombines to emit light. The color of light is dependent on the optical gap of the emitting molecule.

While organic electroluminescence has been known since the 1960s, practical OLEDs were not realized until 1987 with the demonstration of a bilayer heterojunction of a hole-transporting layer of N, N'-bis(naphthalen-1-yl)-N,N'-bis(phenyl)-benzidine (NPB) and an electron-transporting layer of aluminum tris(8-hydroxyquinoline) (Alq3). In this device, holes and electrons are efficiently transported to the heterojunction interface by their respective layers, and exciton formation and recombination occurs within the Alq3 layer to emit green light. The electron-to-photon conversion efficiency was approximately 1% at a driving voltage of less than 10 V, substantial improvements over previous technology.

The largest jump in OLED performance came with the introduction of heavy-metal complex phosphorescent emitters, which enable radiative recombination of triplets via spin-orbit coupling. As discussed in Section 1.3.3, the triplet to singlet ratio in organic materials is 3:1, and radiative recombination of the triplet state is forbidden. The heavy metal atoms permit the singlet and triplet exciton states to mix, allowing all excitons to contribute to light emission. Phosphorescent OLEDs have demonstrated ~100% internal quantum efficiency.

OLEDs have rapidly matured into a commercially viable technology for active-matrix displays, promising greater efficiency, flexibility, and truer color reproduction than
liquid crystal technology. A second application area is in solid-state white lighting, with many laboratories demonstrating highly efficient, true white devices. Several commercially available and prototype applications are shown in Figure 1-11.

Figure 1-11. Examples of commercial OLED products. Clockwise from top left: 15” television (LG Display), large area white light OLED panel (Fraunhofer IPMS), semitransparent automobile heads-up display (Neoview KOLON/Hyundai), and a 6.5” flexible active matrix OLED display (Samsung SDI).

1.6 Research Scope

There are two main topics to the results presented here: first, understanding and controlling the behavior of charge carriers within organic optoelectronic devices by modifying the heterojunction architecture and second, increasing performance by
controlling the interaction of incident light with the device. Chapters 1 and 2 provide background information to aid in the reader's understanding of the current field of organic electronics, particularly organic photovoltaics. Chapter 3 describes the experimental measurement methods and characterization of device performance, including the introduction to a novel characterization technique developed for use in Chapter 5.

The subsequently presented research is heavily related to understanding optical behavior within the device active area. Therefore, Chapter 4 describes two different optical simulation techniques, Monte Carlo ray optics and transfer matrix wave optics. In addition to the mathematical underpinnings of these methods, example results are presented to demonstrate the potential of each technique and describe some specific aspects of their implementation for this work.

Chapter 5 explores the correlations between optical field, charge carrier motion, and heterojunction architecture in organic photovoltaic devices. Synchronous photocurrent detection was used to directly measure the photocurrent contribution from a variety of devices and a detailed qualitative model is presented to explain the observed behavior. The model is then extended further to explain optical field dependence and provide evidence for field-assisted dissociation of excitons in bilayer OPVs.

Optical management is the topic of Chapter 6. Transparent, stamped microlens arrays were used to increase performance in a wide range of organic photovoltaic devices. Their macro-scale optical behavior and geometric effects on enhancement were probed using Monte Carlo ray optics simulations and modified transfer matrix
wave optics simulations were applied to understand the effect of microlens arrays on the internal optical field. In both cases, qualitative and quantitative agreements with experimental results were obtained.

Chapter 7 discusses organic bifunctional optoelectronic devices (BFDs). BFDs can operate as either an OPV or an OLED, but the optimal designs of these two device types are in opposition. Namely, OLEDs funnel charge carriers into the center of the device for recombination and light emission, whereas OPVs are designed to quench excitons and efficiently remove photogenerated charge carriers from the device interior. This places unique design constraints on BFDs, which were explored. Ultimately, significant redesign of BFDs is required to maintain reasonable performance in both operation modes. Finally, Chapter 8 summarizes the results of this research and offers possible routes of further investigation.
2.1 Basic Concepts

The conventional silicon photovoltaic device is over half a century old and has established itself as a promising clean, alternative energy source. While these devices offer high power conversion efficiencies, their total cost per watt is still too high to be competitive with non-renewable resources due to expensive source materials, processing costs, and installation restrictions. A push has been made recently to develop so-called “Class III” photovoltaic devices, which would offer electricity at less than $1/watt\textsuperscript{51}. Extremely high-performance compound semiconductors and inorganic thin film devices are two examples of Class III technology; a third, and the focus of this work, is organic-based photovoltaics (OPVs).

Organic materials hold several intrinsic advantages over inorganics, among them processability on inexpensive substrates using high-throughput methods, intrinsic flexibility and mechanical robustness, and low source material cost. These beneficial characteristics have generated a huge amount of scientific interest, and performance has steadily increased from a reported value of 1% in 1986 to over 8% today\textsuperscript{47,48}. This chapter will describe the basic operation of organic photovoltaic devices and the history of their development, along with the current major avenues of investigation for increased performance.

Before this, it will be beneficial to the reader to understand the parameters used to quantify OPV performance. Figure 2-1 shows the current-voltage (J-V) characteristics of a representative device. Three curves are depicted: the dark current, characteristic
of a typical diode, the photocurrent, the current generated by the device under illumination, and the total current, the summation of the dark and photocurrents. Because the dark current is always present, it is common to not consider the photocurrent as a separate component as it is difficult to directly measure.

Figure 2-1. Current-voltage characteristics of a representative photovoltaic device.

Two points indicated on the current and voltage axes are the short-circuit current density, $J_{SC}$, the photocurrent generated at zero applied bias, and the open-circuit voltage, $V_{OC}$, the point at which the summation of the photo and dark currents equals zero. Also indicated are the current and voltage at the maximum power point, $P_m = |J_m V_m|$, within the power-generating fourth quadrant (where $V < V_{OC}$).
The fill factor ($FF$) is the ratio of the measured maximum power to the ideal maximum power and is representative of the “squareness” of the total current curve, such that

$$FF = \frac{J_{m}V_{m}}{J_{sc}V_{oc}}.$$  

An ideal fill factor will therefore be unity. Modern optimized OPV devices have $FF \leq 0.7^{48}$. The metric of greatest interest is the total power conversion efficiency, defined as

$$\eta_{p} = \frac{J_{sc}V_{oc}FF}{P_{0}}$$

where $P_{0}$ is the incident power intensity. A final parameter of interest is the external quantum efficiency (EQE), a ratio of the number electron generation to incident photons at a certain wavelength,

$$\eta_{EQE} = \frac{I_{SC}}{P_{0}/q}$$

with $q$ as the elementary charge, $h$ as Planck’s constant, and $c$ as the speed of light.

The details of measuring quantum efficiency are presented in Chapter 3.

Photovoltaic devices can be represented by an equivalent circuit, shown in Figure 2-2. The equivalent circuit contains an ideal diode in parallel with a current source, representing the photocurrent generation within the device. There are two resistors that are additionally present – the series resistance, $R_{s}$, which represents the intrinsic electrical resistance of the organic semiconducting layers and contact resistances, and
the shunt resistance, \( R_{sh} \), a parallel resistance that represents leakage between the electrical contacts.

From this circuit, an expression for the current-voltage relationship can be developed, known as the Shockley equation:

\[
J = J_s \left\{ \exp \left[ \frac{q(V - R_s)}{nkT} \right] - 1 \right\} + \frac{V}{R_{sh}} - \frac{J_s R_s}{R_{sh}} + J_{ph}
\]

where \( J_s \) is the saturation current density of the diode, \( n \) is the diode ideality factor, \( k \) is Boltzmann’s constant, and \( T \) is the temperature. From this relationship, it is clear that \( J \) is maximized when \( R_s \) is minimized and \( R_{sh} \) is maximized. Increases in \( R_s \) are associated with decreased \( FF \) and \( J_{SC} \); decreased values of \( R_{sh} \) reduce \( FF \) and \( V_{OC} \).

The principle components of an OPV are also shown in Figure 2-2. The specific mechanisms of operation and materials selection criteria for these layers will be discussed in Section 2.3.1.

For an ideal photovoltaic device (\( R_s = 0, R_{sh} = \infty \)), the photocurrent is directly proportional to the incident power and remains a constant value regardless of the
magnitude of \( P_0 \). The open circuit voltage is defined as the voltage at which the total current \( J = 0 \), or

\[
V_{OC} = \frac{n k T}{q} \ln \left( \frac{J_{ph}}{J_s} + 1 \right),
\]

giving \( V_{OC} \) a logarithmic dependence on \( J_{ph} \) and, therefore, on \( P_0 \). Assuming no loss mechanisms, \( \eta_p \) should increase logarithmically with incident power due to the increase in \( V_{OC} \) and the constant value of \( J_{SC}/P_0 \).

In an actual device, there are loss mechanisms. The series and shunt resistances are finite values, reducing \( FF \), \( J_{SC} \), and \( V_{OC} \) from their ideal values. Additionally, bimolecular recombination increases with free carrier concentration (and, therefore, illumination intensity), causing the \( J_{SC}/P_0 \) ratio to reduce with increased illumination intensity according to\(^{18}\)

\[
R_{BM} = \gamma (n_p - n_i p_i) \propto n_p
\]

\[
\gamma = \frac{q}{\varepsilon \varepsilon_0} (\mu_n + \mu_p)
\]

Therefore, the highest value of \( \eta_p \) for a given OPV device is obtained at an incident power intensity where the increase in \( V_{OC} \) is greater than the decrease in \( J_{SC}/P_0 \) due to bimolecular recombination.

### 2.2 Overview and History

While the photovoltaic effect has been observed in organic materials dating back to 1959\(^{52}\), modern efficient organic photovoltaic devices emerged in the 1980s with the introduction of the bilayer heterojunction architecture. Prior to this advancement, OPVs were inefficient Schottky diodes that relied on the strong electric field near a metal
electrode-organic interface to split the photogenerated exciton and create free charge carriers\textsuperscript{53,54}. This is intrinsically inefficient, as excitons can be quenched at the metal interface and exciton dissociation only occurs in a narrow band near the electrode, wasting a large percentage of absorbed photons. In an organic heterojunction, excitons are instead split apart by the energy level offsets at the heterojunction interface.

A notable early success in bilayer OPV devices was reported by Harima, \textit{et al.} in 1984\textsuperscript{55}. By combining the electron-transporting material 5,10,15,20-tetra(3-pyridyl)porphyrin (TPyP) and the hole transporting material zinc phthalocyanine (ZnPc) they observed a roughly thirty times increase in photocurrent compared to a reference single layer ZnPc Schottky device. Power conversion efficiency under weak, 430 nm monochromatic illumination was \~2\%, but poor exciton transport behavior limited performance. Additionally, photocurrent contribution was limited to the TPyP layer.

The true breakthrough in OPV device performance, with a power conversion efficiency under simulated AM2 solar illumination of nearly 1\%, was reported by Ching Tang in 1986\textsuperscript{47}, a nearly ten-fold increase over earlier efforts. Tang used a hole-transporting layer of copper phthalocyanine (CuPc) and an electron-transporting layer of 3,4,9,10-perylene tetracarboxylic-bis-benzimidazole (PTCBI). This architecture shows photocurrent contribution from both layers, improving photocurrent generation and spectral response.

The Tang cell became the archetype for future OPV devices. It had four components: an electron-transporting/electron-accepting layer (PTCBI), a hole-transporting/electron-donating layer (CuPc), a transparent high work function electrode (indium tin oxide, or ITO) and a low work function electrode (silver). Convention has
respectively named these layers the acceptor, donor, anode, and cathode. The selection of these materials must follow certain guidelines for an efficient cell: the anode and cathode should correspondingly have Ohmic contact with the donor and acceptor, and the heterojunction formed between the donor and acceptor must have energy level offsets great enough to efficiently dissociate excitons from both materials. This is the key advantage that Tang’s cell had over Harima’s TPyP/ZnPc device. The TPyP/ZnPc interface can only dissociate TPyP excitons, but the CuPc/PTCBI interface can dissociate both CuPc and PTCBI excitons. Additionally, the donor and acceptor can either be deposited as neat layers, to form a planar (or bilayer) heterojunction or mixed together to form a mixed (or bulk) heterojunction.

2.3 Operation Principles

2.3.1 Basic Processes

Before discussing the steps taken to improve upon Tang’s results and reach the current world record efficiency of 8.3%\textsuperscript{5,48}, it is beneficial to describe the basic operation of an OPV device. There are four primary, sequential processes (Figure 2-3) that must occur in order to extract power from an OPV\textsuperscript{56}:

- Photon absorption (exciton generation)
- Exciton diffusion
- Charge transfer (exciton dissociation)
- Charge collection

As there are efficiencies associated with each of these processes, the overall quantum efficiency of a photovoltaic device can be summarized as the product of its constituents,

\[ \eta_{EQE} = \eta_A \eta_{ED} \eta_{CT} \eta_{CC} \]
Or, the latter three processes can be considered as their own product, the internal quantum efficiency, reducing the quantum efficiency to:

\[ \eta_{EQE} = \eta_A \eta_{EQE} \]

Thinking of device efficiency in these terms can be advantageous; absorption and internal quantum efficiency are inherently opposed in most organic systems.

The first process, light absorption, is characterized by an optical absorption length of \( \frac{1}{\alpha} \), where \( \alpha \) is the wavelength dependent absorption coefficient of the material. Typical values of \( \alpha \) for organic materials are \( 10^4 \) to \( 10^5 \text{ cm}^{-1} \), leading to absorption lengths of at least 100 nm. The absorption spectra for several photovoltaic materials are shown in Figure 2-4.

![Figure 2-3. Basic processes in power generation in a bilayer organic photovoltaic device.](image)
The donor and acceptor materials should be chosen to maximize absorption across the visible spectrum. Tang's choices of CuPc and PTCBI only absorb strongly between 500-700 nm. Recent advances have been realized by incorporating small bandgap materials to increase near-infrared absorption, such as lead phthalocyanine (PbPc) and new conjugated polymers, as discussed in Section 2.4.1.

![Optical absorption spectra for several organic photovoltaic materials](image)

**Figure 2-4.** Optical absorption spectra for several organic photovoltaic materials, calculated from extinction coefficient data measured with spectrographic ellipsometry.

Upon absorption, an exciton, or bound electron-hole pair, is formed within the material, with a typical binding energy of $0.1 - 1 \text{ eV}^{18}$. Excitons are mobile particles, and will diffuse within the organic material, characterized by the exciton diffusion length $l_{ex} = \sqrt{D_{ex} \tau}$, with $D_{ex}$ as the diffusivity and $\tau$ as the exciton lifetime. Most organic
material exciton diffusion lengths are on the order of 10 nm\textsuperscript{27-29}. The smaller exciton diffusion length relative to the optical absorption length in most organic materials results in $\eta_{ED} \ll 1$ for bilayer heterojunctions that are thick enough to absorb a substantial proportion of the incident light. Bulk heterojunction devices do not have this limitation.

While the exciton is present and mobile within the active layer, two basic processes can occur. First, the exciton can recombine, either within the organic layer after a certain time $\tau$ has elapsed or at a metal-organic interface; this will reduce $\eta_{ED}$. Otherwise, the exciton will be dissociated by either the electric field or at the heterojunction interface. Schottky-type OPVs rely on field-assisted dissociation, but as the field required to efficiently dissociate an exciton is quite large, $\sim 10^5$ to $10^6$ V/m\textsuperscript{1,57}, this process is typically ignored in organic heterojunction devices. Charge generation is assumed to occur solely through dissociation at the organic heterojunction interface, where it is energetically favorable for the bound exciton to split and have the free electron and hole reside on different molecules (electron on the acceptor, hole on the donor). In other words, the separation between the donor HOMO and acceptor LUMO is greater than the binding energy of the exciton\textsuperscript{1}. The exciton dissociation process is exceedingly fast, on the order of a few hundred femtoseconds\textsuperscript{58}. In a properly designed heterojunction, the charge transfer efficiency $\eta_{CT}$ is taken as unity. The HOMO and LUMO levels for several common OPV donor and acceptor materials are shown in Figure 2-5.

After dissociation the photogenerated charges are able to move to their respective electrodes (holes to the anode, electrons to the cathode) for collection and power generation in the external circuit. This process can be highly efficient in bilayer devices,
where the heterojunction interface separates free electrons and holes. Since bimolecular recombination is dependent on the product of the number of free electrons and holes \( np \), this is not a large loss mechanism in a bilayer device away from the heterojunction interface. In a bulk heterojunction device, free electrons and holes have a significant spatial overlap while moving towards their respective collection electrodes. Thus, the \( np \) product is large, recombination is significant, and \( \eta_{cc} \ll 1 \) is typical.

![Graph showing HOMO and LUMO energy levels for several common OPV materials. Donors: CuPc, PbPc, SubPc, P3HT, and PCPDTBT. Acceptors: C_{60}, C_{70}, PTCBI, and PCBM.]

2.3.2 **Fundamental Limitations**

As discussed in the previous section, one of the greatest obstacles to efficient OPVs is the fundamental tradeoff between photon absorption and internal quantum
efficiency. In almost all relevant organic materials, the optical absorption length $1/\alpha$ (>100 nm) is greater than the effective exciton diffusion length (~10 nm) and charge collection length (< 100 nm). Thus, the optical absorption efficiency $\eta_A$ is inherently opposed with either the exciton diffusion or charge collection efficiencies $\eta_{CC}$ and $\eta_{ED}$, depending on the device architecture and active layer materials. In general, bilayer heterojunction devices are limited by $\eta_{ED}$ due to their single plane of exciton dissociation; bulk heterojunction devices are limited by poor charge collection because of strong bimolecular recombination and poor charge transport morphologies related to segregation of the constituent donor and acceptor materials.

Because of these limitations, many avenues have been investigated to ameliorate the tradeoff between $\eta_A$ and $\eta_{IQE}$. These are reviewed in the next section.

2.4 Progress in Organic Photovoltaic Device Performance

There have been two primary avenues to improve the performance of OPVs: developing and incorporating new active layer materials and designing and optimizing device architectures and morphologies. A third route, optical management, has been sparsely reported in the literature but has shown promise. While there are many processes in the operation of an OPV that can be improved, the predominant trend has been towards alleviating the fundamental tradeoff between $\eta_A$ and $\eta_{IQE}$. The following sections are an overview of notable examples of improved device performance for small molecule and polymer OPVs. In Section 2.4.4, enhancements from improved optical management are highlighted.
2.4.1 Small Molecule Organic Photovoltaic Devices

The earliest successful OPV devices almost exclusively consisted of small molecules. Following Tang’s 1% cell, it was realized that a primary limitation was the efficiency of exciton dissociation and charge generation. Several architectural changes were introduced to attempt to remedy this. First, the planar-mixed heterojunction, a sandwich of a mixed donor-acceptor layer between two neat donor and acceptor layers, was developed to attempt to balance exciton dissociation efficiency (in the mixed layer) with charge transport and collection efficiency (in the neat, planar layers).

While early efforts showed marked improvement in photocurrent generation and $J_{SC}$, there were large decreases in fill factor that were attributed to poor morphology within the mixed layer$^{59,60}$. The poor mixed layer morphology can be overcome by controlling the phase segregation of the coevaporated materials$^{34}$, typically by thermal annealing or deposition on hot substrates. Increased crystallinity and phase segregation result in large surface roughness and poor device performance due to pinhole leakage pathways$^{61,62}$, but annealing after deposition of the metal cathode constrains film reorganization during annealing, preventing pinholes and increased roughness while still allowing for internal phase segregation$^{63}$.

A cartoon of an ideal nano-phase segregated morphology is shown in Figure 2-6. In the unoptimized case, there is a large interface area for exciton dissociation, but poor conducting pathways lead to recombination and reduced charge collection efficiency. In the ideal phase segregated case, free carriers have easy transport routes to their collection electrodes, increasing $\eta_{CC}$. From these findings, the planar-mixed architecture has become a highly efficient choice for small molecule OPVs$^{64-67}$. 
Figure 2-6. Representations of unoptimized and nanoscale phase-segregated bulk heterojunction OPV microstructures with two constituent materials. An example of charge carrier transport is shown for each.

A second ideal architecture for small molecule OPVs is the so-called interdigitated heterojunction architecture (Figure 2-7). Here, neat pillars of donor and acceptor form a regularly-spaced heterojunction with spacing on the order of the exciton diffusion length.

Figure 2-7. Ideal interdigitated heterojunction for organic photovoltaics.
Thus, very high exciton diffusion and charge collection efficiencies are possible. However, forming this structure on the nanoscale is quite challenging. The typical route taken is to form pillars of one material by either glancing-angle deposition\textsuperscript{68-71} of small molecules or synthesis of inorganic nanorods\textsuperscript{72} and infilling with a solution-processed molecule or polymer to complete the heterojunction.

Another prominent architectural feature in small molecule OPVs is the addition of a thin electron transporting layer between the acceptor and cathode that prevents exciton quenching at the electrode/organic interface\textsuperscript{29}. 2,9-dimethyl-4,7-diphenyl-1,10-phenanthroline, i.e. bathocuproine (BCP), is used as the exciton blocking layer for the small molecule devices in this work.

The greatest increases in small molecule device performance have come from incorporation of advanced active layer materials, to increase exciton diffusion length, open-circuit voltage, or incident photon absorption. Early advances were made by changing the acceptor from PTCBI, with a short exciton diffusion length of \textasciitilde3 nm, to C\textsubscript{60}, with a diffusion length on the order of 40 nm\textsuperscript{29}. Additionally, C\textsubscript{60} has strong absorption at short wavelengths, offering better coverage of the solar spectrum than PTCBI when paired with metal phthalocyanines. Even better spectral coverage and device performance is obtained with C\textsubscript{70}, which has strong absorption through the blue and green wavelength regions\textsuperscript{73}. C\textsubscript{60} and C\textsubscript{70} are the current standard small molecule acceptor materials.

Most material advances have resulted in new electron donors. Compared to the archetypal CuPc used by Tang, various metal and metal-chloride phthalocyanines (Pcs) (tin Pc (SnPc), lead Pc (PbPc), chloroaluminum Pc (ClAlPc), and chloroindium Pc
(ClInPc)) with red-shifted absorption into the near infrared have been incorporated\textsuperscript{74-80}. To extend absorption further into the infrared and improve charge transport properties, the metal Pc layer can be deposited on a thin, highly ordered templating material to encourage preferential molecular alignment\textsuperscript{81}. This is especially beneficial for PbPc, to increase the ratio of triclinic phase to monoclinic phase\textsuperscript{79,82}. The predominate crystal phase is also of importance in ClInPc, which requires solvent annealing to increase near-infrared absorption\textsuperscript{83}.

Alternately, the donor layer can be chosen to maximize the open-circuit voltage by minimizing the reverse saturation dark current $J_S$\textsuperscript{84}. The most prominent of these materials is boron subphthalocyanine chloride, SubPc. With a $V_{OC} > 1$ V and $\eta_P > 3\%$, SubPc has become a standard donor layer in high-efficiency bilayer OPVs\textsuperscript{85-88}. Enhancement in $V_{OC}$ has also been observed in zinc phthahlocyanine (ZnPc) synthesized such that the deposited films have reduced concentrations of electronic defect states, decreasing $J_S$\textsuperscript{89}.

Currently, the highest efficiency small molecule OPV is a tandem cell (Section 2.4.3) produced by Heliatek GmbH using proprietary red, green, and blue absorbers for a power conversion efficiency of 8.3\%\textsuperscript{5,48}.

### 2.4.2 Polymer-Based Organic Photovoltaic Devices

As was the case for small molecule OPVs, early π-conjugated polymer devices were single-layer Schottky diodes with universally terrible performance made from polythiophene\textsuperscript{90}, polyacetylene\textsuperscript{91}, or polyvinylenes\textsuperscript{92,93}. The first appreciable performance was observed in bilayer devices made with a polymer donor of poly(2-methoxy-5-(2′-ethyl-hexyloxy)-1,4-phenylene vinylene) (MEH-PPV) and a thermally
evaporated C<sub>60</sub> acceptor<sup>94,95</sup>. Eventually, a functionalized derivative of C<sub>60</sub>, [6,6]-phenyl C<sub>61</sub>-butyric acid methyl ester (PC<sub>61</sub>BM or, more commonly, PCBM) was incorporated and has remained the standard acceptor, though some modern high efficiency devices use PC<sub>71</sub>BM, a functionalized derivative of C<sub>70</sub><sup>96</sup>. Virtually all other material work on polymer OPVs has focused on optimizing the donor.

The first class of donor polymers to show strong performance was the poly(1,4-phenylene-vinylene)s (PPVs), specifically (MEH-PPV)<sup>97</sup> and poly(2-methoxy-5-(3,7-dimethyloctyloxy)-1,4-phenylene-vinylene) (MDMO-PPV)<sup>98,99</sup>. These early devices had high quantum efficiency under low intensity light that rolled off drastically as the illumination intensity increased, evidence of strong bimolecular recombination and poor film morphology. Sariciftici demonstrated the importance of morphological control and interface modification in polymer OPVs. Films cast from solutions of either chlorobenzene or toluene were compared and a strong correlation between reduced aggregation and improved device performance was observed<sup>98</sup>. Further, modifying the cathode interface with LiF induces a strong interface dipole and increases charge extraction. This, combined with a hole extraction and film planarization layer of poly(3,4-ethylenedioxythiophene):poly(styrenesulfonate) (PEDOT:PSS) resulted in a device efficiency of 3.3%, comparable to the best small molecule devices of the day<sup>100</sup>.

The most widespread donor polymer to date has been poly(3-hexylthiophene) (P3HT), replacing the PPVs as the archetypal choice. The absorption spectrum of P3HT is slightly red-shifted compared to MEH-PPV or MDMO-PPV, allowing it to absorb a greater portion of the solar spectrum and generate a larger photocurrent. Extensive studies on the morphology of P3HT:PCBM films to generate an ideal nanoscale phase-
segregated structure has increased their efficiency to 5-6%\textsuperscript{101-104}. This underscores the value of morphological control in OPVs. Additionally, it is now understood that the structural regularity and molecular weight of the donor polymer are important\textsuperscript{105-107}.

Improved donor materials have followed two routes, both relying heavily on synthesis. The first is to develop low bandgap materials with absorption edges shifting to the near-infrared. Attempts to increase the conjugation length of P3HT\textsuperscript{108} or change the thiophene subgroup to the more electronegative selenophene\textsuperscript{109,110} were successful in reducing the band gap, but ultimately did not improve performance over that of P3HT.

A more successful approach is to design new polymers with electron-rich and electron-poor (i.e. donor-acceptor) constituents\textsuperscript{111-113}. From the wide variety of synthesized polymers, a few will be highlighted here. The first, poly[2,6-(4,4-bis-[2-ethylhexyl]-4H-cyclopenta[2,1-b;3,4-b]-dithiophene)-alt-4,7-(2,1,3-benzothiadiazole)] (PCPDTB7), has a greatly red shifted absorption spectrum (with peak absorption observed under 825 nm illumination) and has found widespread adoption in the research community\textsuperscript{114,115}.

A larger band gap polymer, poly[N-9''-hepta-decanyl-2,7-carbazole-alt-5,5-(4',7'-di-2-thienyl-2',1',3'-benzothiadiazole)] (PCDTBT) has a higher $V_{OC}$ than P3HT-based cells due to a lower HOMO level, resulting in less energy loss upon charge separation\textsuperscript{116}. Heeger has reported a 6% efficient device using PC$\textsubscript{71}$BM that has almost 100% internal quantum efficiency under monochromatic green illumination\textsuperscript{117}.

The final materials to be discussed are fluorinated donor-acceptor polymers, one of which, poly(benzo[1,2-b:4,5-b]dithiophene)-(5,6-difluoro-4,7-dithien-2-yl-2,1,3-benzothiadiazole) (PBNdt-DTffBT), was used in Chapter 6. By incorporating the
strongly electronegative fluorine atoms into a common 2,1,3-benzothiadiazole acceptor subgroup, the HOMO level is reduced and interchain interaction is increased due to a more rigid aromatic structure\textsuperscript{118}. Devices made in conjunction with PBCM are greater than 7\% efficient, among the few reports to reach this value\textsuperscript{119,120}.

As of writing, the highest efficiency polymer OPV is a proprietary donor-acceptor blend reported by Konarka, Inc. with an efficiency of 8.3\%\textsuperscript{48}.

### 2.4.3 Tandem Organic Photovoltaic Devices

Given the inherent tradeoff between $\eta_A$ and $\eta_{IQE}$ in most organic systems, one possible mediation route is to stack multiple devices with high $\eta_{IQE}$ in series. This arrangement is referred to as a “tandem” device and is responsible for the highest efficiency inorganic photovoltaics\textsuperscript{48,121} by allowing greater coverage of the solar spectrum with different materials in the constituent subcells. This same concept can also be applied to organic materials, incorporating, for example, blue and green absorbers in the cell proximate to the cathode (“back cell”) and red and blue absorbers in the cell proximate to the anode (“front cell”). Even without the additional spectral coverage, simple tandem cells can increase performance by doubling the output voltage of the structure. For photovoltaic cells in tandem, the current can be taken as the lowest of the subcell currents and the voltage as the sum of the subcell voltages, i.e. a two-cell tandem would have $J = \min(J_1, J_2)$ and $V = V_1 + V_2$, where 1 and 2 denote the individual subcells.

A tandem organic photovoltaic has a notable architectural requirement that single junction cells lack – the carrier recombination zone (CRZ) that connects the subcells. In the CRZ, photogenerated electrons and holes from the front and back cells,
respectively, and recombine. Most of the development in tandem OPVs has focused on this region. The first tandem devices utilized a 15 nm-thick semitransparent layer of gold, which has high conductivity but blocks a large proportion of incident light\textsuperscript{122}.

Yakimov and Forrest presented a better CRZ made from high conductivity small molecule layers embedded with a vacuum deposited 0.5 nm-thick (nominal) layer of silver nanoparticles\textsuperscript{123}. At these dimensions the nanoparticles do not absorb a significant amount of light and can even enhance the optical field at certain wavelengths due to plasmonic effects\textsuperscript{124}. This interlayer was used in \textasciitilde{}2.5\% efficient CuPc/PTCBI-based devices and a 5.7\% efficient tandem based on planar-mixed CuPc/C\textsubscript{60} devices, both records for those materials\textsuperscript{66,123}.

Tandem devices based on polymer subcells are much more difficult to fabricate than those built from small molecules. Specifically, the front cell must be either not be soluble in or completely protected from (via the CRZ) the solvent used in processing the back cell. Therefore, polymer cells can either be used as the front cell with a vacuum-deposited small molecule back cell\textsuperscript{125,126}, or the CRZ can be engineered to isolate the front cell using nanoparticle or solvent-resistant organic layers\textsuperscript{127-130}.

Regardless of the material choices, the architecture of a tandem OPV is highly complex compared to a single junction cell. Figure 2-8 shows a typical architecture for a two-cell tandem OPV and the optical field optimized for CuPc/C\textsubscript{60} planar-mixed subcells\textsuperscript{66}. Optimizing both the charge transport properties and optical fields in the front and back cells is a non-trivial task. Typically, the back cell is situated in the first blue-green interference peaks and the CRZ thickness is such that the front cell is in the in the
first green-red interference peak, or into the second blue region, depending on the absorption spectra of the organic layers.

Figure 2-8. Typical device structure and optical field plot for a tandem organic photovoltaic device. The optical field is calculated for front and back cells of planar-mixed CuPc/C$_{60}$ heterojunction, with optimized thicknesses$^{66}$.

2.4.4 Optical Management

The previous sections discussed changes in active layer materials and device architectures to increase efficiency. History has certainly borne out that these are valid improvement routes, but a third approach, optical management, has been relatively ignored. Instead of altering the internal components of a device, changes can be made to alter how the entire device (substrate and active layers) interacts with incoming light. This is accomplished by altering the substrate geometry. Non-geometric enhancements, including luminescent concentrating layers$^{131}$ and plasmon-enhanced
absorption\textsuperscript{124,132-134}, can also be considered optical management but will not be discussed further.

Figure 2-9 shows three examples of changes to substrate geometry to increase absorption by forcing light to pass through the active layer multiple times.

Figure 2-9. Three previous examples of optical enhancement techniques. A) V-aligned solar cells for enhanced light trapping\textsuperscript{135-137}. B) OPVs produced on microprism substrates, to induce total internal reflection\textsuperscript{138}. C) A mirror-and-microlens light trap: a metalized layer is deposited with gaps at the microlens focal point to admit light\textsuperscript{139,140}. 
Figure 2-9A shows two substrates in a V-pattern to form a light trap\textsuperscript{135-137}. Light that enters is funneled deeper into the trap, passing through the active layers multiple times. Further, this trap will cause multiple reflections at almost all incident angles, though a large portion of the total active area will be shaded as the illumination angle changes. Figure 2-9B details a device fabricated on a prism-shaped substrate such that light reflecting off of the cathode will undergo total internal reflection at the substrate/air interface, returning for two more potential passes through the active layer\textsuperscript{138}. The prismatic features in this case are on the order of 100 μm; other textured substrates have been used with much smaller features intended to serve as diffraction gratings\textsuperscript{141,142}. Finally, Figure 2-9C shows a complex structure consisting of a microlens array that focuses incoming light through gaps in a photolithographically patterned metal layer that forms a reflecting cavity with the cathode; subsequent reflections have a very small probability of escaping, in theory greatly increasing absorption\textsuperscript{139,140}.

These examples are ultimately ill-suited for use in commercial OPVs, where low processing cost, large device areas, and high throughput are required. A geometric substrate modification that meets these criteria, soft lithographically stamped microlens arrays, is presented in Chapter 6.
3.1 Chapter Overview

The proper measurement of optoelectronic device performance is key to ensure valid results that are directly comparable to those within the scientific community at large. This includes correct design and installation of characterization systems and equipment, control of systematic measurement errors, and redundant calibrations. As this work is largely focused on OPVs, the lion’s share of this chapter is devoted to the specifics of their characterization. The background and calibration of a simulated solar light source are discussed in Section 3.2.1, along with the most prevalent OPV characterization technique, current-voltage (J-V) measurement. Section 3.2.2 covers another common characterization method, quantum efficiency, both external (EQE) and internal (IQE). Finally, Section 3.2.3 introduces synchronous photocurrent detection, a novel technique used extensively in Chapter 5.

The bifunctional photovoltaic and light emitting devices investigated in Chapter 7 require characterization of their emission efficiencies; therefore, the principles of OLED characterization are briefly presented in Section 3.3.

3.2. Organic Photovoltaics

3.2.1 Calibration, Spectral Mismatch, and Current-Voltage Measurement

A supreme concern in proper OPV characterization is the quality of the simulated solar light source in comparison to the reference solar spectrum. The typical reference solar spectrum is currently defined by the ASTM International G173-03 standard.
which specifies the optical power \((Wm^{-2}nm^{-1})\) at regular intervals from the ultraviolet (280 nm) to infrared (4000 nm) wavelengths at precise irradiance angles over the contiguous United States (37° tilt relative to the equator). The actual spectra are calculated\(^{145-147}\) using several assumptions, the most significant of which is the absolute air mass of 1.5, for a solar zenith angle of 48°19'. There are three reference spectra included in the G173-3 standard: extraterrestrial, global, and direct (Figure 3-1A).

![Figure 3-1. Reference solar spectra. A) Reference Air Mass 1.5 spectra from the ASTM G173-3 standard. B) AM1.5 Global spectrum with the normalized integrated optical intensity within visible wavelengths.](image)

The extraterrestrial spectrum does not include absorption by the atmosphere and other effects and is not used for this work. The direct spectrum includes only the light that is directly incident on the 37° surface, while the global spectrum additionally includes light diffused by the atmosphere; the latter is used for the calibrations presented here. The unit “sun” is used to define the light intensity of the solar source. Since the total integrated power in the global spectrum is \(~100\, mW/cm^2\), one sun is
defined as this value. Figure 3-1B shows the AM1.5G (global) spectrum within the visible region, from 350 to 1000 nm, and integrated irradiance values across this wavelength range.

The devices characterized in this work were measured under illumination from a 150W Xe-arc bulb with a parabolic rear reflector to increase irradiance. The Xe-arc bulb has strong UV emission, so an AM1.5G filter is used to remove some of this light from the spectrum. The incident power intensity was measured using a certified Si reference cell with an active area of 0.9 cm².

Figure 3-2. Reference AM1.5 Global and simulated Xe-arc lamp spectra. Data is normalized to 495 nm for comparison.

Because the simulated solar light spectrum, even with the AM1.5G filter, does not exactly match the reference spectrum (Figure 3-2) and organic materials have different absorption spectra compared to the Si detector, a spectral mismatch factor $M$ is used to adjust the measured intensity, according to
\[ M = \frac{\int_{\lambda_1}^{\lambda_2} E_R(\lambda) S_R(\lambda) d\lambda \int_{\lambda_1}^{\lambda_2} E_S(\lambda) S_T(\lambda) d\lambda}{\int_{\lambda_1}^{\lambda_2} E_R(\lambda) S_T(\lambda) d\lambda \int_{\lambda_1}^{\lambda_2} E_S(\lambda) S_R(\lambda) d\lambda} , \]

where \( E_R \) is the reference spectral intensity, \( E_S \) is the simulated source intensity, \( S_R \) is the responsivity of the Si reference cell, and \( S_T \) is the responsivity of the OPV under consideration. Each function should be integrated over the spectral response range of the test cell. Note that a KG1 standardized colored glass filter has been added to the Si reference cell to reduce its long-wavelength absorption, giving it better spectral responsivity agreement with organic materials.

Despite the difference in spectral irradiance between the solar simulator and reference spectrum, most OPVs have a mismatch close to unity in this system. The final, corrected optical intensity value is taken as

\[ I_{\text{test, std}} = I_{\text{ref, std}} I_{\text{test, source}} M \]

where "std" and "source" are the AM1.5G standard reference spectrum and Xe-arc source spectrum, respectively, and "ref" and "source" are correspondingly the Si reference cell and the test OPV device. The spectral mismatch factor \( M \) for several different organic material systems in this characterization setup is shown in Table 3-1.

### Table 3-1. Spectral mismatch factor \( M \) for various devices

<table>
<thead>
<tr>
<th>P3HT:PCBM</th>
<th>CuPc/C(_{60})</th>
<th>ZnPc/C(_{60})</th>
<th>SubPc/C(_{60})</th>
<th>PBNdt-DTfBT:PCBM</th>
</tr>
</thead>
<tbody>
<tr>
<td>( M )</td>
<td>0.98</td>
<td>0.99</td>
<td>1.01</td>
<td>0.98</td>
</tr>
</tbody>
</table>
The typical arrangement of the solar simulator and associated optical components for a J-V measurement are shown in Figure 3-3. Neutral density filters are used to adjust the incident power $P_0$ from 0.1 sun to greater than 1 sun. The testing pocket is placed at a position calibrated to be 1 sun intensity under a certain filter combination using the Si reference cell with an assumed mismatch factor of unity. The intensity at this position can be adjusted slightly to account for variability in the spectral mismatch factors and lamp age by varying the lamp driving power (to $150\pm5$ W).

![Figure 3-3. Arrangement of the solar simulator and associated optical components.](image)

In this arrangement, multiple irises are used to isolate a specific area of the larger generated beam to increase beam uniformity. Small area devices are measured with the final, small iris in place; this iris can be flipped out of the optical path to illuminate larger areas. Unfortunately, the Xe-arc bulb and parabolic reflector combination still
results in significant variations across the final ∼4 mm diameter spot. Figure 3-4 details the variability in power intensity across the final spot, represented as the short-circuit current generated from the Si reference cell through a pinhole opening.

Figure 3-4. Optical intensity distribution over a calibrated 100 mW/cm² white light beam, measured as a function of current from a Si reference cell using a pinhole aperture.
There is an obvious region of high intensity near (2 mm, 2 mm), with intensity decreasing drastically toward the spot edge. While the total intensity over the spot size in this instance is ~100 mW/cm$^2$, extra care must be taken to account for this when measuring devices with an active area different from the standard 0.04 cm$^2$.

The current-voltage characteristics are measured using an Agilent 4155C semiconductor parameter analyzer, which both biases the test OPV and measures the current output. For dark current measurements, a shutter is used to block the white light beam and the test pocket is covered with a blackout cloth to ensure a light-free environment. Typically, double scans are used to detect any hysteresis in device performance, which can be indicative of charge trapping or other electronic defects within the device active layer. For illuminated scans, the relevant photovoltaic performance parameters (short-circuit current ($J_{SC}$), open-circuit voltage ($V_{OC}$), and the maximum power point ($P_{max}$)) are averaged from the two individual scans.

3.2.2 Quantum Efficiency

A second vital technique to assess and compare OPV performance is quantum efficiency measurement. The quantum efficiency is calculated in one of two ways: the external quantum efficiency (EQE), a representation of the number of electrons collected per number of photons incident on a device, and the internal quantum efficiency (IQE), the ratio of electrons collected per absorbed photon. EQE is also known as the internal photon-to-electron conversion efficiency, IPCE. The quantum efficiency measurement system is shown in Figure 3-5, conforming to the ASTM E1021 testing standard.$^{148}$
EQE is typically measured across the visible spectrum to show the full spectral response of an OPV. A quartz tungsten halogen (QTH) lamp feeds white light into a monochromator, where diffraction gratings are used to split the white light into a low intensity (1-10 μW/cm²) monochromatic beam of the desired wavelength. From there, the diverging monochromatic beam is collimated and chopped by a mechanical blade to create an alternating signal. The beam is then condensed by another lens onto either the test device or, for incident power measurement, a calibrated Si photodetector.

Figure 3-5. External quantum efficiency characterization system based on the ASTM E1021 standard.
The test device is also illuminated by non-chopped white light of typically 0.5-1 sun intensity to mimic the optical and electrical field within a device measured under one sun conditions in the J-V characterization system. The photocurrent is routed through a current amplifier to increase the signal/noise ratio, and then input into a lock-in amplifier. The lock-in amplifier uses the reference frequency from the chopper controller to isolate the current component that comes solely from the chopped monochromatic light. The EQE is then calculated as

\[
EQE(\lambda) = \frac{hc}{q\lambda} \cdot \frac{I_T(\lambda)}{I_D(\lambda)/R_D(\lambda)} = IQE(\lambda) \cdot \eta_A(\lambda)
\]

where \( c \) is the speed of light, \( h \) is Planck’s constant, \( q \) is the elementary charge, \( I_T(\lambda) \) is the lock-in-measured photocurrent from the test OPV, \( I_D(\lambda) \) is the Si photodetector current, and \( R_D(\lambda) \) is the responsivity of the reference detector. To calculate IQE, the absorption efficiency \( \eta_A(\lambda) \) is taken into account. Ideally, the monochromatic beam should be slightly smaller than the device itself. If the beam is larger than the device area, the incident power \( I_D(\lambda)/R_D(\lambda) \) must be adjusted to account only for the power incident on the device area (this adjustment is used in Chapter 6 to measure EQE under large area monochromatic illumination). The EQE spectrum for a rubrene/\( C_{60} \) (35/25 nm) device is shown in Figure 3-6. The short-circuit current under reference 100 mW/cm\(^2\) AM1.5G illumination can also be calculated from EQE data, via

\[
J_{sc} = \int_{\lambda_1}^{\lambda_2} \frac{q\lambda}{hc} EQE(\lambda) S(\lambda) d\lambda
\]

where \( S(\lambda) \) is the reference AM1.5G power intensity. If both the EQE and J-V measurement systems are calibrated correctly, the difference between the integrated
and experimental $J_{SC}$ values should be minor. For the example rubrene/C$_{60}$ device, the mismatch is approximately 3%, indicating acceptable agreement between the two systems and proper calibration.

![Figure 3-6](image)

Figure 3-6. External quantum efficiency spectrum and current-voltage curve for a rubrene/C$_{60}$ (35/25 nm) device. The EQE-calculated and experimentally measured short-circuit currents are indicated.

### 3.2.3 Synchronous Photocurrent

Synchronous photocurrent detection is a novel technique developed and used extensively for this work. The basic characterization setup is the same as for an EQE measurement (Figure 3-5), with the light source either being monochromatic or simulated solar illumination. However, a bias is applied across the device by the current amplifier. The bias is swept from negative to positive (typically to +1 V) to reconstruct
the photocurrent component of the total current curve. The measurement can be performed under chopped simulated solar illumination to obtain a photocurrent curve of a directly comparable magnitude to the total and dark currents, as in Figure 3-7A for a 20 nm zinc phthalocyanine (ZnPc)/40 nm C₆₀ bilayer device. Note that this demonstrates how the photocurrent curve dominates total current from \( V = -1 \) V to \( V \approx 0.25 \) V. The dark current dominates the total current at larger forward biases, as expected.

![Figure 3-7. Example photocurrent data. A) Dark, total, and photocurrents of a 20 nm ZnPc/40 nm C₆₀ bilayer device under simulated solar illumination. B) Photocurrent measured under monochromatic illumination of various wavelengths for a 90 nm CuPc:C₆₀ (1:1 by weight) mixed heterojunction device. Inset: phase information recorded from the lock-in amplifier.](image)

The more common usage is under monochromatic illumination, to study the photocurrent behavior as a function of wavelength (Figure 3-7B). In this configuration, a strong white light bias (ideally 100 mW/cm², but device instability at large voltages can necessitate lower intensities to reduce measurement error) is applied to create a representative electrical field across the active layers of the test OPV. Additionally, the
white light bias spectrum should be matched with the absorption spectrum of the device. For example, the spectra of three different bias lamps are shown in Figure 3-8, along with the absorption spectra of CuPc, C₆₀, and PbPc.

![Figure 3-8. Irradiance spectra of two different white light bias lamps compared to the absorption spectra of three representative OPV materials within the visible region.](image)

The LED lamp irradiance spectrum is closely matched to the absorption peaks of CuPc ($\lambda = 600$-700 nm) and C₆₀ ($\lambda = 450$ nm), making it a suitable choice for that material system. PbPc, however, absorbs at longer wavelengths ($\lambda > 700$ nm) and is not matched well with the LED lamp spectrum. The halogen lamp is a better choice for PbPc to better mimic the AM1.5G conditions. The halogen lamp also demonstrates spectral match with CuPc and C₆₀. Precaution must be taken to cool the OPV when
using a halogen bulb due to its large heat output; extra heat will degrade the device over the course of the measurement.

As the bias is increased across the test OPV during testing, the magnitude of the photocurrent can decrease by several orders of magnitude. This rapidly decreases the signal-to-noise ratio of the measurement. To compensate, a longer integration constant (300 ms or 1 s), greater noise filtering within the lock-in amplifier, and much longer hold times (~7 time constants) compared to an EQE measurement are used. Scan times can range from one to three hours depending on the number of wavelengths considered, necessitating device encapsulation to minimize degradation during this period. Measurement times can be reduced by varying the integration constant and hold time based on the magnitude of the photocurrent signal.

Refer to Chapter 5 to see synchronous photocurrent measurements applied to study photocarrier generation and transport behavior based on OPV heterojunction design and for other purposes.

### 3.3 Organic Light Emitting Diodes

Complete characterization of an OLED encompasses the measurement of current-voltage performance, luminance, and emission spectra. From these characteristics the luminous, power, and quantum efficiencies are determined.

The emission spectrum is measured using a spectrometer (Ocean Optics JAZ), which accepts light through a 400 μm optical fiber. The incoming light is split with a diffraction grating and reflected onto a charge-coupled device (CCD) array which is configured to correlate response from each pixel with a specific wavelength. In addition
to photon count measurements, the system is calibrated with a reference tungsten halogen light source for absolute power measurement.

Current-voltage and luminance characteristics are measured using the system depicted in Figure 3-9.

![Figure 3-9. OLED current-voltage and luminance characterization system.](image)

The most important assumption made in this characterization system is that the OLED emission pattern is Lambertian, or equal in intensity in the forward direction regardless of the solid angle\textsuperscript{149}. In reality, there are slight deviations from Lambertian emission, and any type of optical structure designed to increase light outcoupling will alter the emission pattern\textsuperscript{150,151}.

The system is initially calibrated using a commercial luminance meter to determine a conversion factor $\alpha$ between the actual luminance $L$ and the measured
detector photocurrent $I_{det}$. The value of $\alpha$ is obtained by curve fitting of $L$ vs. $I_{det}$ over a representative luminance range. Additionally, $\alpha$ depends on the spectral response of the photodetector and a geometric factor $f$, the fraction of the total emitted light that the detector can observe. By assuming that the emission spectrum of the device is constant regardless of driving voltage, $f$ is calculated as

$$f = \frac{\phi_0}{A\pi\alpha} \cdot \frac{\int g(\lambda)S(\lambda)d\lambda}{\int S(\lambda)R(\lambda)d\lambda}$$

where $g(\lambda)$ is the normalized photopic response (responsivity of the human eye in bright light) curve with a peak value $\phi_0 = 683$ lm/W$^{152}$, $S(\lambda)$ is the device emission spectrum, $R(\lambda)$ is the detector responsivity, and $A$ is the device area. Typically, the emission spectra of different devices are ignored in the calculation of $f$, making it dependent only on the geometry of the measurement system, such as detector area and distance from the device.

With the geometric factor, emission spectrum, $I_{det}$, and the device driving current $I_D$ known, the luminous efficiency $\eta_L$, power efficiency $\eta_P$, and external quantum efficiency $\eta_{EQE}$ can be readily calculated,

$$\eta_L = \frac{LA}{I_D} \cdot \frac{\int g(\lambda)S(\lambda)d\lambda}{\int S(\lambda)R(\lambda)d\lambda},$$

$$\eta_P = \frac{\pi}{V} \cdot \eta_L,$$

$$\eta_{EQE} = \frac{qI_{det}}{hcfl_D} \cdot \frac{\int \lambda S(\lambda)d\lambda}{\int S(\lambda)R(\lambda)d\lambda}$$
where $h$ is Planck’s constant, $c$ is the speed of light, and $q$ is the elementary charge.

Ideally, the emission spectrum $S(\lambda)$ should be measured at a variety of voltages to account for any changes as the driving conditions change. Note also that the method of calculating $f$ only accounts for forward emission, ignoring waveguided and back-reflected emission; an integrating sphere can be used to account for these components.\textsuperscript{152}


CHAPTER 4
OPTICAL SIMULATION OF ORGANIC PHOTOVOLTAIC DEVICES

4.1 Monte Carlo-Based Ray Optics Modeling

The propagation of light can be represented in two ways: as a ray with an origin point and a direction or as a wave traveling with a certain frequency, wavelength, and direction. Because the wavelength of a visible light photon is less than 1 μm, optical simulations at larger dimensions than this can be suitably approximated by treating the light wave as a ray. At dimensions near or less than the wavelength of light, the governing equations of ray optics are not an accurate approximation and the wave nature of light must be taken into account. For the purposes of this work, Monte Carlo ray optics simulations were used to primarily examine the geometric effects of optical structures on light propagation behavior, not model the behavior of light within the active layer itself. In the realm of organic devices, ray optics have primarily been used for studying light extraction in light emitting diodes\textsuperscript{150,153}, but there have been applications in photovoltaics research\textsuperscript{154,155}.

At macroscopic scales, the equations that govern the behavior of light are well known. Transmission and reflection probabilities are calculated via the Fresnel equations, which are dependent on the polarization of the incident light ray (either parallel or perpendicular to the incident plane, respectively notated as $p$-polarization and $s$-polarization), the indices of refraction of the media under consideration, and the incident angle of the light ray relative to the interface surface normal. A simple diagram denoting the relationship between the incident angle $\theta_i$, the reflected angle $\theta_r$, and the
transmitted angle $\theta_t$ as light moves from one medium into a second (with a higher refractive index), is shown in Fig. 4.1.

![Schematic diagram of light propagation via ray optics](image)

Figure 4-1. Schematic diagram of light propagation via ray optics. Note that $n_2 > n_1$ in this situation.

The relative proportions of $R$ and $T$ are calculated using the Fresnel equations,

$$R_s = \left( \frac{n_1 \cos \theta_i - n_2 \cos \theta_t}{n_1 \cos \theta_i + n_2 \cos \theta_t} \right)^2$$

$$R_p = \left( \frac{n_1 \cos \theta_i - n_2 \cos \theta_t}{n_1 \cos \theta_i + n_2 \cos \theta_t} \right)^2$$

Where $n$ is the refractive index and the angles $\theta_i$ and $\theta_t$ are referenced to the surface normal as shown in Figure 4-1. The transmittance angle can be calculated using Snell's law,

$$\frac{\sin \theta_1}{\sin \theta_2} = \frac{n_2}{n_1}$$

This relationship can then be used to reduce the Fresnel equations to functions of $n$ and $\theta_i$. 
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For nonpolarized light, the total reflection and transmission coefficients are then taken as:

$$ R = \frac{R_s + R_p}{2} = 1 - T $$

With this, the proportions of an incoming light ray with intensity $I$ that have been reflected ($R$) and transmitted ($T$) at the interface between two media with differing refractive indices can be readily calculated. The final component from Figure 4-1, $\theta_r$, is simply $\theta_i$ – only the direction of the ray changes, not its angle relative to the interface normal. Practical implementation of these equations in a computer simulation can take two forms: first, a recursive algorithm that starts with a single ray with a set incident intensity, which is then split into two components at the first interface, reflected and transmitted, with the relative intensities of those two rays calculated using the above formulations. Those rays are then further split into reflected and transmitted components at the next interface they encounter, and so on.

The second approach relies on simulating a large number of rays to generate a statistically valid distribution of reflected and transmitted rays at each interface, where
the number of rays reflected is proportional to the Fresnel-calculated \( R \) value. For example, the calculated \( R \) value for normally-incident light on an air-glass interface (with refractive indices of 1 and 1.5, respectively) is approximately 0.04. The first method would take a single ray with intensity 1.00 and split it into a transmitted ray with an intensity of 0.96 and a reflected ray with intensity of 0.04. The second method would generate 100 rays, 4 of which would be reflected and 96 of which would be transmitted without any change in intensity. This is considered a Monte Carlo-type simulation method.

The latter approach has been implemented. The following discussion contains details of the specific implementations of the basic ray optics method, and how that technique has been adapted to work with microlens arrays, with the necessary refinements to give quantitatively significant results. The results of this simulator are used extensively in Chapter 6.

### 4.1.1 Basic Implementation Scheme

A basic ray optics simulator of planar layers must perform several functions:

1. Create a simulated stack of several layers and remember their locations in space (layer start/end coordinates) and refractive indices
2. Generate rays with a randomized origin and desired vector
3. Calculate the intersection point of the ray with the next layer based on the ray’s position, vector, and the coordinates of the next layer interface
4. Perform Fresnel calculations to determine the reflection and transmission probabilities
5. Determine whether the ray will reflect or transmit at the interface
6. Calculate new vectors after either reflection or transmission
7. Repeat steps 2 through 6 until the ray will no longer interact with the simulated stack due to reflection away from the layers, transmission through all layers, or absorption within a layer.

8. Accurately track the behavior of the ray, and whether it was absorbed, transmitted, or reflected.

9. Repeat steps 2 through 8 for a large number of rays.

A flow chart describing this process is shown in Figure 4-2.

Figure 4-2. Simplified flow chart of a Monte Carlo ray optics simulator.
For a system composed of purely planar layers, the implementation and mathematics of the simulator are straightforward. A basic simulated stack of planar layers is shown in Figure 4-3, with the different device, substrate, and illumination areas indicated. The “device” is created by defining a region that functions as a mirror on the back side of the active layer; the rest of the active layer is taken as adjacent to air, so rays can be lost by transmitting through the entire stack.

Figure 4-3. Typical simulated stack. Note that layer thicknesses are not to scale.

The intersection point between the ray and the next planar layer is a simple projection onto the layer. After the Fresnel reflection and transmission coefficients, $R$ and $T$, are determined, a random number within the set [0,1] is obtained; if the random number is less than or equal to $R$, the ray is reflected and a new vector is calculated according to:

$$d_{\text{reflect}} = d + 2(n \cdot (-d))n,$$

where $d$ is the direction vector of the ray, and $n$ is the surface normal. Otherwise, the ray is transmitted through the interface and the new refracted vector is:
\[ d_{\text{refract}} = d \left( \frac{n_1}{n_2} \right) + \left[ \left( \frac{n_1}{n_2} \right) (n \cdot (-d)) - \sqrt{1 - \left( \frac{n_1}{n_2} \right)^2 \left( 1 - (n \cdot (-d))^2 \right)} \right]. \]

where \( n_1 \) and \( n_2 \) are the refractive indices of the layers involved.

Eventually, the ray will transmit to the organic active layer, where it can be absorbed according to the Beer-Lambert law \( \Lambda = 1 - e^{-\alpha d} \), where \( \alpha \) is the wavelength-dependent absorption coefficient and \( d \) is the path length of light within the layer. Similarly to the determination mechanism for reflection and transmission, if a randomly generated number is less than or equal to \( A \), the ray is absorbed. This calculation is performed whenever the ray is within the active layer. Should the ray not be absorbed on a first pass, there are subsequent opportunities for absorption on additional passes. If the ray is outside of the device area, Fresnel calculations are performed to determine if the ray is reflected or transmitted at the organic/air interface; within the device area, the ray is reflected off of the cathode back into the active layer, absorption calculations are repeated, and the simulation cycle continues.

Several parameters are tracked during the simulation for later analysis, among them the number of rays absorbed in the device area, absorbed outside of the device area, reflected upon initial interaction with the stack, reflected at any other point in the simulation, and transmitted through the stack. Additional tracked quantities include the ray pathlength through the active layer, initial generation point (inside or outside of the device area) and wavelength of each absorbed ray.
4.1.2 Simulation of Optical Structures

The basic simulator framework is suitable for a stack that contains non-planar layers, such as arrays of pyramids or hemispherical microlenses, but significant care must be taken to properly describe the interaction around the non-planar optical structure. This takes several forms:

1. Correct initialization of the simulated optical structure layer, with the flexibility to accommodate a variety of structures, such as microlens arrays with different contact angles, packing factors, and lens diameters.

2. Determination of whether the next intersection will be with a planar layer or the optical structure

3. Accurate calculation of ray intersection points with the optical structure

4. Error checking to ensure interaction with only one optical structure, in the case of an array of features

For the purposes of this section, the optical structure is a convex hemispherical microlens array unless otherwise noted. The typical simulated device structure is shown in Figure 4-4, with typical layer thicknesses and indices of refraction indicated. Note that the layer thicknesses are not to scale.

Figure 4-4. Typical simulated device structure with a convex microlens array.
Proper simulation of the lens geometry is crucial. For a convex hemispherical microlens array with a contact angle of 90°, a sphere is first created at a desired height within the structure – the midpoint of the sphere is placed at the interface between air and the buffer layer, leaving a perfect hemisphere above and below the interface. The sphere is then repeated in space to simulate the array. Two different packing factors are considered (Figure 4-5), a square array and a close-packed hexagonal array. Image files are generated by recording the coordinates at every point the ray interacts with the structure; the resulting coordinate file is output and viewed using Visual Molecular Dynamics (VMD)\textsuperscript{156}.

![Figure 4-5. Simulated microlens arrays. A) square and B) hexagonal close-packed (right) arrays of 1 mm diameter, 90° contact angle convex lenses (visualized using VMD\textsuperscript{156}).](image)

With the full array simulated, the concavity of the array is defined by disallowing interactions between the ray and sphere below (for convex arrays) or above (for concave arrays) the air buffer interface. To simplify later calculations, the center point
of each lens is saved during array generation. The lens array can either be created to fill the entire defined array area or as a small array that is spatially shifted to catch rays as they approach an intersection with the lens layer. The former approach is computationally expensive but simple to program; the latter requires additional care to accurately shift the array but vastly decreases expense and simulation time. The latter approach was used in this simulator.

Simulation of different contact angles was also required. Figure 4-6 illustrates the shifting process to create a lens with a contact angle less than 90°. First, a 90° lens is made by the previously described process. Then, the lens is shifted a distance of \( r \cos(\theta) \) into the buffer layer, where \( r \) is the radius of the sphere and \( \theta \) is the desired contact angle. The array is then generated by either using the original sphere radius to leave gaps between the individual lenses, or by using the new lens radius

\[
r_{cap} = \sqrt{h_{cap}(2r - h_{cap})}
\]

to create a close-packed array.

Figure 4-6. Concept and mathematical details to simulate lenses of different contact angles.
Close-packed arrays were used to isolate the effect of contact angle. Images of 90° and 30° hexagonally close-packed arrays generated from 1 mm spheres are shown in Figure 4-7, visualized with VMD. The images appear semi-transparent because the coordinate files are generated from a finite number of interactions.

![Figure 4-7. Simulated lens arrays with contact angles of 90° and 30° (visualized with VMD).](image)

With the array properly created, the next concern is accurately defining interactions between the ray and the lens layer. Whenever there is a chance that the ray will intersect with the lens array an intersection point is sought; if no valid intersection is found, the next interaction surface is planar and the ray is projected to the next planar interface and Fresnel reflection and transmission calculations are performed.

The translation distance required along a ray’s direction to intersect a point on a sphere is a quadratic relation, calculated as

$$At^2 + Bt + C = 0,$$
\[ A = \mathbf{d} \cdot \mathbf{d}, \]
\[ B = 2(s \cdot \mathbf{d}) - 2(c \cdot \mathbf{d}), \]
\[ C = (s \cdot s) + (c \cdot c) - 2(c \cdot s) - r^2, \]

Where \( \mathbf{d} \) is the ray direction, \( \mathbf{s} \) is the ray origin, \( \mathbf{c} \) is the sphere center point, and \( r \) is the sphere radius. If the quantity \( B^2 - 4AC \) is negative, no valid intersection exists between the ray and the sphere. In a convex array, the only allowed solutions are positive values of \( t \) such that the intersection point \( \mathbf{d} \) is above the basal plane of the lens array. This calculation is repeated for all lenses in the array and the smallest positive value of \( t \) is taken as the correct intersection point. If no suitable positive value of \( t \) exists within the array the intersection is treated as a planar.

After an appropriate intersection point is calculated, the local surface normal of the lens at the intersection point is calculated for use in the Fresnel transmission and reflection calculations, and the ray is either reflected or refracted according to the previous equations.

### 4.1.3 Quantitative Significance and Verification

Since this simulator is intended to show the effect that optical structures have on a real photovoltaic device additional steps must be taken to ensure that the data is quantitatively significant. First, elementary hand calculations can be compared with simulated results to check that rays are being generated in an appropriately random manner across the specified area and that the simulator's calculated reflection coefficient behaves appropriately for an air-glass (\( n = 1.5 \)) interface (Figure 4-8A), and that ray generation occurs in an appropriately random manner (Figure 4-8B).
To better approximate and analyze the absorption characteristics induced in real organic photovoltaic devices, the organic active layer is assigned wavelength-dependent absorption coefficients and rays are assigned wavelength values to mimic the wavelength distribution of light in the reference AM 1.5G solar spectrum\textsuperscript{144}. Absorption coefficients were derived from extinction coefficient values measured using spectroscopic ellipsometry according to \( \alpha = 4\pi k / \lambda \). The absorption coefficients and simulated AM 1.5G spectra are shown in Figure 4.9.

The simulated AM 1.5G spectrum is created by first normalizing individual wavelength photon counts to the total photon count within the reference spectrum, then generating a random number. The ray is defined as having wavelength \( \lambda \) if the random number \( R \) satisfies

\[
\sum_{0}^{4} G < R \leq \sum_{0}^{4} G ,
\]
where $\mathbf{G}$ is the list of ordered, normalized photon counts. As shown in figure 4-9, close reproduction of the reference spectrum is obtained with a simulation of only one hundred thousand rays.

Increasing the ray count to one million gives an almost exact reproduction. Combining an accurate simulated spectrum with realistic absorption values gives a fairly accurate reproduction of solar cell absorption. Finally, periodic boundary conditions (PBCs) are enforced using the array area as a boundary, allowing the device to be effectively infinite (device area = array area) or isolated (device area $\ll$ array area). Simulated absorption spectra and the results of various geometric arrangements are discussed extensively in Chapter 6.

![Plot of simulated air mass 1.5G solar spectrum and active layers absorption coefficients for various material systems.](image)

Figure 4-9. Simulated air mass 1.5G solar spectrum and active layers absorption coefficients for various material systems.
4.2 Transfer Matrix Wave Optics

4.2.1 Concept

For dimensions near and less than the wavelength of visible light, ray optics methods are not suitable to describe the behavior of light. In OPVs, active layer thicknesses are on the order of 100 nm, and are typically adjacent to a highly reflective surface, the thermally evaporated metal cathode. In the area close to a reflective surface, incident and reflected light waves will constructively and destructively interact, creating areas of high and low optical intensity.

The emergent optical interference patterns can have a profound effect on OPV performance. In bilayer devices, thicknesses should be optimized to center regions of high optical intensity near the heterojunction interface, ensuring that a large proportion of generated excitons are dissociated at the interface. Mixed heterojunction devices do not have this requirement, but regions of strong optical absorption should be centered within the active region to maximize photocurrent generation. This can be accomplished by either increasing the layer thickness or, if charge carrier transport lengths or film morphologies limit how thick the active layer can be made, adding an optical spacer between the cathode and active layer. Additionally, tandem OPVs require extensive optical design to balance photocurrent between the front and back cells to maximize efficiency\textsuperscript{66}.

In all of these cases, transfer matrix optical simulations are a computationally efficient, robust method to examine optical interference effects in planar stacks of optical media. Here, the transfer matrix method of Pettersson\textsuperscript{157} and Peumans\textsuperscript{1} is implemented. This approach calculates the optical field within a series of planar layers and then determines the resulting exciton generation and photocurrent output from the
device, along with calculating properties such as reflection, transmission, and device absorption. The following section is a summary of the derivation of this method, which has been implemented in numerous studies\textsuperscript{27,66,79,158-163}.

4.2.2 Optical Field Calculation

Given the assumptions that all layers are uniform and isotropic with parallel, flat interfaces (for convention, the interface normals are taken to be parallel to the $x$ direction within the simulation), and that the incident light can be described by planar waves, a basic formulation emerges. At any point within the system, the electric field can be described with two components, one of which is propagating in the positive $x$ direction and one in the negative $x$ direction. Each interface within the stack can therefore be described by a 2x2 matrix,

$$
I_{ij} = \frac{1}{t_{ij}} \begin{bmatrix} 1 & r_{ij} \\ r_{ij} & 1 \end{bmatrix}
$$

where $r_{ij}$ and $t_{ij}$ are the complex Fresnel reflection and transmission coefficients at each interface. This work only considers s-polarized light, with the electric field perpendicular to the plane of incidence, giving Fresnel coefficients of:

$$
r_{ij} = \frac{q_i - q_j}{q_i + q_j}
$$

and

$$
t_{ij} = \frac{2q_i}{q_i + q_j},
$$

with
\[ q_i = \tilde{n}_i \cos \theta_i = \sqrt{\tilde{n}_i^2 - \eta_0^2 \sin \theta_0}, \]

where \( \tilde{n}_i \) is the complex refractive index of layer \( i \), \( \eta_0 \) is the refractive index of air (1.0), and \( \theta_0 \) is the angle of incidence on the stack. Within each layer, the propagation is described by a layer matrix

\[
L_j = \begin{bmatrix} e^{-i\xi_j d_j} & 0 \\ 0 & e^{-i\xi_j d_j} \end{bmatrix},
\]

where \( d_j \) is the thickness of layer \( i \) and

\[
\xi_j = \frac{2\pi}{\lambda} q_j.
\]

The quantity \( \xi_j d_j \) is also known as the phase thickness, a representation of how much the phase of an incident light wave is changed by passing through that layer. This has important ramifications for interference, as shifts in the phase will change the spatial locations of constructive and destructive interference. Ultimately, the electric fields at each end of a system of \( m \) planar layers must be related by a transfer matrix \( S \), as in

\[
\begin{bmatrix} E_0^+ \\ E_0^- \end{bmatrix} = S \begin{bmatrix} E_{m+1}^+ \\ E_{m+1}^- \end{bmatrix}.
\]

\( S \) is itself calculated according to

\[
S = \begin{bmatrix} S_{11} & S_{12} \\ S_{21} & S_{22} \end{bmatrix} = \left( \prod_{\nu=1}^{m} I_{(\nu-1)L_c} \cdot I_{m(m+1)} \right) \cdot S_{21}.
\]

The transmission and reflection coefficients for the entire structure can be described with elements of the total transfer matrix \( S \),

\[
r = \frac{E_0^+}{E_0^-} = \frac{S_{21}}{S_{11}},
\]
\[ t = \frac{E_{m+1}^+}{E_0^+} = \frac{1}{S_{11}}. \]

This is allowed by realizing that light incident at upon the first layer propagating in the positive \( x \) direction will have no component propagating in the negative \( x \) direction at layer \( m+1 \), making \( E_{m+1}^- = 0 \). Thus, the reflection and transmission coefficients follow a logical formulation; the proportion of reflected light is the ratio of negatively propagating light to positively propagating light at the first layer, and the transmitted light is the ratio of positively propagating light at the final layer to positively propagating light at the first layer. The absorption of the multilayer stack is calculated according to

\[ A = 1 - T - R, \]

where the transmittance and reflectance are respectively calculated as

\[ T = |t|^2 \frac{\tilde{n}_{m+1}}{\tilde{n}_0} \quad \text{and} \quad R = |r|^2. \]

This can be further modified to remove the reflections at the air/substrate and substrate/multilayer interfaces, leaving only the reflection and transmission (and, therefore, absorption) through the multilayer stack itself\(^\text{1,164}\). This form is

\[ R' = \frac{R^* + R - 2R^*R}{1 - R^*R}, \]

\[ T' = \frac{T^*T}{1 - R^*R}, \]

where

\[ R^* = \left| \frac{1 - \tilde{n}_0}{1 + \tilde{n}_0} \right|^2, \]

\[ T^* = \tilde{n}_0 \left| \frac{2}{1 + \tilde{n}_0} \right|^2. \]
The transmission, reflection, and absorption \( A' = 1 - T' - R' \) for a multilayer stack of ITO/CuPc/C\(_{60}\)/BCP/Ag (150/20/40/8/100 nm) calculated using this method is shown in Figure 4-10. As expected, there is very little transmission through the structure (given the metal cathode), giving absorption and reflection an inverse relationship.

![Figure 4-10. Calculated transmission, absorption, and reflection of a multilayer CuPc/C\(_{60}\) structure.](image)

This is a fine situation to look at the behavior of the system as a whole, but the desired outcome is the calculation of the optical field within the system's constituent layers, necessitating a modification of the total system matrix to

\[
S = S'_j L_j S''_j.
\]

Now, each layer can be dealt with by its own transfer matrix, according to

\[
\begin{bmatrix}
E'_0 \\
E''_0
\end{bmatrix} = S'_j \begin{bmatrix}
E'^*_j \\
E''^*_j
\end{bmatrix},
\]

with
\[
S'_j = \begin{bmatrix}
S'_{j11} & S'_{j12} \\
S'_{j21} & S'_{j22}
\end{bmatrix} = \left( \prod_{v=1}^{j-1} I_{(v-1),v} \right) \cdot I_{(j-1)j},
\]

Here, \(E'_j^+\) and \(E'_j^-\) refer to the left hand boundary of layer \(j\). A similar rewriting based on \(S''_j\) gives terms for the right hand boundary of layer \(j\),

\[
\begin{bmatrix}
E''_j^+ \\
E''_j^-
\end{bmatrix} = S''_j \begin{bmatrix}
E_{m+1}^+ \\
E_{m+1}^-
\end{bmatrix},
\]

with

\[
S''_j = \begin{bmatrix}
S''_{j11} & S''_{j12} \\
S''_{j21} & S''_{j22}
\end{bmatrix} = \left( \prod_{v=j+1}^{m} I_{v,(v-1)} \right) \cdot I_{m(m+1)}
\]

Within this framework, reflection and transmission coefficients for layer \(j\) can be defined from both the right- and left hand directions in terms of elements of their respective partial system matrices:

\[
r'_j = S'_{j21} / S'_{j11},
\]

\[
r''_j = S''_{j21} / S''_{j11},
\]

\[
t'_j = 1 / S'_{j11},
\]

\[
t''_j = 1 / S''_{j11}.
\]

Next, a transmission coefficient that relates the incident wave to the wave propagating within layer \(j\) in the positive \(x\) direction at the interface of layers \(j\) and \((j - 1)\) can be derived using the above equations as
where \( r_j^- = -S_{j12} / S_{j11} \). The negative-\( x \) propagating component can also be determined,

\[
t_j^- = \frac{E_j^-}{E_0} = \frac{t_j^-}{1 - r_j^+ r_j^- e^{i2\xi_j d_j}},
\]

These last two equations can be used to describe the electric field at any distance \( x \) away from the interface of layers \( j \) and \((j - 1)\), provided that \( 0 \leq x \leq d_j \). In terms of the incident forward-propagating wave, the final solution is

\[
E_j(x) = E_j^+(x) + E_j^-(x) = \left[ t_j^+ e^{i\xi_j x} + t_j^- e^{-i\xi_j x}\right] E_0^+ = t_j^+ e^{i\xi_j x} + r_j^+ e^{-i\xi_j (d_j - x)} E_0^+.
\]

The optical field at position \( x \) is proportional to \( |E_j(x)|^2 \). The total energy absorbed at a position \( x \) per second is given by

\[ Q_j(x) = \frac{1}{2} c \varepsilon_0 \alpha_j \eta_j |E_j(x)|^2, \]

where \( c \) is the speed of light, \( \varepsilon_0 \) is the permittivity of free space, and \( \alpha_j \) is the absorption coefficient of light within layer \( j \). This is a quantity of great interest in OPV device simulation, as it represents the time-averaged absorption of light and (assuming a 100% photon-to-exciton conversion) exciton generation. Substituting the expression for \( E_j(x) \) into this yields

\[ Q_j(x) = \alpha_j I_0 \left( \frac{\eta_j}{\eta_0} |t_j^+|^2 \right) \left[ e^{-\alpha_j x} + \rho_j'' e^{-\alpha_j (d_j - x)} + 2 \rho_j'' e^{-\alpha_j d_j} \cos \left( \frac{4 \pi \eta_j}{\lambda} (d_j - x) - \phi_j \right) \right], \]

where \( I_0 \) is the incident light intensity and \( \rho_j'' \) and \( d_j^* \) are, respectively, the absolute value and the argument of \( r_j^+ \).
It is now clear that the energy absorbed at any position \( x \) within a layer \( j \) in a structure of planar layers is proportional to the summation of three components (from left to right inside of the bracketed portion of the proceeding equation): incident light propagating in the positive \( x \) direction, reflected light propagating in the negative \( x \) direction, and interference between these two waves.

While there are numerous reflecting interfaces inside of a typical device structure, the primary reflecting surface is the metal cathode. Thus, the regions of high intensity are closely related to the distance from this surface, with peaks coming at distances of \((2m+1)\lambda/4n\), where \( m = 0, 1, 2… \) is the integer order of interference. The proportional optical fields \( I_j(x) = \left| E_j(x) \right|^2 \) of two different structures, ITO (150 nm)/CuPc (20 nm)/C\(_{60}\) (40 nm)/BCP (8 nm)/Ag (100 nm) and ITO (150 nm)/CuPc:C\(_{60}\) (1:1) (60 nm)/BCP (8 nm)/Ag (100 nm) are shown in Figure 4-11.

Figure 4-11. Transfer matrix-calculated optical fields. Both A) 1:1 (by weight) mixed and B) planar heterojunction CuPc/C\(_{60}\) architectures are shown.
While there are differences between the optical fields within the bilayer and mixed devices, the general trend of $\lambda/4n$ remains true in either case; shorter wavelengths have intensity peaks closer to the cathode and the regions of high intensity for longer wavelengths are further away. In the case of the bilayer device, it is highly desirable to maximize the absorption and photocurrent in each layer by ensuring that regions of high intensity fall within the absorption band of the proper material and close to the heterojunction interface to maximize exciton diffusion efficiency. This can either be solved mathematically by computing the photocurrent generation from the optical field, or can be qualitatively shown by

$$G_j(x) \propto |E_j(x)|^2 \cdot \alpha_j(x),$$

where $G$ is the photon absorption/exciton generation rate, $E$ is the electric field intensity, and $\alpha$ is the wavelength-dependent absorption coefficient. The resulting exciton generation plots for two different bilayer structures, CuPc/C$_{60}$ 20/40 nm and 40/80 nm, are shown in Figure 4-12.

![Figure 4-12. Exciton generation plots in two different bilayer CuPc/C$_{60}$ devices.](image)
The discontinuities in the absorption field come from the different absorption spectra in each layer. Absorption in this model is only assumed to occur in the active layers. Examination of Figure 4-12 gives a good qualitative feel for the resulting device performance. In the case of a 20/40 nm bilayer, there is strong optical intensity in both CuPc and C\textsubscript{60} near the heterojunction interface and the layers are reasonably thin, which will maximize charge collection. In a 40/80 nm thick device, however, the heterojunction interface has been moved away from the bulk of exciton generation in C\textsubscript{60}, the maximum intensity of absorption in CuPc has been decreased, and the layers are now much thicker, limiting charge collection efficiency. It is therefore reasonable to conclude that 20/40 nm is a preferred architecture over 40/80 nm. While this approach is fine for qualitative analysis, quantitative evaluations are needed for more accurate optimization.

4.2.3 Photocurrent Calculation

With the calculated photon absorption/exciton generation field \(Q(x)\) already known, a steady-state diffusion equation can be constructed and solved for each layer that is defined as a contributor to the photocurrent (i.e. donor and acceptor),

\[
D_j \tau_j \frac{\partial^2 \rho}{\partial x^2} - \rho + \tau_j \frac{\lambda Q_j(x)}{\hbar c} = 0
\]

Where \(D_j\) and \(\tau_j\) are respectively the exciton diffusivity and lifetime within layer \(j\) and \(\rho\) is the exciton density at position \(x\). Since a properly designed Type-II D-A heterojunction and metal electrodes serve as perfect quenching/dissociation site for excitons, boundary conditions of \(\rho = 0\) can be set at these locations. Solving for the exciton diffusion current at the location of the D-A interface with this condition gives
\[ J_j = qD_j \left| \frac{\partial \rho}{\partial x} \right|_{x=x_{DA}}. \]

The quantum efficiency is found by normalizing the current to the incident power,

\[ \eta_{\text{EQE}}^j = \frac{2J_j}{q} \frac{1}{cE_0 |E_0^+|^2}. \]

The total current for the cell is then computed by summing the individual quantum efficiencies of each layer and integrating with respect to the AM1.5G spectrum, outputting the one-sun photocurrent regardless of the incident power intensity. Revisiting the previous CuPc/C\(_{60}\) structure, the optimum value for C\(_{60}\) thickness can be calculated as 40 nm, in agreement with qualitative predictions (Figure 4-13).

Figure 4-13. Transfer-matrix calculated short circuit current in a 20 nm CuPc/ x nm C\(_{60}\) device.
Note that this presumes no loss from both the exciton dissociation efficiency $\eta_{CT}$ and the charge collection efficiency $\eta_{CC}$, which results in an overestimation of short-circuit current. Corrections can be made if values for charge collection length and dissociation efficiency are known by modifying the current generation equation to

$$J_j = \eta_{cc} \eta_{ct} q D_j \left| \frac{\partial \rho}{\partial x} \right|_{x=x_{DA}}$$

$$\eta_{CC} = \exp \left( \frac{x_{DA} - x_{CC}}{l_{CC}} \right)$$

Where $x_{DA} - x_{CC}$ is the distance from the dissociation interface to a charge collecting interface (i.e. anode or cathode) and can vary based on charge carrier type, and $l_{CC}$ is the charge carrier collection length. This is especially suitable for bulk heterojunction devices, where charge collection losses can be substantial.

The transfer matrix method has been used extensively in Chapters 5 and 6 to explore the relationship between optical field and photocurrent behavior.

### 4.3 Review of Optical Simulation Techniques

In this Chapter, the reader was presented with the theoretical background, practical implementation, and capabilities of two different optical simulation techniques, Monte Carlo ray optics and transfer matrix wave optics. Both Chapters 5 and 6 use these techniques to analyze OPVs.

Ray optics simulations are used extensively in Chapter 6 to investigate the geometric dependence of microlens arrays on absorption enhancement. This technique is readily implemented and is suitable for a variety of optical structures. The basic
governing equations and iteration scheme were described. The Monte Carlo framework makes the program easily customizable and suitable for recording many different aspects of ray behavior. To obtain quantitatively significant data, rays are generated to fit the simulated AM1.5G solar spectrum and the active layer mimics the absorption characteristics of real materials.

In Section 4.2, the transfer matrix method for wave optics simulation was explained. This method is appropriate for simulating the optical field, including interference patterns that emerge within a stack of planar layers. The optical field can then be used to calculate absorption and, with certain assumptions, the short circuit current in an OPV; this is useful to quickly optimize layer thicknesses in complex structures without the expense of device fabrication. Transfer matrix calculations are used in Chapter 5 to correlate photocurrent behavior with the internal optical field in a variety of devices. In Chapter 6, a slightly modified calculation is used to approximate the behavior of devices with and without microlens arrays.
CHAPTER 5
PHOTOCURRENT GENERATION AND TRANSPORT BEHAVIOR IN ORGANIC
PHOTOVOLTAIC DEVICES

5.1 Overview

Despite significant advances in device performance, there are still fundamental questions regarding the nature of photocurrent generation and transport in organic photovoltaic devices. In this chapter, the novel technique of synchronous photocurrent detection is used to study the impact of device architecture and thickness on charge transport behavior (Section 5.2). Transfer matrix optical simulations are then used to correlate measured photocurrent characteristics and the optical field within the device active layers (Section 5.3). Finally, exciton dissociation behavior in bilayer OPVs is qualitatively described using a combination of optical simulation and synchronous photocurrent detection.

5.2 Effect of Heterojunction Architecture

OPV device architectures can take several different forms. The three most common small-molecule based architectures are (1) bilayer or planar, with neat layers of donor and acceptor and a single heterojunction interface, (2) bulk or mixed, where the donor and acceptor are uniformly mixed, creating dissociation interfaces throughout the active layer, and (3) planar-mixed, where neat layers of donor and acceptor sandwich a mixed layer in an attempt to maximize photocurrent generation without compromising charge extraction. A schematic of these three architectures is shown in Figure 5-1.
Figure 5-1. Three different small molecule device architectures.

The different placement of heterojunction interfaces in each of these architectures will have a significant impact on the locations of photocarrier generation. In a planar device, exciton dissociation will only efficiently occur at one plane within the active layers (discounting any effect of field-assisted exciton dissociation). Free charge carriers in this device therefore come only from the heterojunction interface. In a mixed device, charge generation will be more uniform throughout the active layer due to the abundance of readily available exciton dissociation interfaces (neglecting the effect of optical interference for the time being). A planar-mixed device is a hybrid between these two extremes: strong locations of carrier generation at the donor/mixed and mixed/acceptor interfaces with uniform generation inside the mixed portion of the active layer.

Based on this surface analysis, the movement of photogenerated charge carriers will differ due to the large variability in generation location and the charge transport characteristics of each architecture. A planar heterojunction will act as charge blocking
interface, causing carrier pileup. For example, electrons in a bilayer CuPc/C\textsubscript{60} device can move freely from CuPc to C\textsubscript{60} but have a large energy barrier (~1 eV) preventing movement from C\textsubscript{60} to CuPc\textsuperscript{29,165}. This arrangement should cause a concentration gradient to emerge pointing away from the interface, strongly influencing the diffusion motion of charge carriers.

To probe this behavior, devices consisting of an electron donor of CuPc and an electron acceptor of C\textsubscript{60}, archetypical small molecule OPV materials, were studied. All devices were fabricated on glass substrates prepatterned with a tin-doped indium oxide (ITO) anode (15 Ω/□ sheet resistance) using vacuum thermal evaporation (Section 1.4.2). Before deposition, the substrates were sonicated in successive solutions of surfactant, deionized water, acetone, and isopropanol to remove any residual debris from the ITO surface. Finally, substrates were exposed to a UV-ozone treatment for 15 minutes to destroy any remaining organic particles and increase the work function of ITO for better hole extraction\textsuperscript{166,167}.

The planar heterojunction devices have a 20 nm-thick CuPc donor layer and a 40 nm-thick C\textsubscript{60} acceptor layer. Planar-mixed devices were a sandwich structure of CuPc/CuPc:C\textsubscript{60} (1:2 by weight)/C\textsubscript{60} (10 nm/20 nm/30 nm). Mixed heterojunction devices had varying active layer thicknesses (60 to 120 nm) and mixing ratios. All devices were finished with an 8 nm-thick exciton blocking layer of BCP and an aluminum cathode. CuPc was purified using high-vacuum gradient-zone sublimation (Section 1.4.1) prior to use; high purity C\textsubscript{60} and BCP were used as purchased.

The devices were characterized according to the techniques described in Chapter 3. All photocurrent measurements were performed under a white light bias of
approximately one sun (100 mW/cm²) with a monochromatic beam intensity on the order of 1-10 µW/cm², conforming to ASTM standards. In synchronous photocurrent detection, three components are fed to the lock-in amplifier: dark current, photocurrent from the white light bias, and periodically varying photocurrent from the mechanically chopped monochromatic light. The last is the parameter of interest. Experimental results will be presented primarily as external quantum efficiency (EQE), calculated as

\[ \eta_{EQE}(V, \lambda) = \frac{hc}{q\lambda} \frac{J_{ph}(V, \lambda)}{P_{0}(\lambda)} \]

where \( V \) is the applied voltage bias, \( \lambda \) is the incident monochromatic wavelength, and \( h, c, \) and \( q \) are Planck’s Constant, the speed of light, and the elementary charge, respectively. The only difference between the photocurrent quantum efficiency and a standard EQE measurement is the voltage applied across the device. Under forward bias, the ITO anode is connected to the positive terminal, and positive current is referenced as positive when it flows from the anode to the cathode.

Photocurrent characteristics for three different architectures (planar, planar-mixed, and mixed 1:1 (by weight) CuPc:C₆₀) at \( \lambda = 650 \) nm are shown in Figure 5-2. In Figure 5-2A, the planar and planar-mixed devices show monotonic decreases in photocurrent as bias is increased, from \( \eta_{EQE} > 10\% \) at \( V = 0 \) V to \( < 0.05\% \) at \( V = 1 \) V. Beyond \( V = 1 \) V data was unreliable due to overloading and noise in the measurement system. The mixed HJ device shows markedly different behavior. There is a steady decrease in \( \eta_{EQE} \) until it reaches a minimum value at \( V \approx 0.55 \) V. After this point \( \eta_{EQE} \) begins to increase. Shown in the inset of Figure 5-2A is the phase recorded by the lock-in amplifier. While there is no change for the planar or planar-mixed devices (excepting noise at high biases), there is a 180° shift in the mixed device phase at the same voltage where \( \eta_{EQE} \)
is at a minimum. This indicates that the direction of photocurrent changes at this voltage, i.e. it changes from negative to positive at a specific zero-photocurrent voltage $V_0$. In the planar and planar-mixed devices the photocurrent stays negative regardless of the voltage.

![Figure 5-2](image_url)

Figure 5-2. Example photocurrent characteristics for three different device architectures. A) Raw data (inset: lock-in amplifier phase). B) Phase-adjusted photocurrent characteristics.

This behavior can be explained by examining the relative behavior of the drift and diffusion components of the photocurrent. The photocurrent at any point in the active layer can be simply defined as a summation of the drift and diffusion subcomponents,

$$J_e = q \left( n \mu_e E + D \frac{dn}{dx} \right)$$

where $\mu_e$ is the electron mobility, $q$ is the elementary charge, $E$ is the local electric field, $D$ is the electron diffusivity and $n$ is the number of electrons. A similar equation can be written for holes, making the total photocurrent $J_{ph} = J_e + J_h$. Drift occurs as carriers are swept by the electric field; diffusion acts to reduce concentration gradients.
Figure 5-3 diagrams the relative contributions of drift and diffusion at small forward biases (or at the short circuit or negative biases), where the internal electric field points from the cathode to the anode, in planar and mixed architectures. The behavior of planar-mixed devices is qualitatively identical to planar and will therefore not be included in further discussions.

This is the standard operating condition of an OPV device. In the planar device, all charges are generated at the heterojunction interface. After dissociation, the internal electric field is able to sweep charges towards the electrodes for collection, giving a negative drift current. The diffusion current is also negative due to the concentration of charges at the dissociation interface, but it will be a minor contributor compared to drift. The internal electric field is continually sweeping charges away from the interface, reducing the concentration gradient and driving force for diffusion. The net photocurrent
for a planar device is therefore negative. In a mixed device, the lack of a singular heterojunction interface to block charge movement simplifies things. Charges will freely move with the electric field, giving a negative drift current. There is additionally no concentration gradient across the width of the active layer, reducing the diffusion photocurrent. This also leads to a negative net photocurrent.

The situation changes greatly when the forward bias is increased enough to overcome the built-in field across the active layer, depicted in Figure 5-4.

![Figure 5-4](image)

Figure 5-4. Relative contributions of drift and diffusion currents to the net photocurrent at large forward biases for two different device architectures. The direction of the internal electric field is indicated.

The planar device has very different behavior at large forward biases. Now, the internal electric field will sweep charge carriers towards the heterojunction interface, greatly increasing the concentration gradient. This will in turn increase the diffusion current to a sufficiently large value to maintain a negative net photocurrent regardless of the applied bias. The experimentally measured photocurrent curves show a steady decrease as the forward bias is increased. Two mechanisms are identified to explain
this. First, defect states exist within the band gap in these materials that can act as charge recombination centers. As the bias is increased and the concentration of electrons and holes increases the recombination current will increase accordingly, decreasing the driving force for diffusion. Second, an increased forward bias will cause sharper band bending within the active layer, increasing the efficiency of thermionic-assisted tunneling across the heterojunction interface and allowing the positive drift current to correspondingly increase.

There is no great change in the relative contributions of drift and diffusion in the mixed device; diffusion is still a minor constituent of the total photocurrent and drift dominates due to the lack of charge blocking interfaces. However, the drift current has changed direction with the electric field, making the total photocurrent positive. This explains the 180° phase shift and subsequent increase in photocurrent amplitude experimentally measured. This explanation infers that the experimental zero-photocurrent voltage \( V_0 \) must occur at a forward bias with a negligible internal electric field. A detailed study of the origin of \( V_0 \) and its wavelength dependence is covered in the Section 5.3.

5.3 Wavelength-Dependent Photocurrent Behavior in Mixed Heterojunction Devices

Section 5.2 explained the general relationship between the drift and diffusion components of the total photocurrent with respect to device architecture. One of the important conclusions to arise from this concerns mixed heterojunction devices; namely, the internal electric field must be negligible at the experimentally measured \( V_0 \) voltage because drift dominates the total photocurrent. Note that Figure 5-2 only presents one
wavelength of incident monochromatic light (650 nm). If $V_0$ is solely dependent on the internal electric field direction and drift current, there should be no difference between inversion voltages at different wavelengths. As Figure 5-5 shows, this is not true.

In fact, $V_0$ falls at a wide range of voltages. There is also no obvious dependence of $V_0$ with respect to wavelength, i.e. the shortest and longest wavelengths (400 and 700 nm) do not correspond to the smallest and largest inversion voltages. Further, the order and magnitude of inversion voltages change with the active layer thickness. In a 90 nm thick 1:1 CuPc:C$_{60}$ device (Figure 5-6A), the minimum inversion voltage is $\sim$0.52 V with 450 nm illumination. Increasing the active layer thickness to 120 nm (Figure 5-
6B) decreases the minimum inversion voltage to \( \sim 0.45 \) V, now with 500 nm light; \( V_0 \) at 450 nm illumination is \( \sim 0.48 \) V.

![Figure 5-6](image)

Figure 5-6. Measured photocurrent values for two different mixed layer thicknesses at different wavelengths. A) 90 nm CuPc:C\textsubscript{60} (1:1 by weight). B) 120 nm CuPc:C\textsubscript{60} (1:1 by weight).

To gain a clearer picture, linear interpolation of the measured photocurrent spectra near the inversion voltage can give a more precise value for \( V_0 \) at each wavelength. Figure 5-7 shows the resulting curves for three different layer thicknesses (60, 90, and 120 nm) of 1:1 CuPc:C\textsubscript{60} devices measured at 10 nm wavelength increments from 350 to 750 nm. After processing, it is clear that \( V_0 \) shows a definite relationship to wavelength. To explain the wavelength dependence, the details of carrier generation within the active layer must be studied. This is readily accomplished with transfer-matrix optical simulations to replicate the optical field within the device, taking into account interference between incident and reflected light from the cathode (refer to Section 4.2.2 for details on transfer matrix optical field calculations). At a 1:1 weight
ratio CuPc and C\textsubscript{60} mix homogenously\textsuperscript{10}, making it suitable to approximate charge carrier generation with optical intensity.

![Graph showing V\textsubscript{0} vs. wavelength for three different CuPc:C\textsubscript{60} (1:1) layer thicknesses.]

Figure 5-7. \(V_0\) vs. wavelength for three different CuPc:C\textsubscript{60} (1:1) layer thicknesses.

Figure 5-8 shows the calculated carrier generation fields \(G_j(x) = |E_j(x)|^2 \cdot \alpha_j(x)\) for three different active layer thicknesses, 60, 90, and 120 nm. Also shown is a reproduction of Figure 5-7 for comparative purposes. The weighted average centers of charge generation \(x_c\) for each wavelength are shown in white on the transfer matrix plots. The values of \(x_c\) at each wavelength show a clear relationship to the optical interference patterns formed within the active layer. Interference patterns in an OPV
result in peak intensity values at an approximate distance of \((2m+1)\lambda/4n\) away from the reflecting metal cathode, since it is the primary reflecting surface in the system. For example, in the 90 nm-thick device, the maximum optical intensity/carrier generation at \(\lambda \geq 450\) nm shifts away from the cathode with the as wavelength increases; \(x_c\) undergoes a similar shift. However, at \(\lambda \leq 400\) nm, a second-order interference peak emerges proximate to the anode, shifting \(x_c\) closer to the ITO/organic interface. The average location of charge carrier generation is closest to the cathode at \(\lambda \approx 440\) nm.

Figure 5-8. Experimental \(V_0\) vs. wavelength data and transfer matrix-calculated charge generation fields for three different CuPc:C\(_{60}\) (1:1) active layer thicknesses. The weighted center of charge generation is shown in white on the transfer matrix plots. The ITO/organic interface is at the top of the plots; organic/cathode is at the bottom.
The observed correlation between $V_0$ and $x_c$ is attributed to the diffusion current in these devices. In a CuPc:C$_{60}$ (1:1) mixed film, the hole mobility ($\sim 10^{-5}$ cm$^2$/Vs) is approximately three orders of magnitude lower than the electron mobility ($\sim 10^{-2}$ cm$^2$/Vs)$^{10}$. Therefore, charge extraction from the active layer will be limited by hole transport. When holes are generated close to the cathode, the corresponding hole diffusion current is low; holes must travel a long distance to reach the anode. Since the total diffusion current is reduced, a smaller positive drift current (and smaller forward bias) is required to reach a zero-photocurrent value. In contrast, if $x_c$ is close to the anode, the diffusion current will be large, resulting in a larger $V_0$. A comprehensive device model is needed to fully understand this relationship.

One simple verification of this model is to examine the effect of device thickness on $V_0$. A thicker active layer will require charge carriers to diffuse over a longer distance for collection, reducing the diffusion component of the photocurrent. In effect, $V_0$ will be reduced across the entire visible spectrum. Figure 5-9 shows a plot of $V_0$ vs. wavelength for three different poly(3-hexylthiophene) (P3HT): [6,6]-phenyl C$_{61}$-butyric acid methyl ester (PCBM) (1:0.8 weight ratio) bulk heterojunction OPVs. The thickness is varied from ~80 nm for a 1000 rpm, 18 mg/mL device to >150 nm for a 1000 rpm, 36 mg/mL active layer.

The thicker devices show universally reduced $V_0$ voltages, reducing from ~0.82 V in a 1000 rpm, 18 mg/mL device to ~0.70 V in the thickest device, 1000 rpm, 36 mg/mL. These results add more support to the earlier conclusions regarding diffusion current and inversion voltage.
5.4 Exciton Dissociation Behavior in Bilayer Organic Photovoltaics

The photocurrent behavior presented in Section 5.2 outlined the general relationship between drift and diffusion currents in typical bilayer OPV devices. In a 20 nm CuPc/40 nm C$_{60}$ device the photocurrent remains negative up to the limits of the measurement setup (Figure 5-10A). However, increasing the CuPc donor thickness from 20 nm to 40 nm introduces inversion at some wavelengths, as shown in Figure 5-10B. Specifically, the 40 nm/40 nm device has inversion under 350, 400, 550, 600, 650, and 700 nm monochromatic light and no inversion under 450 and 500 nm illumination.
There is no obvious correlation between the absorption spectrum of CuPc and the inversion voltages, as inversion occurs at short wavelengths in addition to 600-700 nm. Other variations in active layer thickness show different patterns of inversion. For further analysis, transfer matrix simulations were used to examine a relationship between optical absorption and inversion (and the lack thereof). The results for three different thickness combinations are shown in Figure 5-11.

The transfer matrix plots in Figure 5-11 are representative of exciton generation, not carrier generation. The weighted average centers of exciton generation are shown in white on each transfer matrix plot. Note that the experimental $V_0$ plots have a much wider range of inversion voltages in a single device than the bulk heterojunction devices presented in Section 5.3. Additionally, the plateau from 450-500 nm presented in the 40 nm/40 nm device does not represent inversion. Instead, it is the voltage at
which the minimum value is observed for each wavelength; since inversion is not observed, this is the maximum voltage scanned in the system.

Figure 5-11. Transfer matrix optical simulations for three different bilayer devices. Also shown are experimentally calculated $V_0$ values. The weighted average centers of exciton generation are shown in white.

There is no clear correlation between the direct exciton generation fields and the measured inversion voltage plots, as there was for bulk heterojunction devices. Since exciton generation and diffusion occurs in distinct layers in a bilayer device as opposed to a mixed medium in a bulk heterojunction device, it is important to take the exciton diffusion length into account. The exciton diffusion length in C$_{60}$ is much longer than in
CuPc (40 nm vs. 10 nm)\textsuperscript{1,66}; this is why C\textsubscript{60} layers can be thicker than phthalocyanine layers and still show decent internal quantum efficiencies. A more useful analysis is presented in Figure 5-12B, where the center of exciton generation has been adjusted to show the distance from the heterojunction interface in terms of exciton diffusion length.

![Figure 5-12](image)

**Figure 5-12.** Inversion voltage and exciton generation profiles for CuPc/C\textsubscript{60} planar devices with different thicknesses. **A)** Experimentally measured $V_0$ values. **B)** Transfer-matrix calculated average exciton generation distance from the heterojunction interface.

A relationship emerges upon analysis of this figure in comparison to the experimental $V_0$ values. If excitons are on average generated close to the heterojunction interface, the inversion voltage is large, or there is no inversion. As exciton generation moves further from the interface, the inversion voltage decreases. Since the percentage of interface-dissociated excitons will increase as the average generation location moves closer to the heterojunction, there is a correlation between increased interface-dissociated excitons and increased inversion voltage.
All excitons have a chance of being dissociated by the electric field within the device, instead of at the heterojunction interface. This is generally ignored as a contributor to photocurrent, since it is an extremely inefficient and minor contributor compared to interface dissociation. However, at large forward biases the photocurrent resulting from interface dissociation will be limited to the diffusion component. This can be overcome by drift of carriers generated by field-assisted dissociation, where charges will not be blocked by the interface. The drift, diffusion, and net photocurrent for two different excitons created in the donor layer, one dissociated by the interface and one by the electric field, are diagrammed in Figure 5-13 for a device at a large forward bias.

Figure 5-13. The drift, diffusion, and net photocurrent for excitons dissociated by either the interface or the electric field. The internal electric field is representative of a device at a large forward bias.

The first exciton is created close to the interface and dissociated by the heterojunction. This results in carrier pileup at the heterojunction interface and an increased diffusion current, as explained in Section 5.2. The net photocurrent from
interface dissociated excitons will be negative, but with a small magnitude due to the thicker active layers, which reduce the long-range concentration gradient.

The exciton created far from the interface has very different characteristics. When it dissociates, it will introduce a hole into the donor HOMO and an electron into the LUMO. The lack of a strong concentration gradient away from the heterojunction interface will reduce to diffusion component of photocurrent. Because the electron is no longer blocked by the heterojunction interface and has a clear path to the anode, the drift current will instead be primary component of net photocurrent from the field-dissociated exciton. Thus, the net photocurrent from the field-dissociated excitons will be positive. In this model, inversion will appear under illumination from a certain wavelength if the positive field-assisted drift current is larger than the negative interface-dissociated diffusion current.

While this model is internally consistent and agrees well with experimental results, more study is needed to quantify the significance of field-assisted exciton dissociation and its contributions of drift and diffusion photocurrent. Potential future research opportunities are discussed in Chapter 8.

5.5 Review

In this Chapter, the charge generation and transport processes in OPVs were probed to gain a better understanding of fundamental device processes. A synchronous photocurrent detection method was developed to isolate the contribution of photogenerated current at different wavelengths and applied device biases.

First, the photocurrent characteristics of thin bilayer and planar-mixed heterojunction devices were explored, and the photocurrent was found to always remain
negative. As the photocurrent results from both the drift and diffusion motion of photocarriers, a model using the relative magnitudes of these two components was developed. At small forward biases, the drift current dominates in these architectures as the built-in field sweeps charges away from the interface. When the bias is increased sufficiently and the direction of the internal electric field reverses, carriers are instead swept towards the heterojunction interface, where the large energy band offsets result in carrier pileup. The increased concentration gradient leads to an increase in the diffusion current, and the photocurrent therefore remains negative, but at a much smaller magnitude as leakage pathways create a small positive current that increases with the applied bias.

The lack of charge transport barriers in a mixed heterojunction device causes the drift current to dominate at almost all applied biases. At large forward biases, the internal electric field and drift current direction will reverse and become positive when the applied bias overcomes the built-in field. However, at a certain narrow applied bias range the internal electric field will be negligible, enabling the diffusion current to dominate. The specific voltages where photocurrent inversion occurs were found to be highly correlated to the average charge carrier generation location within the active layer, as determined using transfer matrix wave optics calculations.

Additional studies provided evidence that field-assisted exciton dissociation can be an important contributor to photocurrent under some conditions. In contrast to most bilayer heterojunction devices, where photocurrent is persistently negative, devices with thicker donor or acceptor layers display photocurrent inversion at certain wavelengths. Comparisons between the calculated optical field and measured inversion voltages
reveal a relationship between the proximity of exciton location relative to the dissociation interface and increased inversion voltage. Because there is no change in the heterojunction interface, this suggests that field-assisted exciton dissociation is introducing free charge carriers past the heterojunction interface, where they create a positive drift current.

Ultimately, the characteristics observed here require more qualitative evaluation and simulation. The insights into photocarrier behavior from this study can be used to develop and verify the results of an advanced device simulator. In Chapter 8, the basic framework of the simulator is introduced and discussed, along with a proposed implementation scheme.
6.1 Introduction and Background

In the search for clean, renewable energy sources, photovoltaics (PVs) have emerged as a strong contender. Most of the existing PV technologies rely on inorganic active layer materials, such as crystalline silicon or III-V compound semiconductors like GaAs. While these materials have excellent power conversion efficiencies, they are prohibitively expensive for widespread adoption. Thin-film inorganic technologies like CdTe and CuIn$_x$Ga$_{(1-x)}$Se$_2$ (CIGS) are supplanting legacy technologies, but expense and mechanical robustness remain intrinsic issues with inorganic materials. OPVs offer a promising alternative. They offer mechanical durability, inexpensive, light weight modules and are compatible with economical, high-throughput production techniques. With recent power conversion efficiencies exceeding 8%, performance is close to the values for market acceptance.

Most of the efforts in increasing performance have focused on synthesizing new active layer materials, optimizing processing techniques and conditions, and developing new device architectures, little work has been expended investigating potential enhancements from manipulating the coupling of incident light into the active layer.

Regardless of the method taken, the primary goal is to ameliorate the fundamental tradeoff between light absorption and internal quantum efficiency in OPVs. The external quantum efficiency is defined by these two terms, $\eta_{EQE} = \eta_A \eta_{IQE}$. The internal quantum efficiency (IQE) itself has three subcomponents, the charge collection efficiency, charge transfer efficiency, and exciton diffusion efficiency, so $\eta_{IQE} = \eta_{CC} \eta_{CT} \eta_{ED}$. 
The charge transfer efficiency $\eta_{CT}$ is approximately unity in a properly designed OPV heterojunction and will not be considered further. The other two components vary with architecture. In a bilayer heterojunction, exciton diffusion efficiency $\eta_{ED}$ falls off quickly with increased layer thickness. As a benefit, however, the thinner, neat layers that results have favorable charge transport properties and $\eta_{CC}$ is high. A bulk heterojunction has the opposite issue – $\eta_{ED}$ is considered to be unity due to the intermixing of the two materials and the resulting ubiquitous heterojunction interface; however, poor internal morphologies and phase separation disrupt charge transport and collection, decreasing $\eta_{CC}$.

In either case, the simplest method to increase IQE without altering the active layer material is to decrease layer thickness. However, this has a deleterious effect on light absorption, which can be described by the Beer-Lambert Law for a ray-optics based system,

$$\eta_\lambda \propto 1 - \exp(-\alpha d)$$

where $\alpha$ is the wavelength-dependent absorption coefficient and $d$ is the path length of light through the active layer (typically taken as the layer thickness). Given this, there are two ways to increase light absorption without increasing the active layer thickness: increase the absorption coefficient, which would require a different active layer material, or increase the path length in the layer. The first option is ultimately desirable but requires considerable time and expense for synthesis and reoptimization of processing parameters; the second can be accomplished by manipulating how light interacts with and propagates within the active layer.
There have been few reports in the literature of optical designs that accomplish this in OPVs. Among them are using prism-shaped substrates to induce total internal reflection\textsuperscript{138}, V-aligned solar cells\textsuperscript{135,136}, and a patterned mirror-and-lens light trap\textsuperscript{139,140}. While these are certainly effective methods to increase light absorption, they are incompatible with high-throughput, inexpensive processing techniques, or cannot be implemented effectively with large area, production-scale devices.

The solution presented here is a transparent microlens array (MLA) applied to the light-incident surface of the device using a soft lithographic stamping technique. When light strikes a MLA, two advantageous processes will occur (Figure 6-1).

Figure 6-1. Schematic diagram of light interaction and path length through the active layer in a device with and without a microlens array (MLA). 1) Refraction of light due to the curved lens surface. 2) Reflection of incident light into a neighboring feature.

Without a MLA, the path length of light is just the layer thickness $t_a$ for normal-incident light. Should the light not be absorbed on the first pass, it will reflect off the cathode and pass through the layer again with the same path length, and then be lost to
the device. With a MLA, the situation is greatly changed. Figure 6-1 process (1) illustrates an incident light ray refracted by the non-normal surface of the lens. The refraction will add an additional angular component to the light ray, increasing the path length to \( \tau_n / \cos \theta \), where \( \theta \) is the angle relative to the surface normal; the degree of refraction is dependent on the specific angle of impact at the lens surface.

Since the reflection coefficient will increase with the impact angle, at some angle a substantial percentage of the incident light will be reflected at the lens/air interface. The periodic structure of the microlens array becomes advantageous in this situation, as the incident light can be reflected into a neighboring feature at an angle that is now favorable for transmission (process (2), Figure 6-1). In either case, the path length has been increased and the absorption probability will accordingly rise without any changes to the active layer.

Further, because this is an optical effect based on interaction of incident light with a textured substrate, path length enhancements are present regardless of the active layer material. In the subsequent sections, the performance of small molecule, polymer, and inorganic quantum dot/polymer hybrid devices will be detailed for various architectures (Section 6.3). There are also numerous geometric effects on enhancement performance, which are probed using a ray optics simulation package (Chapter 4) in Section 6.4, along with experimental results. The effects of optical field shifts in these devices upon application of a MLA are described in Section 6.5. Finally, Section 6.6 describes device architectures and characteristics that are favorable for MLA enhancement.
6.2 Microlens Array Fabrication

Since the primary advantages of OPVs over conventional PV technology are their flexibility and inexpensive processing the MLA must be compatible with these characteristics. The MLAs fabricated for this work were produced from a poly(dimethylsiloxane) (PDMS) stamp patterned using convective-capillary self-assembly of 100 μm polystyrene microspheres. The convective-capillary self-assembly method is a low-cost, repeatable laboratory-scale technique to achieve high quality, large area (3 in²), close-packed microsphere monolayers\textsuperscript{168}. To form the close-packed monolayers, polystyrene microspheres in aqueous solution are dropped onto a silicon wafer. The wafer is then tilted to introduce convective flow of microspheres to the liquid-air interface. As the water evaporates, capillary forces pull the microspheres together into a hexagonal close-packed array. Other techniques to form arrays, including inkjet-printed lenses\textsuperscript{169}, liquid crystal droplets\textsuperscript{170}, the melting of self-assembled polymer microspheres\textsuperscript{171}, and photolithographic techniques\textsuperscript{172,173}, either cannot make arrays of sufficient quality, are too expensive, or are incompatible with high-throughput processing.

The subsequent steps in mold fabrication are shown in Figure 6-2. After a monolayer of desired size is assembled (6-2A), PDMS precursors are added in a 10:1 weight ratio of polymer to curing agent and poured onto the monolayer. The PDMS is then thermally cured in a vacuum oven for 2 hours at ~60°C and the cured polymer is removed from the silicon substrate, leaving a polymer mold with the polystyrene microspheres embedded (Figure 6-2B). The spheres are removed from the PDMS surface with a scotch-tape liftoff technique, leaving behind a concave mold (Figure 6-2C). The mold fabrication process is identical to the method used in previous reports of
light outcoupling enhancements in organic light emitting diodes using microlens arrays\textsuperscript{174,175}.

Figure 6-2. Processing steps in microlens array fabrication. A) Convective-capillary self-assembly of polystyrene microspheres and addition of poly(dimethylsiloxane) (PDMS) precursors. B) PDMS after curing, with polystyrene microspheres embedded. C) Removal of microspheres with scotch-tape liftoff, leaving behind a concave mold. D) Addition of optical adhesive to concave mold and application to substrate, and the resulting array after mold removal. Image courtesy of S.-H. Eom, parts reprinted with permission\textsuperscript{174}. 
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To form a MLA on the substrate, optical adhesive (Norland Optical Adhesive #63) is added to the mold and brought into contact with the substrate. After allowing time for the optical adhesive to spread and infill the microlens pattern (approximately three minutes), 365 nm UV light is shone through the mold for three minutes to cure the adhesive. The mold is then gently removed, leaving behind a convex array (Figure 6-2D). This process can be repeated several dozen times with a single mold before it fails due to UV-induced embrittlement and degradation. The resulting lenses have contact angles of $(85 \pm 5)^\circ$ and a high packing factor. The cured adhesive has a refractive index of $\sim 1.56$, closely matched to the glass substrate, and is highly transparent past 360 nm.

The lens application procedure typically requires exposing the organic layers to UV light while the optical adhesive cures, which can induce slight degradation in photovoltaic performance. This can be circumvented for thermally evaporated devices by prefabricating arrays on the substrate prior to active layer deposition, but no satisfactory laboratory-scale workaround was found for solution-processed devices.

### 6.3 Enhancement Characteristics

When a MLA is added to a device there are noticeable increases in both short circuit current ($J_{SC}$) and power conversion efficiency ($\eta_P$), with the majority of the $\eta_P$ increase attributed to enhancement in $J_{SC}$. There are only minor enhancements in the open circuit voltage ($V_{OC}$) and fill factor ($FF$) corresponding to a higher photocurrent relative to dark current. The current-voltage (J-V) characteristics for a thermally evaporated bilayer boron subphthalocyanine chloride (SubPc)/C$_{60}$ (12/40 nm) device with an 8 nm-thick BCP exciton blocking layer are shown in Figure 6-3, along with
external quantum efficiency response across the visible spectrum. Note that all devices in this study were fabricated on indium tin oxide (ITO) coated glass substrates that were successively cleaned in a solution of Tergitol surfactant, deionized water, acetone, and isopropanol, then exposed to a UV-ozone environment for 15 minutes prior to organic layer deposition.

With the MLA, \( J_{SC} \) is significantly increased from \((5.4 \pm 0.2) \text{ mA/cm}^2\) from \((4.6 \pm 0.1) \text{ mA/cm}^2\), approximately 17% enhancement. Combined with minimal increases in \( V_{OC} \) and \( FF \), \( \eta_P \) also increases from \((3.1 \pm 0.1)\%\) to \((3.7 \pm 0.1)\%\), a 20% increase. The device active area is approximately 2 mm x 2 mm, and a large area 2.25 cm\(^2\) rear reflector is used to simulate the geometric characteristics of a large device. Exact device areas were measured using optical microscopy. The methodology and justification for using a rear reflector is explained fully in Section 6.5.

Figure 6-3. Current-voltage and external quantum efficiency characteristics of a SubPc/C\(_{60}\) (12/40 nm) device with and without a microlens array (MLA). Relative enhancement is indicated across the visible spectrum.
Comparing the external quantum efficiency spectra of the device with and without a MLA shows that the enhancement is present across all wavelengths, though it is not constant. In general, the observed enhancement is greater in regions where absorption is relatively weak (e.g. \( \lambda > 620 \) nm) and smaller at wavelengths where the absorption is strong (e.g. at \( \lambda \approx 575 \) nm, the peak of SubPc absorption). This is in agreement with predictions from the Beer-Lambert law. For instance, a hypothetical 50% increase in the optical path length will result in only a 15% increase in \( \eta_A \) if 60% of the light is initially absorbed; if only 10% is absorbed initially, the increase in \( \eta_A \) is 46%. The reduced EQE of the device with a lens array near 350 nm is caused by absorption of the microlens material. We also observe a slight shift in the EQE spectrum with and without a lens array (most observable in the slight blueshift of the peak near 425 nm), attributed to an optical field shift within the active layer. The origin and ramifications of the optical field shift are discussed in Section 6.4.

One of the most attractive features of MLAs is that their enhancement mechanisms are universal and work with a wide variety of active layer materials. Significant enhancements have been realized for very high efficiency polymer:fullerene cells (Figure 6-4) and polymer-nanocrystal hybrid cells (Figure 6-5).

High efficiency polymer devices with an active layer of 1:1 by weight poly(benzo[1,2-b:4,5-b']dithiophene)-(5,6-difluoro-4,7-dithien-2-yl-2,1,3-benzothiadiazole) (PBnDT-DTffBT):[6,6]-phenyl-C\(_{61}\)-butyric acid methyl ester (PCBM)\(^{137}\) show enhancements of \( \eta_P \) from \((6.2 \pm 0.3)\%\) to \((7.0 \pm 0.4)\%\), a relative increase of approximately 13%.
As with the SubPc/C\textsubscript{60} bilayer devices, a correlation between strong EQE/absorbance and reduced enhancement is observed in the EQE spectra. PBnDT-DTffBT and PCBM were dissolved in dichlorobenzene and spin coated at \(\sim120^\circ\text{C}\) on top of a 40 nm-thick PEDOT:PSS layer, and then solvent annealed for 12 hours prior to thermal deposition of a 1 nm-thick LiF interfacial electron extraction layer and an aluminum cathode.

Hybrid PV cells with active layers consisting of the low-gap polymer poly[2,6-(4,4-bis-(2-ethylhexyl)-4H-cyclopenta[2,1-b;3,4-b']dithiophene)-alt-4,7-(2,1,3-benzothiadiazole)] (PCPDTBT) and CdSe nanoparticles\textsuperscript{176,177} (~7 nm diameter) in a 9:1 (by weight) ratio were spin coated from a 9:1 chloroform:pyridine solution, then annealed at 150°C for 30 minutes prior to aluminum cathode deposition. Devices with a solution-processed ZnO nanoparticle-based electron transport/optical spacing layer
show a 18% increase in $\eta_P$; those without ZnO have a 32% increase (Figure 6-5). The ZnO was spin coated from an ethanol solution and annealed at 85°C for 15 minutes.
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Figure 6-5. Current-voltage characteristics of hybrid PCPDTBT:CdSe polymer:inorganic nanoparticle devices with and without a ZnO optical spacing layer.

Hybrid devices are noteworthy in that their increases in $\eta_P$ are substantially greater than the enhancements in $J_{SC}$. Devices without ZnO have a much greater enhancement in $\eta_P$ due to significant increases in fill factor of (6 ± 1)% and (3 ± 1)% in $V_{OC}$. For comparison, the device without ZnO only has increases of (3 ± 3)% in fill factor and negligible increases in $V_{OC}$. This is attributed to the increased dark current in devices without ZnO. The higher dark current limits $FF$ and $V_{OC}$ by beginning to dominate the photocurrent at lower voltages. Therefore, the increased photocurrent induced by the microlens array therefore has a greater effect on these devices than on a device that is not limited in this manner. The performance metrics for several different device architectures and active layer materials are summarized in Table 6-1.
Table 6-1. Performance characteristics for several different device architectures and active layer materials with and without microlens arrays (MLAs).

<table>
<thead>
<tr>
<th>Architecture</th>
<th>$J_{SC}$ (mA/cm$^2$)</th>
<th>Enhancement (%)</th>
<th>$\eta_p$ (%)</th>
<th>Enhancement (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>w/o MLA</td>
<td>w/ MLA</td>
<td>w/o MLA</td>
<td>w/ MLA</td>
</tr>
<tr>
<td>SubPc/C$_{60}$ (1)</td>
<td>4.6 ± 0.2</td>
<td>5.4 ± 0.3</td>
<td>17</td>
<td>3.1 ± 0.2</td>
</tr>
<tr>
<td>SubPc/C$_{60}$ (2)</td>
<td>1.5 ± 0.1</td>
<td>2.3 ± 0.1</td>
<td>53</td>
<td>0.9 ± 0.1</td>
</tr>
<tr>
<td>P3HT:PCBM (1)</td>
<td>9.2 ± 0.5</td>
<td>10.5 ± 0.5</td>
<td>14</td>
<td>3.4 ± 0.2</td>
</tr>
<tr>
<td>P3HT:PCBM (2)</td>
<td>5.9 ± 0.3</td>
<td>7.4 ± 0.4</td>
<td>25</td>
<td>1.9 ± 0.1</td>
</tr>
<tr>
<td>PCPDTBT:CdSe (1)</td>
<td>9.1 ± 0.5</td>
<td>10.3 ± 0.5</td>
<td>13</td>
<td>2.8 ± 0.1</td>
</tr>
<tr>
<td>PCPDTBT:CdSe (2)</td>
<td>7.5 ± 0.4</td>
<td>9.0 ± 0.5</td>
<td>20</td>
<td>2.2 ± 0.1</td>
</tr>
<tr>
<td>PBnDT-DTffBT:PCBM</td>
<td>11.8 ± 0.6</td>
<td>13.1 ± 0.7</td>
<td>11</td>
<td>6.2 ± 0.3</td>
</tr>
</tbody>
</table>

SubPc/C$_{60}$ (1): 12 nm SubPc/40 nm C$_{60}$
SubPc/C$_{60}$ (2): 12 nm SubPc/80 nm C$_{60}$
P3HT:PCBM (1): 100 nm mixed layer thickness, no ZnO optical spacing
P3HT:PCBM (2): 100 nm mixed layer thickness, 45 nm ZnO
PCPDTBT:CdSe (1): 85 nm mixed layer thickness, 20 nm ZnO
PCPDTBT:CdSe (2): 85 nm mixed layer thickness, no ZnO
PBnDT-DTffBT:PCBM: 140 nm mixed layer thickness.

6.4 Optical Field Optimization

6.4.1 Bilayer Heterojunction Devices

It was noted in the previous section that the EQE spectrum of a SubPc/C$_{60}$ bilayer OPV exhibits a slight blueshift at shorter wavelengths in addition to the expected increases from MLA-enhanced absorption. This is consistent with changing optical interference patterns within the device active layer.

Under normal illumination, regions of high optical intensity will emerge at distances of $(2m+1)\lambda/4n$ away from the cathode/organic interface, where $m = 0, 1, 2...$ is the integer order of interference between the incoming wave and the reflected wave off of the cathode. The location of the intensity peak is related to the phase shift that the
reflected wave undergoes as it travels through the organic layers. Each layer therefore has a certain phase thickness, defined as

\[ t_p = \frac{2\pi d_i \tilde{n}_i \cos \theta_i}{\lambda} \]

where \( \tilde{n}_i \) is the complex refractive index of the layer, \( \theta_i \) is the angle of wave propagation through the layer, \( d_i \) is the layer thickness, and \( \lambda \) is the wavelength of light. Therefore, if the angle of incidence is increased, the phase shift is correspondingly altered and the locations of constructive and destructive interference will move further away from the cathode. This effect can be modeled using transfer-matrix optical simulations \(^{157}\) by making the key assumption that the MLA-refracted light can be modeled as non-normal incidence light on a series of planar layers.
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**Figure 6-6.** Calculated optical fields for SubPc/C\(_{60}\) (12/60 nm) OPVs at normal (0\(^\circ\)) and 30\(^\circ\) incidence.

Figure 6-6 shows the calculated optical field intensities within a SubPc/C\(_{60}\) (12/60 nm) bilayer OPV for normal (0\(^\circ\)) and 30\(^\circ\) incidence. The effects of the phase thickness...
shift are most observable in the altered intensity profile at \( \lambda > 700 \) nm and the intensity tail bleeding into the SubPc layer at \( \lambda \approx 575 \) nm with 30° incidence.

Since 60 nm is larger than the optimized \( C_{60} \) thickness (40 nm) for SubPc devices, shifting the 575 nm high intensity region into the SubPc layer has significant ramifications, as the maximum SubPc absorption occurs in this wavelength region. This suggests that the optimum device thickness for a device under normal illumination is not necessarily the optimum thickness for a device with a MLA.

The optical field shift has a significant effect on bilayer devices, where carrier generation can be highly dependent on the location of optical intensity peaks relative to the heterojunction interface, especially as strongly-absorbed wavelengths are moved in and out of a layer. Figure 6-7 shows this situation for a SubPc/\( C_{60} \) device (12 nm/\( y \) nm), where the \( C_{60} \) thickness is varied to serve as an optical spacing layer. When the device has a thinner \( C_{60} \) layer, relative enhancements in \( J_{SC} \) and \( \eta_{P} \) are less than a device with a thicker layer. For example, a 40 nm \( C_{60} \) layer has an enhancement of 19% in \( \eta_{P} \); this rises to 56% when the \( C_{60} \) thickness is increased to 80 nm. With an 80nm thick active layer, the optical field within the SubPc layer under normal incidence is not optimized – specifically, the SubPc absorption maximum at 575 nm is still predominantly within the \( C_{60} \) layer. By adding the MLA and inducing the optical field shift, this intensity region is pushed into the SubPc region, greatly increasing the photocurrent generation from that layer. The inset of Figure 6-7 shows the transfer matrix-calculated EQE response within the SubPc layer at normal (0°) and 30° incidence. The optical field shift in this case is extremely favorable, significantly increasing response near the SubPc absorption peak.
Figure 6-7. Effect of varied C$_{60}$ thickness on $J_{SC}$ and $\eta_P$ enhancement for a SubPc/C$_{60}$ (12/y nm) device with and without a microlens array. The results of transfer matrix simulations are also shown. Inset: calculated quantum efficiency response within the SubPc layer for $y =$ 80 nm at normal (0°) and 30° incidence, showing the effect of the optical field shift.

Figure 6-7 also shows calculated enhancements in short-circuit current using transfer matrix simulations; these are in general agreement with the experimental data. To obtain qualitatively significant data the calculated currents for several different incident angles must be averaged together, as a MLA does not equally refract all light to a single incident angle. Monte Carlo ray optics simulations were used to obtain a proper angular distribution.

The details of the ray optics simulator are explained in Chapter 4. To determine the angular distribution, SubPc:C$_{60}$ (1:4 by weight) active layers of various thicknesses
were simulated with 90° contact angle, 100 μm lens arrays. The device, lens array, and illumination areas were treated as infinite by applying periodic boundary conditions. Mixed films were used in place of bilayer SubPc/C₆₀ films for computational simplicity. To correlate results, the total active layer thicknesses were compared (i.e. 20 nm SubPc:C₆₀ is comparable to 12 nm SubPc/10 nm C₆₀). Whenever a ray is absorbed its path length through the active layer is recorded; the incident angle was back-calculated from the ratio of path length to film thickness. Figure 6-8 shows the incident angle distributions for absorbed rays in thin (20 nm) and thick (120 nm) SubPc:C₆₀ devices.

The results follow expectations from the Beer-Lambert law. For a very thin device, the proportion of light absorbed with an increased path length will be more significant. In a thicker device, a substantial percentage of light with no angular component will already be absorbed, making the relative contributions at with longer path lengths less significant.

Figure 6-8. Distributions of light incident angle upon the active layer in SubPc:C₆₀ (1:4 by weight) films calculated by ray optics simulations.
From these results, the relative contributions for rays sorted into five different angle bins (with bin centers of 9.6°, 22.4°, 35.2°, 48°, and 60.8°) are calculated and used to weight the short-circuit current values calculated using transfer matrix simulations. While this is an adequate method to approximate the relative enhancements with and without a MLA using the transfer matrix method, a more rigorous implementation is needed for full quantitative simulations.

While the relative enhancements increase with C₆₀ thickness due to the favorable optical shift, the total efficiency does not. Because a thicker C₆₀ layer will also reduce \( \eta_{ED} \) and \( \eta_{CC} \), the optimum C₆₀ thickness with a MLA remains at the same value as that of a bare device, 40 nm (Figure 6-9). A dedicated electron transport/optical spacing layer could circumvent this issue.

![Figure 6-9. Power conversion efficiency \( \eta_P \) for SubPc/C₆₀ (12/\( \gamma \) nm) with and without a microlens array (MLA).](image-url)
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6.4.2 Bulk Heterojunction Devices

The optical field shift has a different impact on bulk heterojunction devices, where exciton dissociation is not limited to a single plane within the active layer. Instead, the shift can move optical intensity peaks out of the active layer entirely, negating any benefit from enhanced path length. For example, the enhancements in a poly(3-hexylthiophene (P3HT):PCBM (1:0.8 by weight) device with varying active layer thicknesses show two distinct trends, depending on whether the device is semi-transparent (and therefore removed from the optical interference effect) or conventional, with a reflecting metal cathode (Figure 6-10).

![Figure 6-10](image)

Figure 6-10. Short-circuit current enhancements for P3HT:PCBM bulk heterojunction devices with and without a microlens array. Conventional devices have a reflecting metal cathode; semi-transparent devices have a cathode of ITO/ZnO and a vacuum-deposited trilayer anode of MoO$_3$/Au/MoO$_3$.  
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The conventional device has an anode of tin-doped indium oxide (ITO) and a vacuum-deposited aluminum cathode. The semi-transparent device, however, has an electron-selective cathode of ITO/ZnO nanoparticles and a vacuum-deposited anodic trilayer electrode\textsuperscript{178,179} of MoO\textsubscript{3}/Au/MoO\textsubscript{3} (3/10/40 nm). An aluminum-coated piece of glass is attached to the top of the semi-transparent device with optical adhesive to still give a reflecting back surface, but as the reflecting surface’s location is removed from the active layer, strong interference patterns will not emerge and govern the optical field within the device. Instead, ray optics approximations are appropriate. In both cases, the P3HT:PCBM active layer was spun coat from a 1:0.8 (by weight) chlorobenzene solution and annealed inside a nitrogen-filled glovebox.

The measured enhancement for the semi-transparent device therefore closely follows predictions from the Beer-Lambert law, that the increase in path length is exponentially more significant as the active layer thickness decreases. A 140 nm-thick device has current enhancements of ~10\%, while an active layer thickness less than 35 nm yields enhancements above 30\%.

In a conventional device, the opposite is true – enhancement monotonically decreases with the active layer thickness. In a thin device, the optical shift introduced by the MLA begins to move strongly absorbed wavelengths out of the active layer, negating any additional benefit from increased path length. Enhancements vary from ~12\% for a 170 nm-thick device to a negligible 3\% with a 60 nm-thick active layer.

As with the bilayer device, however, the optical field shift can be understood and compensated for to increase enhancements. In this case, a solution-processed ZnO nanoparticle\textsuperscript{177,180-182} layer can be added as an electron transport/optical spacing layer...
between the cathode and the active layer, decoupling layer thickness and position within the optical field. Now, the optical field shift can have one of two effects, based on ZnO thickness. First, (considering only the first order interference peaks) it can shift short wavelength intensity peaks out of the ZnO layer and into the active layer. Second, longer wavelength peaks can be moved out of the active layer.

**Figure 6-11.** Effect of ZnO optical spacer thickness on mixed P3HT:PCBM devices. A) Enhancements in short-circuit current and power conversion efficiency for P3HT:PCBM/ZnO (100/y nm) devices. The transfer matrix-calculated enhancements are also shown. B) Comparison of short-circuit current with and without a microlens array and the relative enhancement.

When the ZnO thickness in a P3HT:PCBM is varied, a periodic oscillation of $J_{sc}$ emerges, roughly following the spacing of optical intensity peaks (Figure 6-11B). Starting with an optimized P3HT:PCBM layer thickness of 100 nm, the highest observed values of $J_{sc}$ are present for ZnO thicknesses $y$ of 0 and $\sim$130 nm, which corresponds well to the expected spacing between the first and second optical intensity peaks for $\lambda = 500$ nm, in the middle of the P3HT:PCBM absorption region according to the $(2m+1)\lambda/4n$ relationship (assuming $n = 1.8$, the first intensity peak occurs $\sim$70 nm away
from the cathode). The minimum in optical intensity will occur between the intensity peaks, i.e. at ~105 nm away from the cathode, explaining the observed minimum in $J_{SC}$ with a 45 nm thick ZnO optical spacer (the experimentally measured maxima and minima will vary from the calculation due to the wide band of P3HT:PCBM absorption).

The relative enhancements in $J_{SC}$ and $\eta_P$ (Figure 6-11A) also vary according to the optical intensity profile. The greatest enhancement is observed when the optical intensity within the active area is weak ($y = 45$ nm) and the optical field shift works positively, moving high intensity regions into the active layer; $J_{SC}$ is increased by ~24%. Conversely, a negligible enhancement of ~1% is measured when the optical field is already favorable for device performance ($y = 130$ nm) and the optical field shift moves strongly absorbed intensity regions out of the active area. When there is no ZnO ($y = 0$) enhancements are still modest at ~13% in $J_{SC}$, as the high intensity regions are not completely shifted out of the active layer. The transfer matrix-calculated enhancement values in Figure 6-11A are in very rough qualitative agreement with experiment, first showing increased enhancement and then reducing as ZnO thickness increases, but the experimentally observed characteristics are not effectively reproduced. This underscores the need for more rigorous modeling to fully understand and exploit the optical shift.

6.5 Geometric Effects

Microlens arrays introduce several dependencies on the geometric relationship between the illumination, device, and lens array areas. These effects arise because the arrays diverge light in a periodic pattern over the illumination area. The even dispersion creates the favorable characteristic that enhancements increase with device area as
loss mechanisms reduce. The effect of device area on $J_{SC}$ enhancement for SubPc/C$_{60}$ (12/60 nm) bilayer devices is shown in Figure 6-12 for both large area illumination and device area illumination.

Considering a device where the illumination area is equal to the device area, a portion of light near the edge of the device is refracted and diverted outside of the active area. With small, laboratory scale devices, the perimeter length is relatively long compared to the total device area and a large proportion of incident light will be lost. As the device active area becomes larger, the proportion of light lost around the edges decreases accordingly.

![Figure 6-12](image)

Figure 6-12. Effect of device active area on relative enhancement with SubPc/C$_{60}$ (12 nm/60 nm) devices. Devices were either illuminated with a beam ~2” in diameter (large area illumination) or masked off so only the active area was exposed to light (device area illumination). Ray optics-simulated absorption enhancement in a 70 nm SubPc:C$_{60}$ (1:4) device is included.
Extending the concept, an infinitely large device would not exhibit this effect. Lost light can be partially compensated for by making the illumination area larger than the device area, where light can be incoupled from outside of the device area.

This effect has important ramifications for production-scale devices. In the laboratory, device areas are typically kept small for ease of fabrication and characterization. Commercial devices, however, need to be as large as possible to maximize power generation and minimize module cost. Any optical enhancement technique should accordingly be compatible with large areas, as MLAs are.

Also shown in Figure 6-12 are calculated absorption enhancements using Monte Carlo ray optics simulations (simulation methodology is described in Chapter 4) for large (20 mm x 20 mm) and device area illumination with a lens array area of 100 mm x 100 mm. The simulated enhancements agree very well with experimental results, both qualitatively and quantitatively. For this reason, studies of lens geometry and relative array, device, and illumination areas were simulated rather than performed experimentally.

The first point of investigation is the relationship between device area and illumination area. Figure 6-13A shows the relative absorption enhancements for two simulated 70 nm SubPc:C_{60} (1:4) devices with either 1 mm^2 or 1 cm^2 active areas. The illumination area was varied in each case, and the enhancement is plotted as a function of the device area to illumination area ratio. The array width was set at 100 times the device width in each case to mimic completely isolated devices. When the device area is small, there is a significant increase in enhancement when the illumination area is changed from one to four times the device area, rising from a decrease in absorption of
80% to no enhancement. Increasing the illumination area to 100 times the device area gives an absorption enhancement of 25%.

For the large 1 cm² device, there is a much more gradual increase in enhancement as the illumination area changes, rising from 11% for equal device and illumination areas to 48% when the illumination-to-device area ratio is 100. This underscores the importance of perimeter loss for different device sizes. Since the smaller device has much more significant leakage around the device edge, compensation by increasing the illumination area has a much more significant effect.

Figure 6-13. Simulation results of different geometric arrangements. A) Absorption enhancement vs. device area/illumination area for SubPc:C₆₀ (1:4 by weight, 70 nm active layer thickness) devices of either 1 mm² or 1 cm² device area. B) Percentage of absorbed rays sorted by generation location for different device sizes (illumination area = 20 mm x 20 mm, array area = 100 mm x 100 mm).

The perimeter effect can also be examined by comparing the generation locations of absorbed rays as a function of device area (Figure 6-13B). When the device area is small (1 mm²), less than 40% of the absorbed rays are initially generated outside of the
device area, demonstrating how significant light leakage around the device perimeter is with a small area device. As the device area increases, the percentage of intra-device generated absorbed rays increases monotonically to ~85% in a 1 cm² device. The behavior as area increases closely follows the experimental data in Figure 6-12, indicating that light leakage is the primary loss mechanism.

Because the enhancements of small area devices are compromised by light leakage, the experimental results presented in Section 6.3 and Section 6.4 are small area devices with a large area aluminum rear reflector to mimic the geometric arrangement of a large area device. The reflector is insulated from the cathode by a ~100 nm-thick spin coated layer of Cytop fluoropolymer; the Cytop layer is cured in a high vacuum environment prior to aluminum deposition. This situation is analogous to sampling a 2 mm x 2 mm area in a 2.25 cm² device.

The amount of reflecting area around a device has a marked impact on enhancement. This can be readily simulated by enforcing and varying periodic boundary conditions (PBCs) in the ray optics simulations. When PBCs are enforced, a box defined as the main simulation area is effectively surrounded by identical imaginary boxes on all borders. Should a ray exit from one side of box, and identical ray is created to enter from the opposite side, as if it came from a neighboring box. For these simulations, the periodic boundary area is taken as the array (or substrate) area.

In Figure 6-14, the device and illumination areas are held constant at 1 cm² and the array area (periodic boundary area) is varied to simulate an array of devices with various packing densities. When the array area and device area are the same size, the device area is effectively infinite since no light can be lost due to transmission through
the substrate (the cathode covers the entire simulated substrate area); calculated absorption enhancement is \( \sim 50\% \) for a SubPc:C\(_{60} \) (1:4, 70 nm) device. Enhancement falls exponentially with increasing device spacing, eventually decreasing to 15\% with a device-to-device spacing of 180 mm. This has important implications for commercial photovoltaic modules, which are comprised of large arrays of smaller devices. With a sufficiently close-packed array, enhancements can approach the theoretical limit for an infinitely large device.

![Figure 6-14](image)

**Figure 6-14.** Effect of device spacing on simulated absorption enhancement in a 70 nm-thick SubPc:C\(_{60} \) (1:4) device. Periodic boundary conditions are enforced with a variable periodic area to mimic device arrays with different device packing densities.

Independent of the relative sizes of the device, illumination, and substrate areas, the microlens geometry itself can affect the degree of enhancement. The two identified enhancement mechanisms, refraction and reflection, will be dominant at different
locations on the lens surface, based on the probability of transmission (considering only the initial ray-lens interaction for normally-incident light). Near the crown of the lens, the incident angle will be low enough to still have a high probability of transmission; refraction will dominate in this region. As the incident angle increases (i.e. as the intersection point moves from the crown to the base of the lens), reflection becomes a more significant component. By varying the contact angle $\theta$ of the simulated lens array (Figure 6-15) the relationship between incident angle and surface reflection can be probed.

![Graph showing absorption enhancement vs. contact angle](image)

Figure 6-15. Effect of contact angle variations on simulated enhancements in 70 nm-thick SubPc:C$_{60}$ (1:4) films. Devices are treated as infinite using periodic boundary conditions.

The device, illumination, and substrate areas are treated as infinite in these simulations to isolate the effect of lens geometry on enhancement. Further, the MLA is
close-packed regardless of the contact angle, so the same non-planar surface is available in all cases. As shown in Figure 6-15, the simulated absorption enhancement in 70 nm-thick SubPc:C₆₀ (1:4) films decreases with the contact angle. The decrease is not strictly monotonic, however. The highest calculated enhancement of ~52% is obtained for $\theta = 80^\circ$. In a microlens with $\theta = 90^\circ$, rays incident near the lens base have an extremely high probability of reflection, but as the incident and reflection angles are equal, the path length increase will be negligible. When the contact angle is reduced slightly to $80^\circ$, these reflected rays will have a more significant angular deflection, increasing absorption enhancement. As the contact angle reduces further, the reflection mechanism first reduces due to a reduction in surface area that will allow a reflected ray to strike a neighboring feature; below $\theta = 45^\circ$ this mechanism does not occur. At smaller contact angles the degree of refraction of incident rays is decreased. Eventually, a close-packed array with $\theta = 1^\circ$ demonstrates an enhancement of only 12%.

Finally, an important performance metric for any optical enhancement technology is its performance versus the incident angle of illumination, as the solar illumination angle varies through the day for a photovoltaic module without a solar tracking system. Since OPVs are intended as a low-cost PV solution, expensive solar tracking systems are not desirable. To test the behavior of MLAs under variable illumination angle, 1 cm² SubPc/C₆₀ (12/40 nm) were fabricated and illuminated under uniform, ~5 mW/cm² white light. Two different illumination areas were considered: illumination area > device area (Figure 6-16A) and illumination area = device area (6-16B).
Figure 6-16. Performance of 1 cm$^2$ SubPc/C$_{60}$ (12/40 nm) devices under 5 mW/cm$^2$ white light illumination with a variable incident angle. A) Illumination area greater than device area. B) Illumination area equal to device area. Relative enhancements with and without a microlens array (MLA) are shown. Dashed lines are $\cos \theta$ predictions.
When the illumination area is much greater than the device area, there is a monotonic decrease in $J_{SC}$ as the tilt angle $\theta$ is increased, closely following a predicted relationship $J_{SC}(\theta) = J_{SC}(0^\circ) \cos \theta$. This suggests compensation between increased surface reflectivity and increased path length through the active layer due to angled illumination, allowing the change in illumination intensity to dominate. The relationship deviates at high angles for a device without a MLA as surface reflection dominates. With a MLA, the measured $J_{SC}$ outperforms the $\cos \theta$ dependence. Enhancements are mostly constant for $\theta < 50^\circ$. However, it sharply increases from $\sim 15\%$ (when $\theta < 60^\circ$) to $\sim 90\%$ at $\theta = 80^\circ$. The drastic increase in enhancement for large incident angles is attributed to the curved microlens surface. The reflectivity of light in this region is highly sensitive to the exact incident angle. Consequently, the small changes in the surface normal due to lens curvature have a significant impact on the reflection probability and the MLAs reduce the reflection of very high angle incident light.

When the illumination and device areas are equal, the predicted $\cos \theta$ relationship is adjusted to account for the increase in shadowed device area and the same trends in $J_{SC}$ reduction are observed. The relative enhancement behavior differs, however. It steadily decreases until $\theta = 60^\circ$, after which it increases sharply to $\sim 35\%$ at $\theta = 80^\circ$. The monotonic enhancement decrease when $\theta < 60^\circ$ is a byproduct of light leakage around the device perimeter, which will increase relative to a bare device with the increasing illumination angle. When the illumination area is much larger than the device area, the extra light lost is compensated by incoupling more light from outside of the active area.
6.6 Ideal Architectures for Enhancement

After testing several different architectures and active layer materials, general guidelines can be set forth for suitable candidate systems for microlens enhancement. Microlens arrays enhance the photocurrent generated by a device, allowing for either a larger $J_{SC}$ or an equivalent $J_{SC}$ with thinner device layers, which can have a beneficial effect on fill factor and reduced material usage when compared to a bare device of a set thickness. Additionally, the device must be limited by light absorption, as a device that already absorbs a substantial portion of the incident light will not benefit from additional path length.

An ideal material system will therefore have a relatively low $J_{SC}$ and large $V_{OC}$. For example, SubPc/C$_{60}$, with $V_{OC}$ in excess of 1.1 V and small baseline $J_{SC}$ of 4.6 mA/cm$^2$ for an optimized device, fits this pattern and shows significant enhancement of $\sim$20% in $\eta_P$ for a 12 nm/40 nm system. Material systems that are constrained with low fill factors and open circuit voltages due to high dark currents can also have significant enhancements in these regions from the improved photocurrent component. The hybrid PCPDTBT:CdSe system (without ZnO) exemplifies this, with enhancement in $J_{SC}$ of 20% and $\eta_P$ enhancement of 32%.

Given these enhancement characteristics, tandem organic photovoltaic devices could be ideally suited for microlens arrays. These devices have high open circuit voltages and can be designed to capture different portions of the solar spectrum in the front and back cells, creating wide spectral regions suitable for absorption enhancement. Further, the carrier recombination zone can serve as a built-in optical spacing layer that can be tuned to exploit the optical field shift. There are significant
challenges in optimizing the optical field in a tandem device, however. Additional experiments must be performed to determine the suitability of MLAs for tandem devices.

6.7 Review

In this Chapter, soft-lithographically stamped microlens arrays were demonstrated to enhance power conversion efficiency enhancements of 10-60%. Enhancement is due to an increase in the average path length that light travels through the active layer, increasing the absorption probability without having to increase the active layer thickness, change the materials, or implement a more complicated heterojunction architecture. The path length is increased by refraction and reflection processes at the array-air interface due to the curved, periodic nature of the arrays.

Because the enhancement is due to light interaction with the air/substrate interface, it is applicable to all organic material systems. Small molecule, high efficiency polymer:fullerene, and hybrid inorganic nanoparticle/organic polymer systems all show enhancements. Dependencies of enhancement on the internal optical field intensity distribution were revealed and exploited to further increase enhancement by altering layer thicknesses and using optical spacers.

Further, Monte Carlo-based ray optics simulations were used to understand the geometric dependence of microlens array enhancements on device packing density, active area, and illumination area; enhancement increases with all of these. Finally, general guidelines were described for devices that are well-suited to enhancement from MLAs: high $V_{OC}$, low $J_{SC}$, and low dark current.

Because MLAs were demonstrated to have several properties that align with commercial device requirements: enhancement increases with area, it is present at all
incident angles, and soft lithography is compatible with roll-to-roll processing. For this reason, steps should be taken to complete development and commercialize this technology. In Chapter 8, several necessary steps and suggestions for further development are presented.
CHAPTER 7
BIFUNCTIONAL ORGANIC OPTOELECTRONIC DEVICES

7.1 Fundamentals of Organic Bifunctional Devices

One of the great advantages of organic semiconducting materials is their versatility. One niche application of this is a device that can function as either an OPV or an OLED based on operating conditions, dubbed here as a bifunctional organic optoelectronic device, or BFD. A BFD with respectable performance in both operating modes would have many different applications, but this has yet to be achieved.

Examples of BFDs in the literature have been sparse \textsuperscript{183-190}, but two different trends have emerged, with device design either based off of an OPV or OLED architecture. Generally, an OLED-based BFD has respectable light emission performance but poor photovoltaic efficiency (typically only under UV illumination) \textsuperscript{186,187}. OPV-based BFDs are the opposite \textsuperscript{185,191}. This is due to the opposing operation principles of these two processes (Figure 7-1).

![OPV and OLED architectures](image)

**Figure 7-1.** Basic OPVs and OLEDs device architectures, with charge carrier behavior diagrammed.
OLEDs are designed to efficiently move charge carriers from the electrodes into the interior of the device, where they recombine in an emitting layer. Conversely, OPVs are intended to efficiently quench photogenerated excitons in the interior of the device and move charge carriers to the electrodes without transport barriers. This is the primary tradeoff that must be overcome in BFDs to have appreciably efficient operation in both modes.

A promising architecture based on a 5,6,11,12-tetraphenylnaphthacene (rubrene)/C$_{60}$ heterojunction has been previously presented by Pandey and Nunzi$^{185}$. They report a large open circuit voltage of $\sim$0.9 V (consistent with other bilayer rubrene/C$_{60}$ OPVs$^{84}$) and respectable photovoltaic performance. OLED efficiency was poor, but the turn-on voltage was $\sim$1 V, half of the optical gap of the fluorescent rubrene emitting layer.

This architecture functions as a BFD for three reasons. First, there is no barrier to charge carrier extraction from the rubrene/C$_{60}$ interface, giving high OPV power conversion efficiency. Second, the rubrene/C$_{60}$ heterojunction can efficiently dissociate C$_{60}$ excitons, but cannot dissociate rubrene excitons. Thus, luminescence excitons are not immediately quenched after formation near the interface. Third, there is an Auger-assisted energy up-conversion process (Figure 7-2) that occurs at the interface, enabling electrons to overcome the large energy offset between the C$_{60}$ and rubrene LUMOs. This is responsible for the half-gap turn-on voltage. The Auger up-conversion process has also been observed in other organic and hybrid inorganic nanoparticle/organic polymer systems$^{182,192}$. There are three processes that can describe the Auger-assisted injection process for light emission:
1. Non-radiative recombination of an electron (in C₆₀) and a hole (in rubrene) across the heterojunction interface.
2. Transfer of the recombination energy to an electron in C₆₀, and excitation of that electron over the rubrene/C₆₀ energy barrier.
3. Recombination and light emission in rubrene.

Figure 7-2. Auger up-conversion process for half-gap electroluminescence in rubrene/C₆₀ BFDs, with HOMO and LUMO energy levels indicated. 1) Non-radiative recombination across the interface. 2) Energy transfer to and excitation of an electron in C₆₀. 3) Recombination and light emission.

Without the up-conversion process, prohibitively large voltages would be required to excite electrons into the rubrene LUMO. Unfortunately, Auger recombination is an extremely inefficient excitation method. At best, half of the injected charge carriers are wasted in non-radiative recombination; in actuality, a larger percentage will be lost.
The rubrene/C$_{60}$ system has many opportunities for optimization to improve emissive efficiency while still maintaining respectable photovoltaic performance. This architecture was chosen as the starting point to increase total BFD efficiency.

7.2 Novel Device Architectures for Phosphorescent Bifunctional Devices

The large energy barrier to electron injection in a rubrene/C$_{60}$ BFD means that this will be limiting factor in OLED performance. Therefore, either the injection barrier must be lowered or more efficient use of whatever electrons are injected through the Auger process must be made. The former approach requires a change in the emissive/donor material, acceptor, or both. Because the rubrene/C$_{60}$ architecture already has several beneficial exciton energy properties and respectable performance as an OPV, this route was not taken. Instead, several different architectures and material systems were investigated to improve control of the BFD emissive properties and increase performance. Improved OLED performance was ultimately not realized, but greater control and understanding of exciton behavior in BFD devices was obtained.

There are several possible avenues to more efficiently use excitons in the donor/light emitting layer. First, rubrene is a fluorescent material and has inherently low emission efficiency; replacing it with a phosphorescent emitter should increase performance. Second, there is a possibility that electrons are traveling through the rubrene layer and escaping into the ITO anode before they form excitons.

The latter assumption can be quickly tested. Patterned indium tin oxide substrates were cleaned in successive baths of surfactant, deionized water, acetone and isopropanol, and then dried under a nitrogen flow. The substrates were then treated by UV-generated ozone, then a 40 nm-thick layer of poly(3, 4-
ethylenedioxythiophene):poly(styrenesulfonate) (PEDOT:PSS) was spin coated in air and annealed for 10 minutes at 140°C. Then, the substrate was placed in a high vacuum thermal evaporator and a 10 nm-thick electron blocking layer of N, N'-bis(naphthalen-1-yl)-N,N'-bis(phenyl)-benzidine (NPB), a 35 nm-thick rubrene emissive layer, a 40 nm-thick C$_{60}$ acceptor, a 8 nm-thick bathocuproine (BCP) exciton blocking layer, and an aluminum cathode were deposited (Figure 7-3A). Note that all other devices in this section were also thermally evaporated.

Figure 7-3. Effect of an NPB electron blocking layer on a rubrene/C$_{60}$ BFD. A) device architecture, with HOMO-LUMO energy levels. B) Current-voltage behavior under 1 sun illumination. C) Current-Luminance-Voltage characteristics. D) OLED external quantum efficiency.
The high LUMO level of NPB confines electrons within the rubrene layer, while its HOMO level is approximately the same as that of rubrene, so there should be a limited impact on hole transport and extraction and OPV efficiency. NPB will additionally serve as an exciton blocking layer to prevent quenching at the anode/organic interface.

The NPB electron confinement layer has almost no impact on photovoltaic performance, as anticipated. In both cases, the power conversion efficiency $\eta_P$ is virtually the same, $\sim 0.9\%$, with only minor differences in fill factor (Figure 7-3B). When driven as an OLED, there is a large increase in quantum efficiency, from $\eta_{EQE} \approx 0.12\%$ without NPB to $\eta_{EQE} \approx 0.18\%$ with NPB at a brightness level of 50 nits (cd/m$^2$) (Figure 7-3D). While this is not the desired order-of-magnitude improvement, it indicates that there is some benefit to an electron blocking layer.

The remainder of this Section focuses on integrating phosphorescent emitters into a rubrene/C$_{60}$ BFD for more efficient use of injected electrons. Fluorescent emitters, such as rubrene, can only radiatively recombine singlet excitons. Phosphorescent emitters, however, can radiatively recombine triplet excitons, which are produced at a ratio of 3:1 versus singlets$^{20}$. Additionally, singlet excitons produced in a phosphorescent emitter are converted to triplets via spin-orbit coupling, allowing approximately 100% of generated excitons to contribute to light emission$^{23-26}$.

Attempts to completely remove rubrene and replace it with the phosphorescent emitter platinum octaethylporphine (PtOEP) were not successful. PtOEP has similar HOMO-LUMO alignment to rubrene and PtOEP/C$_{60}$ heterojunctions result in respectable OPV performance$^{84}$. However, because PtOEP triplet excitons can be dissociated at the heterojunction interface, there is extremely inefficient light emission.
from such a structure. Any excitons that form proximate to the interface will be
dissociated back into free charge carriers. Further, neat PtOEP films exhibit strong
triplet-triplet annihilation behavior, where two triplet excitons combine and create a
singlet\textsuperscript{193}. Doping PtOEP into the wide bandgap host material 4,4'-N,N'-dicarbazole-
biphenyl (CBP) to reduce triplet-triplet quenching does not improve BFD performance.
The rubrene/C\textsubscript{60} heterojunction is therefore crucial: rubrene excitons are not efficiently
dissociated at the interface, allowing for emissive recombination.

Figure 7-4. BFDs using a doped phosphorescent emissive layer. A) Basic
phosphorescent BFD architecture and B) photovoltaic performance under 1
sun illumination. C) Emission spectra of BFDs with and without PtOEP doped
into the NPB electron blocking layer. D) External quantum efficiency behavior
for two representative devices.
A more successful approach is to place PtOEP immediately next to a thin electron injection layer of rubrene, which will isolate PtOEP triplets from immediate dissociation at the interface (Figure 7-4A). The resulting structure is ITO/x/rubrene/C₆₀/BCP/Al (20/10/40/8 nm, excluding the electrodes), where x is either neat NPB or NPB:PtOEP (10% by weight). In this architecture, there is no change in photovoltaic performance between devices with and without PtOEP (Figure 7-4B).

There is a slight alteration in the emission spectrum with the addition of PtOEP, as shown in Figure 7-4C, but the emission pattern is still predominately that of rubrene. Despite the addition of phosphorescent emission, total luminance and quantum efficiency actually decrease with the addition of PtOEP (Figure 7-4D). The reduced luminance is caused by energy transfer to the lowest energy state in the system, the rubrene triplet state, T₁, rub, enabled by the strong spin-orbit coupling behavior of PtOEP. Figure 7-5 shows a basic Jablonski diagram with the energy transfer pathways indicated.

![Jablonski diagram](image)

Figure 7-5. Jablonski diagram of exciton energies for a system containing NPB, PtOEP, and rubrene.
Because the triplet energy of PtOEP is in between the singlet and triplet energies of rubrene, phosphorescent emission from PtOEP will be quenched as excitons instead move to the non-emissive rubrene T_1. One option to prevent this is to replace PtOEP with a different phosphorescent material with T_1 > 2.1 eV, such that the lowest energy state in the system would be the fluorescent rubrene singlet (once excitons are transferred to the rubrene S_1 state they are forbidden to move to the rubrene T_1 level).

One material that fits this requirement is the common green phosphorescent dopant fac-tris-(phenylpyridine) iridium (Ir(ppy)_3), which exhibits ~2.4 eV T_1 emission. However, devices with and without 10% Ir(ppy)_3 doping into NPB have no appreciable differences in either photovoltaic or light emitting performance (Figure 7-6). Either the LUMO level of Ir(ppy)_3 is too high relative to rubrene (2.8 vs. 3.2 eV), limiting electron injection, or the Ir(ppy)_3 T_1-to-rubrene S_1 transition is quenching phosphorescent emission. In either case, this is not a viable option.

![Figure 7-6](image_url)  
**Figure 7-6.** Ir(ppy)_3 phosphorescent BFD architecture and emission spectra for devices with and without doping into NPB. No changes in performance were observed.
Instead of changing materials, a new architecture was developed to isolate PtOEP from rubrene to prevent exciton energy transfer to the non-emissive rubrene T$_1$ state. This is accomplished by inserting a thin neat layer of NPB between the doped PtOEP region and rubrene such that electrons can tunnel through to reach PtOEP but exciton energy transfer back to rubrene cannot occur. This architecture is depicted in Figure 7-7. In addition to the thin NPB layer between rubrene and PtOEP, an additional neat NPB layer is added to prevent quenching at the ITO/organic interface.

Figure 7-7. Adjusted phosphorescent BFD architecture. Thin NPB layers isolate excitons on PtOEP while still allowing electrons to tunnel into PtOEP for exciton formation.
The NPB blocking layer functions as an effective exciton barrier due to the short triplet-triplet exchange distance via the Dexter process, which has a typical range of a few nanometers (Section 1.3.3). Tunneling can occur at longer distances than this, making the layer both electron-permeable and exciton blocking. Figure 7-8A shows the photovoltaic performance under 1 sun illumination. There is no significant change as the NPB buffer thickness is altered, with power conversion efficiencies of approximately 1% for all structures.

![Figure 7-8A](image1.png)  
**Figure 7-8.** Photovoltaic and LJV characteristics of phosphorescent BFDs. A) Current-voltage characteristics of ITO/NPB/NPB:PtOEP (20%)/NPB/rubrene/C_{60}/BCP/Al (5/15/y/10/40/8 nm) devices under 1 sun illumination. B) Luminance-current-voltage characteristics.

While the injection behavior of each device is similar regardless of the NPB buffer layer thickness, devices with no buffer or a thin 2 nm-thick buffer have reduced luminance, indicating that quenching is an issue in these structures (Figure 7-8B). However, emission is predominately from the phosphorescent PtOEP T_{1} state in these two devices, detailed in Figure 7-9A. Note that the PtOEP doping ratio is 20% in this structure, compared to 10% in the previous example (Figure 7-4C), giving increased
650 nm phosphorescent emission without a buffer layer. When the buffer layer thickness is increased to 5 nm and beyond, electron tunneling into the PtOEP layer is reduced and rubrene emission dominates.

However, the emissive efficiencies of these devices are all extremely low. A 2 nm-thick NPB buffer has predominately phosphorescent emission, but peak efficiencies are only $\eta_{EQE} = 0.024\%$, $\eta_{lum} = 0.04 \text{ cd/A}$ and power efficiency $\eta_P = 0.10 \text{ lum/W}$ at ~1 nit. For comparison, a fluorescent device with a 10 nm-thick buffer has $\eta_{EQE} = 0.022\%$, $\eta_{lum} = 0.06 \text{ cd/A}$ and power efficiency $\eta_P = 0.13 \text{ lum/W}$ at the same brightness.

![Graphs](image)

Figure 7-9. Light emitting characteristics of phosphorescent BFDs. A) Emission spectra for ITO/NPB/NPB:PtOEP (20%)/NPB/rubrene/C$_{60}$/BCP/Al (5/15/y/10/40/8 nm) devices, with B) luminous efficiency, C) power efficiency, and D) external quantum efficiency characteristics for the same devices.
Efficiencies roll off drastically for all structures at higher luminance levels. The comparable values of $\eta_{EQE}$ indicate that phosphorescent emission is inherently more efficient, but the reduced luminance/increased quenching reduce efficiency. While the developed architecture is successful at isolating emission on PtOEP, the compromise between increased energy back transfer to non-emissive states and reduced electron tunneling prevent an increase in OLED performance.

Additional optimization attempts with this structure were not successful in appreciably increasing performance. It is promising that all of the experimental architectures maintained approximately equivalent photovoltaic performance, with power conversion efficiencies of approximately 1%, demonstrating good understanding and control of the requirements for efficient BFD photovoltaic characteristics. Ultimately, either a fundamental redesign of BFD architecture or the incorporation of new active layer materials is required to realize a device that has respectable efficiencies as both an OPV and an OLED.

### 7.3 Requirements for Efficient Bifunctional Device Design

Efficient BFDs are intrinsically difficult to achieve. As described in Figure 7-1, the operating mechanisms for power generation and light emission are inherently opposed. In Section 7.2, new device architectures were developed in an effort to shift emission to phosphorescent materials, but no real improvements in performance were seen. From this failure, however, several materials selection guidelines are now understood and can be described to support future advances in BFD performance and architecture development.
For respectable photovoltaic performance:

- No barriers to hole or electron transport away from the hetereojunction/dissociation interface (high fill factor)
- Absorption over a large portion of the solar spectrum (high short circuit current)
- Reduced dark current (high open-circuit voltage).

For efficient light emission, the device requires:

- Reduced hole or electron injection barriers (depending on which side of the heterojunction has the light-emitting component)
- Isolation of emissive excitons from the heterojunction interface, or
- Inability of the heterojunction interface to dissociate emissive excitons
- A phosphorescent or high-efficiency fluorescent emitter, preferably doped into a wide bandgap material to improve emissive efficiency.

These necessities make materials selection extremely complex. Fullerenes, such as $C_{60}$ and $C_{70}$, have high electron mobility and perform well as an acceptor for photovoltaic applications, but their deep LUMO level creates a large barrier for charge injection into most emissive materials. Changing to other accepting materials, such as 3,4,9,10-perylene tetracarboxylic-bis-benzimidazole (PTCBI) or poly((9,9-dioctyfluorene)-2,7-diyl-alt-[4,7-bis(3-hexylthien-5-yl)-2,1,3-benzothiadiazole]-2′,2″-diyl) (F8TBT), will reduce the injection barrier, but at the cost of reduced photovoltaic performance. F8TBT can actually function as either a donor or acceptor, depending on which materials it is paired with, making it a very versatile option\textsuperscript{194}. This research as also made clear that fluorescent dopants are preferred to phosphorescent emitters. Phosphorescent materials allow energy transfer to non-emissive states, necessitating extra steps to isolate the emitter from materials with lower energy triplets.
In Chapter 8, a redesigned architecture is proposed that could reduce the necessary tradeoff between OPV and OLED performance using inorganic nanoparticles to selectively tune the electric field and potential energy barrier to electron injection at the heterojunction interface.
8.1 Photocurrent Generation and Transport

In Chapter 5, the charge generation and transport processes in OPVs were explored using a novel characterization technique, synchronous photocurrent detection, to isolate the contribution of photogenerated current at different wavelengths and device biases. It was found that the device architecture and heterojunction structure have a significant impact on the resulting photocurrent behavior.

In thin bilayer and planar-mixed heterojunction devices, the photocurrent always remains negative. At small forward biases, the drift current dominates in these architectures as the built-in field sweeps charges away from the interface to be collected at their respective electrodes. When the bias is increased sufficiently and the direction of the internal electric field is reversed, carrier pileup at the heterojunction interface due to the large charge transport barriers results in an increase in the diffusion current large enough to compensate for positive photocurrents created via leakage pathways at the interface. The photocurrent therefore remains negative, but at a much smaller magnitude.

The lack of charge transport barriers in a mixed heterojunction device causes the drift current to dominate at almost all applied biases. At large forward biases, the photocurrent direction reverses and becomes positive as the internal electric field switches directions relative to the built-in field. However, at a certain narrow applied bias range the internal electric field will be negligible, enabling the diffusion current to dominate. The distribution of charge carriers within the active layer then becomes
important, and correlations between the wavelength-dependent optical field and the inversion voltage (at which the photocurrent changes from negative to positive) were observed.

Additional studies were performed on bilayer devices with layer thicknesses larger than typical optimal values. While an optimized bilayer device has a persistent negative photocurrent, the thicker devices display photocurrent inversion at certain wavelengths. Correlation between the optical field and inversion voltage reveal a relationship between the proximity of exciton location relative to the dissociation interface and inversion voltage. Namely, exciton generation closer to the heterojunction interface is observed with increased inversion voltage. This indicates that field-assisted exciton dissociation, which can introduce free charge carriers past the heterojunction interface, becomes a significant contributor to photocurrent at large forward biases.

While these explanations agree qualitatively with experimental photocurrent behavior, there is a need for simulation of photocurrent behavior to quantitatively determine the relative contributions of the drift and diffusion current. This can be accomplished by combining the Gummel iteration method\textsuperscript{195} with transfer matrix optical simulations to calculate electrical and optical field profiles, respectively. This approach has been applied to OPVs before\textsuperscript{158,196} as a basic device simulator for the optimization of device thickness and charge carrier mobility, not with the goal of examining photocurrent transport and behavior.

A basic implementation scheme would use the Gummel method to iteratively calculate the electric field, charge carrier distribution, and dark current profile within the device through manipulations of Poisson’s equation. Then, transfer matrix simulations
are applied to determine the optical field profile within the device. From this, the total charge carrier profile can be determined by calculating absorption and exciton dissociation probabilities. The experimental technique of synchronous photocurrent detection can be approximated by moving a small amount of charge carriers for each wavelength (in proportion with the AM1.5G spectrum) and recording the amount of charge carriers that arrive at each electrode via either drift or diffusion. The total current curve can then be taken as the summation of the dark, drift, and diffusion currents. Finally, the experimentally determined photocurrent behavior provides an extra level of verification that previous simulation techniques have lacked. This approach to simulation should be highly accurate, and will enable holistic simulation of device behavior.

8.2 Optical Management in Organic Photovoltaic Devices

Most of the advancements in OPV performance have come through the synthesis of new active layer materials and development of new architectures. While important, these are expensive, time-consuming routes. In Chapter 6, a third improvement method was explored, optical management. Enhancements of 10-60% in power conversion efficiency were demonstrated using soft-lithographically stamped microlens arrays on the light-incident surface of the device. This serves to increase the average path length that light travels through the active layer, increasing the absorption probability without having to increase the active layer thickness, change the materials, or implement a more complicated heterojunction architecture. The path length is increased by refraction and reflection processes at the array-air interface.
This enhancement was demonstrated to be present regardless of the active layer materials. Small molecule, high efficiency polymer:fullerene, and hybrid inorganic nanoparticle/organic polymer systems all show enhancements. The degree of enhancement is strongly dependent on the optical intensity profile within the device. Microlens arrays change the direction of the incident light, which will alter the interference patterns in the active layers. This was exploited to increase the level of enhancement.

The geometric dependence of microlens array enhancement was also explored. Ray optics simulations revealed relationships between the device packing density, active area, and illumination area, with enhancement increasing as all of these factors increase. MLAs were demonstrated to have several properties that are matched with commercial device requirements: enhancement increases with area, it is present at all incident angles, and soft lithography is compatible with roll-to-roll processing. Finally, general guidelines were described for devices that are well-suited to MLA enhancement: high $V_{OC}$, low $J_{SC}$, and low dark current.

There are numerous steps that can be taken to further study optical management in OPVs. First, a robust simulation method that can accurately couple millimeter-scale substrate and lens dimensions with nanometer-scale device active layer thicknesses is needed. The separate transfer matrix and ray optics simulations presented in Chapters 4 and 6 are not suitable for complete simulation of MLAs, especially in understanding and predicting the change in optical interference patterns. One such method is a finite difference time-domain (FDTD) calculation\textsuperscript{197}. FDTD is based on numerical iteration of Maxwell’s equations to calculate the electrical (optical) field at a series of mesh points in
space. A wide variety of mesh sizes can be accommodated within a single simulation, allowing simultaneous calculation of optical field propagation within the lens array and the device layers. Numerous commercial software packages are available.

Additional work should also be done to scale up MLA production techniques to speeds and yields suitable for a manufacturing environment. This will require installation of a small-scale roll-to-roll production line with a stamping-and-curing assembly or a system designed to imprint the MLA pattern directly into a plastic substrate using a heated mold. Though stamped-and-cured lens arrays were used in this work, a directly textured substrate should show the same enhancement characteristics provided that the microlens shape and packing factor are consistent between the two methods. The proposed suitability for commercial development makes demonstration of functioning, high-throughput, roll-to-roll-produced MLAs key.

MLAs can theoretically be adapted for use in inorganic thin-film PVs, such as CdTe or CuIn$_x$Ga$_{(1-x)}$Se$_2$. Because the refractive indices of these materials are much larger than in organic materials (i.e. $n > 2.5$ vs. $n \approx 1.7-1.8$) the lens array itself must be conducted out of a higher index material. As it is not practical to have a transparent polymer with $n > 2$, high-index inorganic nanoparticles (i.e. BaTiO$_3$) could be mixed with a conventional transparent polymer, such as optical adhesive, to increase the refractive index, since particles with diameters much less than the wavelength of light will only increase the effective refractive index, not scatter light. This method is limited by the processability and refractive index of the nanoparticles. Alternately, transparent inorganic materials could be used to form the MLAs, but this requires drastically different fabrication techniques compared to soft lithography stamping. Additionally,
because the MLA refractive index is now much larger, a low-index polymer could be placed on top of the MLA to serve as a graded index antireflection coating and an encapsulation layer.

A final proposed route is the development of textured rear reflectors for OPVs. In this case, the texture will be a microlens array in either a concave or convex orientation relative to the device, as shown in Figure 8-1.

![Device schematics for concave and convex microlens array rear reflectors.](image)

**Figure 8-1.** Device schematics for concave and convex microlens array rear reflectors. Light is first incident on the substrate in this geometry.

In this situation, the reflector will scatter light to both increase the average path length during subsequent passes through the active layer and induce total internal reflection for a portion of the reflected light. The effect could be further enhanced when combined with a MLA on the light incident surface. Preliminary investigations have shown that reflectors increase performance relative to a planar reflector by 5-10% in
polymer-based devices, and no statistically significant difference between concave and convex reflector geometries has been observed.

**8.3 Bifunctional Organic Optoelectronic Devices**

Chapter 7 concerns BFDs. These devices can function as either light emitting or power generating, depending on operating conditions. However, this presents a fundamental challenge. The operating mechanisms of OLEDs favor retaining charges in the interior of the device to maximize emissive recombination, while OPVs require efficient movement of charges from the interior dissociation interface to the electrodes. To ameliorate this tradeoff, a promising bilayer rubrene/C$_{60}$ architecture was modified to shift emission from rubrene (a fluorescent emitter) to PtOEP (a phosphorescent emitter) to make more efficient use of the electrons that are able to overcome the large injection barrier between rubrene and C$_{60}$. This proved to be a complicated task and revealed many design requirements for future bifunctional devices.

Initial attempts to simply replace rubrene with PtOEP were unsuccessful. While photovoltaic performance was respectable, PtOEP emission was quenched at the interface with C$_{60}$. Isolating PtOEP from C$_{60}$ with a thin layer of rubrene enables phosphorescent emission, but energy transfer through PtOEP to the previously forbidden rubrene triplet state reduces total luminance and efficiency.

Finally, a novel architecture that isolates PtOEP from rubrene using a thin electron-permeable exciton blocking layer of NPB was developed. This was successful in inducing predominately phosphorescent emission, but the tradeoff between electron injection and exciton blocking limited total efficiency. Ultimately, substantial redesign is required to create an efficient BFD. This could either encompass better material
selection to lower injection barriers while still allowing for exciton dissociation, or radically different architectures, such as using inorganic nanoparticles to create favorable band bending for either OLED or OPV operation.

Figure 8-2. Schematic diagram of localized effects of ferroelectric nanoparticles polarization on the potential barrier for electron injection at a rubrene/C$_{60}$ interface. Ferroelectric nanoparticle polarization is shown above each set of band diagrams. A) Increased potential for thermionically-assisted tunneling electron injection due to the thinned barrier between C$_{60}$ to rubrene, for OLED operation. B) Interfacial band diagram under opposite ferroelectric nanoparticle poling, for OPV operation.

Instead of relying solely on Auger-assisted injection, ferroelectric nanoparticles can be used to selectively induce band bending at the heterojunction interface and promote thermionic-assisted tunneling at a lower applied bias than is otherwise possible (Figure 8-2A). This arrangement should result in increased power efficiency and luminance from the device, as a greater amount of carriers is injected than would be otherwise. If the nanoparticles are polarized in the opposite direction (Figure 8-2B), the
altered interfacial electric field should help sweep charges away from the interface and towards the electrodes, a potential benefit for photovoltaic performance.

There are challenges in ferroelectric nanoparticle synthesis and incorporation at the interface. The nanoparticles must be small, to localize the induced electric field to the interface layers, but still large enough to allow significant polarization. There could also be different effects on band bending based on whether the nanoparticles are placed exactly at the interface, or slightly embedded into either of the layers.

An additional possibility is to isolate emission on inorganic quantum dots embedded in a solution-processed layer and electrically insulated by an encapsulating organic ligand. Previous studies have found that tunneling barriers can be tuned by the application of a large electric field, allowing charge carriers to move from an organic molecule to the inorganic nanoparticle\textsuperscript{198}. If the nanoparticles are dispersed in a bulk heterojunction OPV, the troublesome charge-blocking heterojunction interface would be removed. This could be an effective way to separate the OPV and OLED operation modes, but tuning the hole and electron tunneling barriers will be demanding.

BFDs are a revolutionary technology, but extensive investigation is required to realize their potential. The work presented here was a first step in understanding the material requirements for future development.

8.4 Afterword

In the past three decades, organic photovoltaic devices have emerged from a niche research topic to a prospective competitive technology in the photovoltaic marketplace. However, much work remains to make OPVs a viable alternative energy source. This dissertation presented two detailed studies to advance OPV technology:
first, investigation of photocurrent generation and transport behavior, including the
development analytical techniques to enable future studies, and, second, a method to
universally improve performance in OPVs by manipulating the behavior of incident light
that is both inexpensive and compatible with a commercial production environment.
This study has also given insight into the necessary device characteristics and design
requirements to fully exploit the optical enhancement effect, a promising avenue to push
device efficiencies past 10%. Inexpensive, rugged, and high efficiency organic
photovoltaics have the potential to revolutionize solar energy around the world and
diligent research effort will realize this goal.
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