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In this dissertation, we consider physical layer techniques in wireless communication security. We study how to crack an adversary’s communication which uses direct-sequence spread-spectrum (DS-SS), and how to protect wireless communication systems against interference. These security measures are classified as electronic protection (EP) and electronic attack (EA) among electronic warfare (EW), respectively. EW is the use of the electromagnetic spectrum to effectively deny the use of this medium by an adversary, while optimizing its use by friendly forces.

We investigate the performance of the physical layer of wireless communication systems considered in this dissertation. On the topic of eavesdropping on an adversary’s secure communication, we discuss how to crack a DS-SS system. The DS-SS is a covert technique resistant to interference, interception and multipath fading. Identifying spread-spectrum signals or cracking DS-SS systems by an unintended receiver (or eavesdropper) without a priori knowledge is a challenging problem. To address this problem, we first search for the start position of data symbols in the spread signal (for symbol synchronization). After synchronization, we remove a spread sequence by a less-expensive and more accurate cross-correlation based method, and identify the spread sequence by using a matched filter. We also propose a zigzag searching method to identify a generator polynomial that reduces memory requirement and is capable of correcting
polarity errors existing in the previous methods. In addition, we analyze the bit error performance of our proposed method.

With regard to protecting wireless communication systems against interference, we propose an enhanced transform domain communication system (ETDCS) with narrow band interference (NBI) avoidance capability as a countermeasure for a single-carrier single-input single-output (SC-SISO) communication system, a vertical-Bell Laboratories layered space-time (V-BLAST) architecture with non-stationary interference avoidance capability as a countermeasure for a single-carrier multi-input multi-output (SC-MIMO), and a multi-carrier transform domain communication system (MC-TDCS) as a countermeasure for multi-carrier multi-input single-output (MC-MISO) systems, respectively.

The TDCS is a viable solution for interference avoidance. An interference avoiding fundamental modulation waveform is synthesized at the transmitter to avoid intentional interference, and the receiver adapts its matched filter to match the transmitted fundamental modulation waveform in the frequency domain. By doing so, spectrally interfered regions are avoided altogether via adaptive spectral notching.

The basic idea for the ETDCS is to synthesize an adaptive fundamental modulation waveform by a non-parametric spectral estimator, called Capon’s method. The advantages of the ETDCS and a V-BLAST with the minimum mean square error (MMSE) detector are integrated to enhance bit error performance in narrow band interference (NBI) environment. The concepts of ETDCS and multi-carrier modulation are combined together in the MC-TDCS to combat multipath fading and to avoid intentional interference.

In code division multiple access (CDMA) or multi-carrier CDMA (MC-CDMA) systems, because users do not use completely orthogonal spreading codes or orthogonality of the spreading codes are destroyed by multipath fading, there is residual multiple-access interference (MAI) present at the output of a matched filter. Transmitter pre-filtering techniques can be employed to mitigate the MAI and channel distortions in the downlink of the MC-CDMA. We analyze the bit error rate performance of a downlink time division
duplex MC-CDMA with a pre-filtering transmitter antenna array at the base station (BS), rather than at the mobile terminals (MTs). We also incorporate a pre-filtering approach at the MC-TDCS to mitigate the MAI.

In summary, this research studies physical layer measures in wireless communication security. We provide countermeasures for SISO and MIMO communication systems against jamming and unintentional interference, while we also study vulnerabilities of DS-SS systems as well as how to crack the DS-SS system.
CHAPTER 1
INTRODUCTION

Wireless communications are very common both for military and commercial parties. The ability to use communication while mobile has great benefits to both parties. However, wireless communication has many security issues, since communication takes place over a wireless channel while the users are usually mobile.

Such a wireless channel suffers from a number of vulnerabilities: 1) The channel is vulnerable to eavesdropping. 2) The data can be altered. 3) The absence of a wired link makes it much easier to cheat on identities. 4) The channel can be overused. 5) Finally, the channel can be jammed, notably in order to perpetrate a denial-of-service (DoS) attack \[13\].

Mobility also brings us several implications: 1) A device can jeopardize privacy. 2) Mobility means that a given device must be able to roam across wireless networks controlled by different operators. 3) Mobile devices have limited storage, computing power, and energy. 4) A mobile device can be easily stolen so that it can be misused or reverse engineered \[13\]^1.

Due to vulnerabilities by the characteristics of wireless communications, we have several requirements usually to be met by a secure system: 1) The most obvious requirement is authentication. 2) Access control is the ability of an organization to grant appropriate access to resources. 3) Confidentiality of the exchanged information is also an important requirement since the wireless channel can be vulnerable to eavesdropping. 4) The integrity of data must be appropriately protected. 5) Another requirement is privacy. 6) Non-repudiation is also an important requirement. 7) Finally, the network must provide

---

\[1\] In this dissertation, we do not consider the problem of mobility of wireless communications for the sake of simplicity.
a certain level of availability [13]. Next, we will describe our motivation for studying these problems.

1.1 Motivation

In this dissertation, we consider physical layer techniques in wireless communication security: We study both how to protect wireless communication systems against interference and how to attack (or crack) the adversary’s communication systems, which uses direct-sequence spread-spectrum (DS-SS). These security measures belong to electronic protection (EP) and electronic attack (EA) among electronic warfare (EW), respectively. EW is the use of the electromagnetic spectrum to effectively deny the use of this medium by an adversary, while optimizing its use by friendly forces [14].

1.1.1 Crack Direct-Sequence Spread-Spectrum Systems

In DS-SS systems, the information signal is modulated by a pseudo-random (PN) sequence prior to transmission resulting in a wide-band signal resistant to narrow band jamming and multipath fading. The spreading sequence is typically known to the receiver, which uses a matched filtering operation and recovers the transmitted data [2, 15, 16]. The DS-SS signal has the characteristics of pseudo-randomness and correlation processing, which lead to many advantages such as anti-noise, anti-interference, and anti-multipath fading.

In the area of non-cooperative communication systems, an interceptor does not have a priori knowledge about the PN sequence. To eavesdrop on the adversary’s communication which uses DS-SS, the estimation of the spread sequence from the intercepted signal is a key to cracking these DS-SS systems and is a challenging problem. The literature on this subject is not rich. ²

To eavesdrop on the adversary’s communication, one needs to (a) identify the start position of data symbols in the intercepted signal for the purpose of symbol

² Please refer to Section 3.2.
synchronization, (b) estimate data symbols, (c) estimate the PN sequence, and (d) estimate the code generator polynomial of the PN sequence. There is an erroneous reversal of polarity of each chip in the estimated PN sequence compared to the true PN sequence, which is a major source of the performance degradation of an eavesdropper. Therefore, we need to estimate a code generator polynomial to mitigate this polarity problem. In addition to this problem, saving hundreds or thousands of sequence bits in the memory of an eavesdropper is very expensive.

These observations motivate us to investigate the following problems:

1. Can we crack a DS-SS system without a priori knowledge about that system?
2. Can we correct polarity errors as well as reduce memory requirements of an eavesdropper?
3. If such a method is feasible, can we predict the performance of the eavesdropper without massive simulations?

We will address these questions in this dissertation.

1.1.2 Protect Wireless Communication Systems Against Interference

Both military and civilian parties desire reliable communication, and it is very important to be able to operate in the presence of both intentional and unintentional interference. The primary objective of an interferer (jammer) is to degrade or disrupt communication system performance to the point where it is no longer considered reliable. Therefore, an important goal of communication research is to mitigate or avoid intentional interference (jamming). We consider only narrow band interference (NBI) in this dissertation.

Intentional electromagnetic interference (IEME) can be categorized into four categories, based on the frequency content of their spectral densities as “narrow band”, “moderate band”, “ultra-moderate band”, and “hyperband” [1].

The DS-SS is a radio transmission technology that has resistance to intentional or unintentional interference [2, 16]. Therefore, spread-spectrum, in general, has been used
by the military. The DS-SS can also be used as a multiple access technique with different PN sequences. This multiple access technique is called direct-sequence code division multiple access (DS-CDMA) [17, 18]. The DS-SS does not avoid interfered regions, since the information-bearing signal is still transmitted at those regions.

However, a single-carrier transform domain communication system (SC-TDCS) can avoid altogether spectrally crowded regions via generation of an adaptive interference avoiding fundamental modulation waveform (FMW) at both the transmitter and receiver. The TDCS [9, 11] provides a viable solution for interference avoidance. Therefore, the foremost research problem in the SC-TDCS is accurate estimation of the spectral environment. The more accurate the estimation of the spectral content, the better the performance the TDCS will achieve.

For single-input single-output (SISO) communication systems, there were several approaches which incorporated the SC-TDCS with different methods of estimation of the spectral environment in the literature [9, 10, 19]. The SC-TDCS [9, 11] utilized a parametric 10th-order autoregressive (AR) method to estimate the power spectral density (PSD) of the spectral environment. However, the AR-estimator failed to provide accurate estimation under non-stationary interference. The wavelet domain communication system (WDCS) [10] and the enhanced WDCS (EWDCS) [19] utilized a concept of a wavelet periodogram and an evolutionary wavelet spectrum (EWS) for spectral estimation, respectively. The wavelet periodogram is not an accurate estimation of environmental power spectral density (PSD) and is not able to estimate a non-stationary interference, while the bit error rate (BER) performance of the EWDCS under a non-stationary interference was relatively sub-optimal compared to that under stationary interferences with respect to non-stationary interference. Therefore, we need to mitigate the problem of the TDCS [9, 11], WDCS [10], and EWDCS [19] for SC-TDCS systems.

Multiple-input and multiple-output (MIMO) systems that use multiple antennae at both the transmitter and receiver are a promising development in wireless communication
technology for a higher data rate, a higher spectral efficiency, better quality of service, and a high network capacity. The vertical-Bell Laboratories layered space-time (V-BLAST) is one such MIMO system for realizing very high data rates over the rich-scattering wireless channel [7, 20].

The fundamental concepts of transform domain processing (TDP) of the SC-TDCS and V-BLAST based on zero-forcing (ZF) detector was combined in the work of [12] to mitigate NBI. However, it failed to mitigate non-stationary interference, like swept-tone interference. The lack of stationarity of a non-stationary interference affected the performance of the spectral estimator, therefore the system proposed in [12] did not work well for non-stationary interferences. Moreover, the ZF detector can suffer from noise enhancement at early stages of the V-BLAST scheme. Therefore, we also need to provide non-stationary as well as stationary interference avoidance capability to the V-BLAST system for highly reliable communication.

A cost effective transmission technique that can use scarce spectral resources is in need for wireless services. Multi-carrier CDMA (MC-CDMA) has been developed as a candidate air-interface, especially for downlink, to provide high bit rates. However, the performance of MC-CDMA is essentially limited by multiple access interference (MAI), and low computational complexity and resource usages are desired at mobile terminals (MTs) [21–23].

To mitigate the MAI, the use of pre-filtering with MC-CDMA systems has also been considered recently. Pre-filtering approaches designed in frequency and space for downlink time division duplex MC-CDMA systems have been proposed in [22, 24–27]. However, not much work has been done to mitigate jamming for the MC-CDMA. The MC-CDMA has anti-jamming capability due to usage of spread sequence, but does not have interference avoidance capability like DS-CDMA.

As mentioned, the TDCS can provide the interference avoidance capability for a SC communication system [9, 11]. Research results aimed at characterizing SC-TDCS
performance in a multiple access environment (MAE) under additive white Gaussian noise (AWGN) channel was presented in [28] and that performance under multipath fading was studied in [29]. However, the mitigation of the MAI was not addressed in [28, 29].

Recently, the TDCS has been applied to cognitive radio (CR) technique [30], since it can utilize the spectrum efficiently by learning and adapting its system to the environmental condition. The development of CR technique has been raised by the fact that the spectrum is not always being used according to the spectral measurement result [31].

An orthogonal frequency division multiplexing (OFDM) based TDCS in CR for control message transmission was proposed in [29]. However, only the SISO antenna configuration was considered and performance under the intentional interference was not investigated. A performance comparison between the SC-TDCS and OFDM-based CR radio for a MIMO system using the V-BLAST receiver architecture to reconstruct the transmitted data in Rayleigh fading channel was presented in [32]. A modification of both the transmitter and the receiver block diagram according to [11] had been made in their systems. The CR with OFDM consistently outperforms the CR with TDCS architecture. Since the zero-forcing equalization at the receiver removed the frequency selectivity of the channel transfer function, there is no room for improvement with the aid of frequency domain diversity. Therefore, we need to enhance the BER performance of the TDCS under Rayleigh fading with the help of the frequency domain diversity combining techniques.

The aforementioned observations motivate us to investigate the following problems:

1. Can we enhance the performance of the SC-TDCS under both stationary and non-stationary interference?

2. If such a method is established, is it applicable to MIMO-TDCS, especially for the V-BLAST, in order to mitigate both stationary and non-stationary interference?

3. Can we enhance the performance of the TDCS under multipath fading with the help of the frequency domain diversity and transmitter diversity?
4. If such a system is possible, can we mitigate intentional interference as well as unintentional interference?

5. Can we predict the bit error performance of the system?

We will address these questions in this dissertation.

1.2 Contributions of this Dissertation

The contribution of this dissertation are the following:

The contributions made toward cracking DS-SS are: (i) a generator polynomial estimator which can identify a code generator polynomial and can correct polarity errors in the estimated PN sequence and estimated data symbols, (ii) a theoretical verification of the probability of error of a code generator estimator with respect to signal-to-noise ratio (SNR), the number of data symbols, and the length of the spread sequence of the intercepted signal, and (iii) the accuracy of performance prediction of an eavesdropper.

As contributions made toward protecting SISO communication systems against jamming, we propose the enhanced TDCS (ETDCS) which is a practical alternative for the SC-TDCS with a non-parametric spectral estimation method [33, 34]. We derive a mathematical model of the TDCS and analyze the BER performance of the TDCS. The proposed ETDCS with Capon’s method (CM) can properly estimate the interference environment and offers significant interference avoidance capability for both the stationary and non-stationary interference. Moreover, the ETDCS shows the consistent bit error performance under both the stationary interference and the non-stationary interference.

We extend our previous approach in [34] to provide non-stationary as well as stationary interference avoidance capability to the V-BLAST system [35] as contributions protecting the MIMO communication system against jamming. The TDP by CM and minimum mean square error (MMSE) detector are combined with the V-BLAST to enhance bit error performance in the NBI environment.

To mitigate the multiple access interference (MAI) and intentional interference, we propose the multi-carrier TDCS (MC-TDCS) as an interference avoidance multi-carrier
system. The contributions of MC-TDCS approach are: (i) the performance improvement of TDCS under multipath fading with help of the frequency domain diversity, (ii) the mitigation of jamming and provision of the interference avoidance capability, (iii) the transmitter antennae array precoding (or pre-filtering) to mitigate the MAI interference, and (iv) analytical performance evaluation of the proposed MC-TDCS. Therefore, the proposed MC-TDCS will be a viable option for the TDCS over multipath fading with AWGN and the CR technique.

We also analyze the performance of joint space-frequency precoding approaches in terms of the average BER performance. Several linear power allocation strategies incorporated together with single user equalization schemes are compared to a joint precoding with an equal power constraint at the base-station and maximal ratio combining (MRC) at the mobile terminals (MTs). By conducting these studies, we can predict the performance of various space-frequency precoding schemes [22, 24–27, 36, 37] without massive simulations.

1.3 Outline of the Dissertation

The remainder of this dissertation is organized as follows:

In Chapter 2, we study the BER performance of the wireless communication systems considered in this dissertation. We describe interference model and study stationarity of intentional interference in Section 2.2. In Section 2.3, we study single-carrier modulation systems. OFDM and MC-CDMA are introduced as multi-carrier modulation (MCM) methods in Section 2.4. We study effects of jamming on MIMO in Section 2.5. Theoretical analysis to quantify the effects of interference on multi-carrier MIMO systems is conducted in Section 2.6. Finally, Section 2.7 summarizes this chapter.

In Chapter 3, we turn our attention to cracking DS-SS systems [38, 39]. Related works are discussed in Section 3.2. Section 3.3 describes the signal model. Section 3.4 introduces our method of identifying the start position of a data symbol in the spread signal. Section 3.5 presents how to remove data symbols from the intercepted signal.
Then, estimation of a spread sequence is presented in Section 3.6. Section 3.7 discusses how to identify a PN code generator polynomial and how to correct polarity errors. Section 3.8 presents simulation results to show the effectiveness and to validate the analytical probability of error of our approaches. Section 3.9 summarizes this chapter.

In Chapter 4, we propose the ETDCS which is a practical alternative for the TDCS with a non-parametric spectral estimation method. In Section 4.2, we elaborate on a mathematical model of TDCS. In Section 4.3, an overview of the TDCS architecture is given, and the limitations of the TDCS and the proposed estimation method are investigated. Effects of various forms of jamming on the performance of ETDCS and comparative bit error performance analysis of the proposed ETDCS follow in Section 4.4. Finally, Section 4.5 summarizes this chapter.

In Chapter 5, we extend our previous approach in Chapter 4 to a multi-input multi-output (MIMO) communication system [35]. Section 5.2 presents our previous work. Section 5.3 describes a V-BLAST system model and the interference model. Section 5.4 introduces our proposed methodology. Section 5.5 presents simulation results to show the performance of our proposed approaches. Section 5.6 summarizes this chapter.

In Chapter 6, we analyze the BER performance of (joint) space-frequency precoding approaches. Section 6.2 elaborates on a system model of a DL TDD MC-TDCS. Then, various single-user equalization methods are discussed in Section 6.3. Section 6.4 describes how to mitigate the MAI with help of the transmitter diversity and the precoding at the transmitter. The performance analysis and verification by simulation are presented in Section 6.4.3 and Section 6.5, respectively. Finally, Section 6.6 summarizes this chapter.

In Chapter 7, we propose a multi-carrier transform domain communication system (MC-TDCS). Section 7.2 elaborates on a system model of the proposed MC-TDCS and describes a mathematical model of the proposed system. Then, single user equalizer performance for the single user detection is investigated in Section 7.3. Section 7.4 describes how to mitigate the MAI with the help of transmitter diversity and precoding
at the transmitter. The performance under NBI is validated in Section 7.5. Finally, Section 7.6 summarizes this chapter.

In Chapter 8, we summarize the dissertation and point out future research directions.
CHAPTER 2
PERFORMANCE OF WIRELESS COMMUNICATION SYSTEMS UNDER INTERFERENCE

2.1 Introduction

Wireless communication is, by any measure, the fastest growing segment of the communication industry. As such, it is very common both for commercial and military parties. However, the transmitted information-bearing signal is subject to various impairments caused by the transmission medium and vulnerable wireless channel combined with the mobility of transceiver. Therefore, special care must be taken to achieve security requirements of the wireless communication systems \[13, 17\]^1.

The purpose of this chapter is to investigate the performance of various wireless communication systems at physical layer under interference, since interference can disrupt communications by decreasing the signal-to-noise ratio (SNR). Therefore, we need to investigate the performance of wireless communication systems under interference to predict that performance or to mitigate interference for reliable communication.

The physical layer under study includes single-carrier systems, multi-carrier modulation system, single-input single-output (SISO) systems, multi-input multi-output (MIMO) systems, and so on. The performance measure of interest is the bit error rate (BER) in this chapter.

The remainder of this chapter is organized as follows. We describe interference model and study stationarity of intentional interference in Section 2.2. In Section 2.3, we study single-carrier modulation systems. Orthogonal frequency division multiplexing (OFDM) and multi-carrier code division multiple access (MC-CDMA) are introduced as multi-carrier modulation (MCM) methods in Section 2.4. We study effects of jamming on multiple-input multiple-output (MIMO) in Section 2.5. Theoretical analysis to quantify

\(^1\) Please refer to Chapter 1.
the effects of interference on multi-carrier MIMO systems is conducted in Section 2.6. Finally, Section 2.7 summarizes this chapter.

2.2 Interference Model

Interference is the intentional or unintentional emission of signals to interfere with the operation of the communication system with noise or false information. Therefore, interference can disrupt reliable communication, and can decrease SNR ratio. We will investigate intentional interference (or jamming)\(^2\) and unintentional interference in this section.

2.2.1 Intentional Interference

Intentional electromagnetic interference (IEME) can be categorized into four categories, based on the frequency content of their spectral densities, as “narrow band”, “moderate band”, “ultra-moderate band”, and “hyperband” [1]. The definitions for bandwidth classification proposed in [1] is shown in Table 2-1 for reference.

<table>
<thead>
<tr>
<th>Band type</th>
<th>Percentage bandwidth</th>
<th>Bandratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>Narrow or hypoband</td>
<td>(pbw = 200\frac{br-1}{br+1})</td>
<td>(&lt;1%)</td>
</tr>
<tr>
<td>Moderate or mesoband</td>
<td>(1% &lt; pbw \leq 100%)</td>
<td>(1.01 &lt; br \leq 3)</td>
</tr>
<tr>
<td>Ultra-moderate or sub-hyperband</td>
<td>(100% &lt; pbw &lt; 163.4%)</td>
<td>(3 &lt; br \leq 10)</td>
</tr>
<tr>
<td>Hyperband</td>
<td>(163.4% &lt; pbw &lt; 200%)</td>
<td>(br \geq 10)</td>
</tr>
</tbody>
</table>

We consider only narrow band interference (NBI) in this dissertation. The NBI further can be categorized into stationary or non-stationary interference with respect to

---

\(^2\) We will use intentional interference and jamming interchangeably in this dissertation.
its time-varying characteristic in the frequency domain. Partial band, single-tone, and
multi-tone jamming are stationary interferences and swept-tone jamming is non-stationary
interference in terms of wide-sense stationarity.

2.2.1.1 Barrage noise jamming

Barrage noise jamming (BNJ) belongs to a broadband noise jamming form. In this
case, the jammer interferes with the whole bandwidth by injecting a band-limited noise to
the system. Its effect is the same as that of the additive white Gaussian noise (AWGN), so
the power spectral density (PSD) of total noise becomes:

\[
\text{PSD}_N = N_0 + N_J
\]  

where \( N_0 \) is the noise PSD of complex AWGN and \( N_J \) is the PSD of complex BNJ.

2.2.1.2 Partial band jamming

Partial band jamming (PBJ) or partial band overlap is modeled as additive Gaussian
noise with its power focusing on a portion of the entire bandwidth of the system. Since
white noise is stationary, the PBJ is also stationary jamming. This strategy is considered
more effective than BNJ since the jammer can concentrate more power to interfere with
certain specific bandwidths.

2.2.1.3 Multi-tone jamming

Multi-tone jamming (MTJ) divides its total power into \( q \) distinct, equal power,
random phase tones. Every jamming tone can be modeled as:

\[
J(t) = A_J e^{j(2\pi f_J t + \varphi_J)}
\]  

where \( \varphi_J \) is the random phase, which is uniformly distributed over \([0, 2\pi]\). \( A_J \) and \( f_J \) are
the amplitude and frequency, respectively. Single-tone jamming (STJ) is a special case of
multi-tone jamming with \( q = 1 \).
The MTJ is a wide-sense stationary jamming. For \( q = 1 \), the mean of \( J(t) \) is

\[
E[J(t)] = \int_0^{2\pi} A_J e^{j(2\pi f_J t + \phi_J)} \frac{1}{2\pi} d\phi_J = 0 \quad (2-3)
\]

where \( E[\cdot] \) denotes expectation and autocorrelation of \( J(t) \) becomes

\[
E[J^*(t)J(t+\tau)] = A_J^2 e^{j2\pi f_J \tau} = R(\tau) \quad (2-4)
\]

where \((\cdot)^*\) denotes complex conjugation.

### 2.2.1.4 Swept-tone jamming

Swept-tone jamming (SWTJ) or sweep jamming can be achieved by two methods:

(i) a narrow frequency band of jamming energy is repeatedly swept over a relatively wide frequency band, and (ii) the sweep rate is such as to be on any given frequency only long enough to accomplish its jamming task, returning to that frequency again before the expiration of the jammed circuit recovery time.

Note that SWTJ combines the advantages of both spot jamming and BNJ by rapid electronic sweeping of a narrow band of jamming signals over a broad frequency spectrum; the disadvantage of SWTJ is its high susceptibility to electronic counter-countermeasures. While this has the advantage of being able to jam multiple frequencies in quick succession, it does not affect them all at the same time, and thus limits the effectiveness of this type of jamming. Although, depending on the error checking in the device(s), this can render a wide range of devices effectively useless. Every swept-tone can be modeled as

\[
J(t) = A_J e^{j(2\pi f_J t + \phi_J)} \quad (2-5)
\]

with \( f_J = f_L + \Delta t \) where \( \phi_J \) is random phase which is uniformly distributed over \([0, 2\pi] \). \( A_J \) and \( f_J \) are amplitude and frequency, respectively. \( f_L \) is lows of sweeps and \( t \) is sweep time and \( \Delta \) is sweep interval.
Now we need to investigate the stationarity of the SWTJ. The mean of $J(t)$ is:

$$E[J(t)] = E[A_J e^{j(2\pi f_J t + \phi_J)}]$$

$$= E[A_J e^{j(2\pi (f_L + \Delta t) t + \phi_J)}] = 0$$

(2-6)

The autocorrelation of $J(t)$ becomes

$$E[J^*(t)J(t+\tau)] = E[A_J e^{-j[2\pi (f_L + \Delta t) t + \phi_J]} A_J e^{j[2\pi (f_L + \Delta t + \Delta \tau)(t+\tau) + \phi_J]}]$$

$$= A_J^2 e^{j2\pi (f_L \tau + \Delta \tau \cdot \tau)} e^{j2\pi[\Delta t \cdot \tau + \Delta \tau \cdot t]} = R(t; \tau)$$

(2-7)

Therefore, the SWTJ is not a wide-sense stationary (WSS) jamming. However, the SWTJ is a cyclostationary process. Since

$$R(t + T_0; \tau) = A_J^2 e^{j2\pi (f_L \tau + \Delta \tau \cdot \tau)} e^{j2\pi[\Delta (t + T_0) \cdot \tau + \Delta \tau \cdot (t + T_0)]}$$

$$= R(t; \tau)$$

(2-8)

2.2.2 Unintentional Interference

2.2.2.1 Multiple access interference

In code division multiple access (CDMA) or multi-carrier CDMA (MC-CDMA) systems, because users do not use completely orthogonal spreading codes or orthogonality of the spreading codes are destroyed by multipath fading, there is residual multiple access interference (MAI) present at the output of a matched filter. We discuss the performance under MAI of the DS-CDMA and the MC-CDMA in Section 2.3.2 and Section 2.4.2, respectively.

2.2.2.2 Co-channel interference

Co-channel interference or CCI\(^3\) is crosstalk from two different radio transmitters reusing the same frequency channel. CCI is introduced when a frequency band is shared by multiple users at the same time. In cellular systems, CCI arises by the frequency

\(^3\) We do not study both CCI and ACI in this dissertation.
reuse in neighboring cells. As frequency reuse factor decreases to increase the system capacity, CCI increases as the distance between the co-channel cells decreases. Therefore, the performance of a frequency reuse system is limited by CCI rather than by additive noise [40].

2.2.2.3 Adjacent-channel interference

Adjacent-channel interference or ACI is interference caused by extraneous power from a signal in an adjacent channel. Note that adjacent channel interference may be caused by inadequate filtering, such as incomplete filtering of unwanted modulation products in frequency modulation (FM) systems, improper tuning, or poor frequency control, in either the reference channel or the interfering channel, or both.

2.3 Single-Carrier Modulation Systems

In this section, we describe single-carrier modulation systems under study in this dissertation. Section 2.3.1 introduces direct-sequence spread-spectrum (DS-SS) and linear feedback shift register (LFSR), and discusses vulnerabilities of that DS-SS system in terms of non-cooperative communication. Section 2.3.2 deals with the MAI of code division multiple access (CDMA). In Section 2.3.3, a transform domain communication system (TDCS) is introduced as an interference avoidance system.

2.3.1 Direct-Sequence Spread-Spectrum Systems

Spread-spectrum systems have been developed since about the mid-1950s. The initial applications have been to military anti-jamming tactical communication, to guidance systems, to experimental anti-multipath systems and other applications [2].

In DS-SS systems, the information signal is modulated by a PN sequence prior to transmission resulting in a wide band signal resistant to narrow band jamming and multipath. The DS-SS transmitters use a periodical pseudo-random sequence to modulate the baseband signal before transmission. The PN spreading sequence is typically known to the receiver, which uses the matched filtering operation and recovers the transmitted data [15, 16]. The DS-SS signal has the characteristics of pseudo-randomness and correlation
processing, which leads to many advantages such as anti-noise, anti-interference, and anti-multipath fading [2, 16].

![Diagram of Linear Feedback Shift Register](image)

Figure 2-1. Linear feedback shift register [2–5]

Practical and efficient implementation techniques for PN sequences center on shift-register. Since crackability is such an important issue, it appears sensible to categorize PN code generator, according to increasing complexity, in the classes of (a) linear feedback shift register (LFSR); (b) one or more LFSRs with nonlinear feed forward logic (NFFL); and (c) general nonlinear feedback shift-register (NLFSR). Other ad hoc cases are possible.

Figure 2-1 shows a diagram of the LFSR. LFSRs can generate linear maximal sequences, m-sequences, or PN sequence, using selected stages of an n-stage shift register. The correct selection of the tap-weights (or feedback stages) will result in a maximal sequence length $N = 2^n - 1$. The classical properties of an m-sequence are [4, 5, 15]: (1) maximal-length for an n-stage generator; (2) maximum possible peak/side-lobe autocorrelation over the period $N$; and (3) a large number of maximum codes per $n$-stages.

However, non-cooperative communication systems, such as spectrums surveillance and electronic interception, are entirely different from cooperative communication systems. The receiver has minimal knowledge of the intercepted signal. In this case only blind
signal estimation procedures can be used. In the context of spectrum surveillance, the PN sequence used by the transmitter is unknown, so all related issues of synchronization, multipath equalization, data detection, and PN sequence detection become more challenging problems [41]. Capturing information from the intercepted signal is still an important and difficult problem to be solved in the non-cooperative communication system [38, 39, 42]. In Chapter 3, we discuss how to crack a DS-SS system. We consider the LFSR as the implementation technique for PN sequences in Chapter 3.

2.3.2 Code Division Multiple Access

As mentioned in Section 2.2, the downlink (DL) multiuser CDMA suffers from the MAI. Therefore, the performance of the CDMA is predetermined by the MAI. A transmitter precoding, as an alternative for combating the MAI in synchronous multiuser channel, was proposed in [43, 44]. The transmitter precoding reduces the multiuser detection problem into decoupled single user detection problem.

Asymptotic BER of a precoded random spreading system in [44] is

\[ P_e = Q \left( \sqrt{\frac{2E_b}{N_0}} (1 - \beta) \right) \]  \hspace{1cm} (2.9)

where \( Q(x) = \frac{1}{\sqrt{2\pi}} \int_{0}^{\infty} e^{-x^2/2} dx \) and \( \beta \) is

\[ \beta = \lim_{K,n \to \infty} \frac{K}{n} \]  \hspace{1cm} (2.10)

where \( K \) is the number of users, and \( K \leq n \) (\( n \) is the number of chips/bit). Moreover, the performance of the precoding and the receiver-based decorrelator with equal or unequal power distribution is asymptotically equivalent.

A reproduction of the asymptotic theoretical performance of the precoding and that of receiver-based decorrelator is shown in Figure 2-2 for \( \beta = 0.2, 0.5, \) and 0.8 and \( n=100 \). The result shows that their performance are quite similar as expected. Interested readers should refer to [44] and references therein.
Figure 2-2. Performance of the precoding and the receiver-based decorrelator for $\beta=0.2$, 0.5, 0.8, and $n=100$

2.3.3 Transform Domain Communication Systems

TDCS in [9, 11] is a viable option for avoiding the interference considered in the previous Section 2.2.1. In TDCS, the transmitter generates an interference-free waveform to avoid the intentional interference, while the receiver needs to adapt its matched filter to match the transmitted waveform. Adaptive spectral notching avoids the spectrally crowded regions (or the jammed regions).

In Chapter 4, we propose an enhanced TDCS (ETDCS) which is a practical alternative for the TDCS in [9, 11] with a non-parametric spectral estimation method. In Chapter 5, we extend our approach in Chapter 4 to provide non-stationary as well as stationary interference avoidance capability to a vertical-Bell Laboratories layered space-time (V-BLAST) system. In Chapter 7, we propose a multi-carrier TDCS (MC-TDCS). The concept of transform domain processing (TDP) and multi-carrier modulation (MCM) are combined together in MC-TDCS to avoid intentional interference and to combat multipath fading. We will also study the performance under multiuser and
incorporate a precoding scheme at the transmitter antenna array to mitigate the MAI at the transmitter.

2.4 Multi-Carrier Modulation Systems

Multi-carrier modulation (MCM) is the principle of transmitting data by dividing the stream into several bit streams, each of which has a much lower bit rate, and by using these sub-streams to modulate several carriers. The OFDM in Section 2.4.1 is robust against inter-symbol interference (ISI) and fading caused by multipath fading, and is also robust against narrow band ICI. We study the MAI problem of MC-CDMA in Section 2.4.2.

2.4.1 Orthogonal Frequency Division Multiplexing

OFDM is a frequency-division multiplexing (FDM) scheme utilized as a digital multi-carrier modulation method. OFDM is a promising technology that enables transmission of a high data rate. The basic idea of OFDM is to use a large number of parallel narrow band sub-carriers instead of a single wide-band carrier to transport information. With its capability of adapting to severe channel conditions without complex equalization, OFDM can effectively provide broadband wireless communication in hostile multipath environments. Furthermore, OFDM is robust against ISI and fading caused by multipath propagation [23].

Since OFDM is a very important candidate for the core technique of next generation wireless communication systems, it is necessary to evaluate its performance under intentional interference over fading channels. In [45], a comprehensive study of the effect of different jamming techniques for an OFDM system was conducted. By comparing the bit error rate (BER) performance of different jamming techniques, the most effective jamming technique can be identified under various channel conditions. This is very critical for both jamming and anti-jamming applications for OFDM systems. BNJ, PBJ, and MTJ in a time-correlated Rayleigh fading channel with AWGN were evaluated in [45]. Interested
readers should refer to [45] to understand the effects of various types of jamming for OFDM systems.

2.4.2 Multi-Carrier Code Division Multiple Access

Aforementioned direct-sequence CDMA (DS-CDMA) in Section 2.3.2, where spreading is performed in the time domain, has high sampling rates. This high sampling rate makes DS-CDMA very susceptible to performance degradation caused by multipath propagation [23]. Therefore, MC-CDMA was developed to overcome this drawback of the DS-CDMA [21]. The main benefit of MC-CDMA in comparison to other OFDM-based multiple access methods in Section 2.4.1 is the inherent provision of frequency diversity. By contrast, a drawback of MC-CDMA, like DS-CDMA, is the MAI encountered. These factors predetermined the performance of MC-CDMA [23].

Because the loss of the orthogonality among users in multipath environments causes the MAI, we need to mitigate the MAI. While in DL transmissions (i.e., from the base station (BS) to the mobile terminals (MTs)), the single user detection (SUD) techniques are typically employed, guaranteeing reasonable trade-off between performance and system complexity; in uplink (i.e., from the MTs to the BS), multiuser detection (MUD) techniques seem to be mandatory [23].

The idea behind pre-equalization\footnote{We will use pre-equalization, pre-filtering, and precoding interchangeably in this dissertation.} [22, 25, 26, 46–48] is to vary the gain assigned to each sub-carrier so that the interference is reduced and a low complex detection scheme can be employed at the receiver. In order to work properly, the pre-equalization techniques require channel state information (CSI) at the transmitter. In Chapter 6, we analyze the bit error performance of various space-frequency precoding schemes of a DL MC-CDMA.
2.5 Multi-Input Multi-Output Systems

MIMO systems that use multiple antennae at both the transmitter and receiver are a promising wireless communication technology for higher data rate, higher spectral efficiency, better quality of service, and high network capacity. Note that there are two types of MIMO systems: Bell Laboratories layered architecture space-time (BLAST) and space-time coding (STC). BLAST is intended to improve throughput while space-time coding is intended to improve reliability. We conduct theoretical analysis to qualify the effect of jamming on a STC in Section 2.5.1 and a vertical-BLAST (V-BLAST) in Section 2.5.2, respectively.

2.5.1 Space-Time Orthogonal Block Coding

A very simple and effective scheme for two transmit antennae and a single receiver antenna achieving diversity order two was introduced by Alamouti in [49]. A transceiver architecture is shown in Figure 2-3.

It sends the sequence \( \{x_1, -x_2^*\} \) on the first antenna and \( \{x_2, x_1^*\} \) on the other.

\[
\begin{align*}
  y_1 &= h_1 x_1 + h_2 x_2 + n_1 = \begin{bmatrix} h_1 & h_2 \end{bmatrix} \begin{bmatrix} x_1 \\ x_2 \end{bmatrix} + n_1 \\
  y_2 &= -h_1 x_2^* + h_2 x_1^* + n_2 = \begin{bmatrix} h_1 & h_2 \end{bmatrix} \begin{bmatrix} -x_2^* \\ x_1^* \end{bmatrix} + n_2
\end{align*}
\]

(2-11)
Assuming a flat-fading channel with coefficients $h_1$ and $h_2$, the received vector is formed by stacking two consecutive data samples $y_1$ and $y_2^*$. This can be formulated as follows:

$$
\begin{bmatrix}
y_1 \\
y_2^*
\end{bmatrix} =
\begin{bmatrix}
h_1 & h_2 \\
h_2^* & -h_1^*
\end{bmatrix}
\begin{bmatrix}
x_1 \\
x_2
\end{bmatrix} +
\begin{bmatrix}
n_1 \\
n_2^*
\end{bmatrix}
$$

or in short notation $\mathbf{y} = \mathbf{H}\mathbf{x} + \mathbf{n}$. The resulting channel $\mathbf{H}$ is orthogonal, i.e., $\mathbf{H}^H\mathbf{H} = \mathbf{H}_2^2 \mathbf{I}_2$ and the gain of the channel $h^2 = |h_1|^2 + |h_2|^2$, since the channel becomes:

$$
\mathbf{H} =
\begin{bmatrix}
h_1 & h_2 \\
h_2^* & -h_1^*
\end{bmatrix}
$$

and

$$
\mathbf{H}^H\mathbf{H} =
\begin{bmatrix}
h_1^* & h_2 \\
h_2^* & -h_1
\end{bmatrix}
\begin{bmatrix}
h_1 & h_2 \\
h_2^* & -h_1^*
\end{bmatrix}
= \begin{bmatrix}
|h_1|^2 + |h_2|^2 & 0 \\
0 & |h_1|^2 + |h_2|^2
\end{bmatrix} = h^2 \mathbf{I}_2
$$

The transmitted symbols can be computed by the zero-forcing (ZF) approach:

$$
\begin{bmatrix}
\hat{x}_1 \\
\hat{x}_2^*
\end{bmatrix} = \frac{1}{h^2} \mathbf{H}^H
\begin{bmatrix}
y_1 \\
y_2^*
\end{bmatrix} = \frac{1}{h^2}
\begin{bmatrix}
h_1^* & h_2 \\
h_2^* & -h_1
\end{bmatrix}
\begin{bmatrix}
y_1 \\
y_2^*
\end{bmatrix} = \frac{1}{h^2}
\begin{bmatrix}
h_1^* y_1 + h_2 y_2^* \\
h_2^* y_1 - h_1 y_2^*
\end{bmatrix}
= \begin{bmatrix}
x_1 \\
x_2^*
\end{bmatrix} + (\mathbf{H}^H\mathbf{H})^{-1}\mathbf{H}^H
\begin{bmatrix}
n_1 \\
n_2^*
\end{bmatrix}
$$

The relevant noise variance is given by $\sigma_n^2 \text{tr} (\mathbf{H}^H\mathbf{H})^{-1} = \sigma_n^2 / h^2$. The denominator $h^2$ indicates diversity order two for the reception of both symbols. The BER performance of BPSK modulation is given by:

$$
\bar{P}_b = \int_0^\infty Q\left(\sqrt{\frac{E_b}{N_0}}\frac{\alpha}{\sigma^2} \exp\left(-\frac{\alpha^2}{2\sigma^2}\right)\right)d\alpha
$$

$$
\bar{P}_{b,STBC} = \bar{P}_b^2 \left[1 + 2(1 - \bar{P}_b)\right]
$$
if we use the equal power allocation for two transmit antennae.

### 2.5.2 Vertical-Bell Laboratories Layered Space-Time

MIMO wireless communication system has been shown to provide high capacity in a rich scattering environment. The V-BLAST architecture is one such MIMO system, which is attractive from the implementation standpoint. It has been shown that the theoretical capacity approximately increases linearly with the minimum number of transmit and receive antennae, when operated in a channel with AWGN. At each symbol it detects the strongest layer of the transmitted signal, cancels the effects of this strongest layer from each of the received signals, then continues to detect the strongest of the remaining layers, and so on [7, 20].

![Figure 2-4. A high level system diagram of V-BLAST](image)

A high-level system diagram of a BLAST is shown in Figure 2-4 in [7]. The received signal vector becomes:

\[
\mathbf{r} = \mathbf{H}\mathbf{a} + \mathbf{n}
\]

(2–18)

where \( \mathbf{r} = [r_1, \cdots, r_N]^T \) and \( \mathbf{a} = [a_1, \cdots, a_M]^T \) are the received signal vector and transmitted signal vector, respectively. The channel matrix \( \mathbf{H} \) is

\[
\mathbf{H} = \begin{bmatrix}
H_{1,1} & \cdots & H_{1,M} \\
\vdots & \ddots & \vdots \\
H_{N,1} & \cdots & H_{N,M}
\end{bmatrix}
\]

(2–19)
where $H_{n,m}$ is the channel link between transmit antenna $m$ and receiver antenna $n$, $N$ is the number of receive antennae, and $M$ is the number of transmit antennae.

We assume that the receiver has the CSI. A full zero-forcing sequential interference cancelation (ZF-SIC) algorithm is described in Table 2-2 [20].

Table 2-2. A ZF-SIC V-BLAST detection algorithm

<table>
<thead>
<tr>
<th>Initialization:</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$i$ $\leftarrow$ 1</td>
<td></td>
</tr>
<tr>
<td>$G_1 = H^+$</td>
<td></td>
</tr>
<tr>
<td>$k_1 = \arg\min_j | (G_1)_j |^2$</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Recursion:</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$w_{k_i} = (G_{k_i})_{k_i}$</td>
<td></td>
</tr>
<tr>
<td>$y_{k_i} = w_{k_i}^T r_i$</td>
<td></td>
</tr>
<tr>
<td>$\hat{a}<em>{k_i} = Q(y</em>{k_i})$</td>
<td></td>
</tr>
<tr>
<td>$r_{i+1} = r_i - \hat{a}<em>{k_i}(H)</em>{k_i}$</td>
<td></td>
</tr>
<tr>
<td>$G_{i+1} = H_{k_i}^+$</td>
<td></td>
</tr>
<tr>
<td>$k_{i+1} = \arg\min_{j \not\in (k_1, \ldots, k_i)} | (G_{i+1})_j |^2$</td>
<td></td>
</tr>
<tr>
<td>$i \leftarrow i + 1$</td>
<td></td>
</tr>
</tbody>
</table>

It is desirable to utilize the V-BLAST in the reliable wireless communication system under intentional interference, mentioned in Section 2.2.1. In Chapter 5, a TDP in Section 2.3.3 and minimum mean square error (MMSE) detector in [50] are combined with the V-BLAST to enhance performance in the NBI environment [35].

2.6 Multi-Carrier Multi-Input Multi-Output Systems

Combining MCM methods in Section 2.4 and MIMO in Section 2.5 will achieve unprecedented performance. Multi-carrier MIMO (MC-MIMO) systems are robust against frequency selective fading due to frequency diversity from OFDM, frequency flat fading owing to space diversity from MIMO, and high throughput due to MIMO. We conduct theoretical analysis to quantify the effects of interference on both a space-time OFDM (ST-OFDM) system and a multi-carrier V-BLAST (MC V-BLAST) system in Section 2.6.2 and Section 2.6.4, respectively.
2.6.1 Space-Time Orthogonal Frequency Division Multiplexing

Consider the successive data symbol vectors at the output of the serial to parallel converter one pair at a time. Denote the first vector in the pair as the odd vector, $X_o$, and the second one the even vector, $X_e$. For example, if $X_o$ is the $M^{th}$ block data vector and $X_e$ is the $(M + 1)^{th}$ block vector.

$$X_o = \begin{bmatrix} X(MN) & \cdots & X(MN + N - 1) \end{bmatrix}^T$$

$$X_e = \begin{bmatrix} X(MN + N) & \cdots & X(MN + 2N - 1) \end{bmatrix}^T$$

(2–20)

At the first transmitter, $X_o$, is transmitted during the first time slot followed by $-X_e^*$ in the second time slot. At the second transmitter, $X_e$, is transmitted first followed by $X_o^*$.

The equivalent space-time block code transmission matrix is given by:

$$G = \begin{bmatrix} X_o & X_e \\ -X_e^* & X_o^* \end{bmatrix}$$

(2–21)

i.e., entries of the transmission matrix are the OFDM symbol vectors $X_o$, $X_e$, and their conjugates.

Let $\Lambda_1$ and $\Lambda_2$ be two diagonal matrices whose diagonal elements are the DFTs of the respective channel impulse responses, $h_1$ and $h_2$. Assuming that the channel responses are constant during the two time slots, the demodulated vectors in the corresponding time slots are given by

$$Y_1 = \Lambda_1 X_o + \Lambda_2 X_e + Z_1$$

$$Y_2 = -\Lambda_1 X_e^* + \Lambda_2 X_o^* + Z_2$$

(2–22)

Assuming the channel responses are known or can be estimated accurately at the receiver, the decision variables are constructed by combining $Y_1$, $Y_2$, and the channel response
matrices as

\[
\hat{X}_0 = \Lambda_1^* Y_1 + \Lambda_2 Y_2^* \\
\hat{X}_e = \Lambda_2^* Y_1 - \Lambda_1 Y_2^*
\] (2–23)

Substituting (2–22) into (2–23) yields the following expressions:

\[
\hat{X}_0 = (|\Lambda_1|^2 + |\Lambda_2|^2) X_0 + \Lambda_1^* Z_1 + \Lambda_2 Z_2^* \\
\hat{X}_0 = (|\Lambda_1|^2 + |\Lambda_2|^2) X_e + \Lambda_2^* Z_1 - \Lambda_1 Z_2^*
\] (2–24)

It is known that the MRC is the optimal linear combining technique for receiver diversity. The above decision equations for the transmitter diversity scheme are similar in form to that of a two-branch MRC receiver diversity system. The block diagram of space-time OFDM transmitter diversity system in [8] is shown in Figure 2-5. The BER performance of the space-time OFDM without jamming is given by (2–16) and (2–17).

![Figure 2-5. A block diagram of space-time OFDM systems](image)

\[2.6.2 \text{ Performance of ST-OFDM under Jamming}\]

In the sequel, we study the BER performance of space-time OFDM [8] under jamming. The channel is modeled as a flat-fading Rayleigh channel. For every sub-carrier
in OFDM systems, its bandwidth is relatively small compared with the bandwidth of the channel, so it is reasonable to make this flat-fading assumption. Considering that the jamming and the signal are both independently attenuated by the channel, we use two independent random variables to describe the jamming channel power gain $G_J$ and the signal channel power gain $G_S$, which are given as

$$G_S = \alpha^2$$  \hspace{1cm} (2–25)

$$G_J = \beta^2$$  \hspace{1cm} (2–26)

where $\alpha$ and $\beta$ are independent Rayleigh random variables with variances $\sigma_s^2$ and $\sigma_J^2$ respectively. Because jamming and signal are under the same channel environment, $\sigma_S$ and $\sigma_J$ can be regarded as the same value $\sigma$. Therefore, we have the following signal model under jamming.

$$Y_1 = \Lambda_1 X_o + \Lambda_2 X_e + Z_1 + \Delta_1 J_1$$

$$Y_2 = -\Lambda_1 X_e^* + \Lambda_2 X_o^* + Z_2 + \Delta_2 J_2$$  \hspace{1cm} (2–27)

where $J_1$ and $J_2$ denote the DFTs of jamming and $\Delta_1$ and $\Delta_1$ are two diagonal matrices whose diagonal elements are the DFTs of the respective jammer channel impulse response.

In Rayleigh fading channel, the effective energy-per-bit becomes $G_S E_b$ and the effective PSD of the BNJ becomes $G_J N_J$. After simplifying, we get the BER

$$P_b(\alpha, \beta) = Q\left(\sqrt{\frac{\alpha^2 E_b}{N_0 + \beta^2 N_J}}\right)$$  \hspace{1cm} (2–28)

Since there are two Rayleigh random variables, $\alpha$ and $\beta$, with the same variance, the average BER for BPSK can be expressed as:

$$\bar{P}_b = \int_0^\infty \int_0^\infty Q\left(\sqrt{\frac{\alpha^2 E_b}{N_0 + \beta^2 N_J}}\right) \frac{\alpha \beta}{\sigma^4} \exp\left(\frac{-\alpha^2 - \beta^2}{2\sigma^2}\right) d\alpha d\beta$$  \hspace{1cm} (2–29)

Certainly, the infinite upper limit of integration should be replaced by finite approximated value in practice.
Figure 2-6 shows the performance of the space-time OFDM under BNJ with Rayleigh fading and AWGN. Note that the theoretical BER performance is drawn by (2–17) with (2–29). The OFDM system employed 256 sub-carriers. It was assumed that the perfect channel estimation was available at the receiver. The theoretical BER performance by (2–29) is a good approximation of the simulated BER performance.

![Figure 2-6. Performance of ST-OFDM system under BNJ with Rayleigh fading and AWGN](image)

We consider the best jamming scenario for PBJ: The jamming signal bandwidth falls into that of the OFDM signal completely. The portion of jamming signal bandwidth can be described by:

\[ \rho = \frac{W_J}{W_S} \]  

(2–30)

where \( W_J \) is the bandwidth of the jamming signal and \( W_S \) is the bandwidth of the OFDM signal. We need to consider the jammed frequency bands and the un-jammed frequency bands. Given the average PSD of PBJ \( N_J \), the effective PSD of PBJ in the first type of band becomes \( N_J/\rho \), and there is no jamming at all in the second type of band. Then, we have the BER performance under the PBJ as follows:
\[ P_b(\rho) = \rho Q \left( \sqrt{\frac{E_b}{N_0 + N J / \rho}} \right) + (1 - \rho) Q \left( \sqrt{\frac{E_b}{N_0}} \right) \]  

\[ (2-31) \]

For the time-correlated Rayleigh fading channel, following the same steps as before, the average BER for BPSK becomes:

\[ \bar{P}_b = \rho \int_0^\infty \int_0^\infty Q \left( \sqrt{\frac{\alpha^2 E_b}{N_0 + \beta^2 N J / \rho}} \right) \frac{\alpha \beta}{\sigma^4} \exp \left( -\frac{\alpha^2 - \beta^2}{2\sigma^2} \right) d\alpha d\beta 
+ (1 - \rho) \int_0^\infty \int_0^\infty Q \left( \sqrt{\frac{\alpha^2 E_b}{N_0}} \right) \frac{\alpha \beta}{\sigma^4} \exp \left( -\frac{\alpha^2 - \beta^2}{2\sigma^2} \right) d\alpha d\beta \]  

\[ (2-32) \]

Figure 2-7 shows the performance of the space-time OFDM under 50% PBJ with Rayleigh fading and AWGN.

For MTJ, we assume that those \( q \) jamming tones are perfectly aligned with \( q \) sub-carriers of the OFDM system. Then the portion of jamming signal bandwidth is defined as:

\[ \rho = q / M \]  

\[ (2-33) \]
where $M$ is the number of FFT points. We can analyze the performance of the space-time OFDM system under MTJ by (2–32). Figure 2-8 shows the performance of the space-time OFDM under 50% MTJ with Rayleigh fading and AWGN.

![Figure 2-8](image_url)

**Figure 2-8.** Performance of space-time OFDM system under $\rho = 0.5$ MTJ with Rayleigh fading and AWGN

### 2.6.3 Multi-Carrier Vertical-Bell Laboratories Layered Space-Time

![Figure 2-9](image_url)

**Figure 2-9.** Multi-carrier V-BLAST high level system diagram where number of transmitters is $M$ and number of receivers is $N$.

The V-BLAST is a MIMO system based on spatial multiplexing (SM) method, which provides trade-off between system performance and system implementation complexity [7,
The V-BLAST is combined with OFDM modulation scheme to achieve high data rate transmission in frequency selective fading channel. Since the OFDM effectively divides the frequency selective fading channel into a number of flat fading sub-channels, a multi-carrier (MC) V-BLAST system comprises of narrow band V-BLAST systems on different sub-carriers. Therefore, the MC V-BLAST can provide both high data rate and high throughput transmission over rich scattering channel [23]. A V-BLAST transceiver model based on an OFDM modulation scheme is depicted in Figure 2-9.

A MC V-BLAST system with \( M \) transmit and \( N \) receiver antennae consists of one narrow band V-BLAST system on each sub-carrier. Therefore, we can write the received signal vector on a specific sub-carrier as follows:

\[
y = Hx + n
\]  

(2–34)

where \( y = [y_1, \cdots, y_N]^T \) is the received signal, \( x = [x_1, \cdots, x_M]^T \) is the transmitted signal on each sub-carrier, and \( n \) is AWGN noise. The channel matrix \( H \) is a \( N \times M \) matrix with each entry \( H_{mn} \) denoting the channel response between \( m \)th transmit antenna and \( n \)th receive antenna,

\[
H = \begin{bmatrix}
H_{11} & \cdots & H_{1M} \\
\vdots & \ddots & \vdots \\
H_{N1} & \cdots & H_{MN}
\end{bmatrix}
\]  

(2–35)

A V-BLAST algorithm will reconstruct the transmitted information signal with the information of the channel matrix by removing the effect of fading of the channel in frequency domain [7].

Figure 2-10 shows the BER performance for \( M \times N = 2 \times 2 \) transceiver MC V-BLAST for BPSK modulation in a flat fading independent Rayleigh channel for the different equalizers [20]. We use the same main simulation parameters used in [45]. We can see that the BER performance with a zero-forcing (ZF) equalizer is identical to that of \( M \times N = 1 \times 1 \) transceiver system, and equalizers with successive interference
cancelation (SIC) perform better than those equalizers without the SIC. We can see that the performance of the V-BLAST is lower bounded by that performance of $M \times N = 1 \times 2$ MRC receiver diversity system.

Figure 2-10. BER performance of MC V-BLAST for BPSK modulation with $M \times N = 2 \times 2$ MIMO Rayleigh Fading Channel

2.6.4 The Effects of Jamming on Multi-Carrier V-BLAST systems

In the sequel, we leverage on the BER performance of MC V-BLAST under jamming. We only consider $M \times N = 2 \times 2$ transceiver combination for simplicity.

Let both the jamming and the signal be independently attenuated by the channel and let two independent random variables be described by the jamming channel power gain $G_v = \beta^2$ and the signal channel power gain $G_x = \alpha^2$ where $\alpha$ and $\beta$ are independent Rayleigh random variables with variance $\sigma^2_x$ and $\sigma^2_v$, respectively. Therefore, the MIMO signal model in (2–34) under jamming can be written as follows:

$$y = Hx + H_v v + n$$  \hspace{1cm} (2–36)
where $\mathbf{v}$ denotes the $M \times 1$ jamming signals on each sub-carrier and $\mathbf{H}_v$ is the $N \times M$ jammer channel matrix. Since the OFDM system performs no differently than conventional serial systems under the AWGN [23], the BER for BPSK is given by:

$$P_b = Q\left(\sqrt{\frac{2E_b}{N_0 + N_J}}\right)$$  \hfill (2–37)

where $E_b$ is the average energy-per-bit of OFDM signal. In Rayleigh fading channel, the effective energy-per-bit becomes $G_x E_b$ and the effective PSD of the BNJ becomes $G_v N_v$. After simplifying, we get the BER under Rayleigh fading channel as follows:

$$P_b(\alpha, \beta) = Q\left(\sqrt{\frac{\alpha^2 E_b}{N_0 + \beta^2 N_v}}\right)$$  \hfill (2–38)

Since there are two Rayleigh random variables, $\alpha$ and $\beta$, with the same variance, the average BER of zero-forcing MC V-BLAST with $M \times N = 2 \times 2$ under BNJ for BPSK can be expressed as:

$$\bar{P}_b^u = \int_0^\infty \int_0^\infty Q\left(\sqrt{\frac{\alpha^2 E_b}{N_0 + \beta^2 N_v}}\right) \frac{\alpha \beta}{\sigma^4} \exp\left(\frac{-\alpha^2 - \beta^2}{2\sigma^2}\right) d\alpha d\beta$$  \hfill (2–39)

The performance of the MC-VBLAST is lower bounded by:

$$\bar{P}_b^l = (\bar{P}_b^u)^2 (1 + 2 \bar{P}_b^u)$$  \hfill (2–40)

where superscript $l$ and $u$ denote lower and upper bound of the BER. Certainly, the infinite upper limit of integration should be replaced by finite approximated value in practice. Figure 2-11 shows the performance of the $2 \times 2$ MC V-BLAST under BNJ with Rayleigh fading and AWGN. Note that the analytical BER performance is drawn by (2–39) and (2–40). In this simulation, we use the same simulation parameters used in Figure 2-10 with SNR $= 10$ dB.

Let $\rho = W_J/W_x$ denote the fraction of jammed bandwidth $W_J$ with respect to total system bandwidth $W_x$ for PBJ. Therefore, we have to consider the jammed bands and the un-jammed bands. The effective PSD of PBJ in the jammed bands becomes $N_J/\rho$ given
Figure 2-11. BER performance of MC V-BLAST under BNJ for BPSK modulation with 2 × 2 MIMO Rayleigh fading channel

the average PSD of PBJ $N_J$, while there is no jamming at all in the un-jammed bands. Therefore, the average BER under PBJ with AWGN becomes:

$$P_b(\rho) = \rho Q\left(\sqrt{\frac{2E_b}{N_0 + N_J/\rho}}\right) + (1 - \rho) Q\left(\sqrt{\frac{2E_b}{N_0}}\right) \quad (2-41)$$

Note that the average BER under BNJ in (2-37) is a special case of (2-41) with $\rho = 1$ and (2-38) for PBJ becomes:

$$P_b(\rho, \alpha, \beta) = Q\left(\sqrt{\frac{2\alpha^2E_b}{N_0 + \beta^2N_J/\rho}}\right) \quad (2-42)$$

and the average BER for BPSK for the time-correlated Rayleigh fading channel becomes:

$$\bar{P}_b = \rho \int_0^\infty \int_0^\infty P_b(\rho, \alpha, \beta) \frac{\alpha\beta}{\sigma^4} \exp\left(-\frac{\alpha^2 - \beta^2}{2\sigma^2}\right) d\alpha d\beta$$

$$+ (1 - \rho) \int_0^\infty \int_0^\infty (\rho, \alpha, \beta = 0) \frac{\alpha\beta}{\sigma^4} \exp\left(-\frac{\alpha^2 - \beta^2}{2\sigma^2}\right) d\alpha d\beta \quad (2-43)$$

Figure 2-12 shows the performance of the 2 × 2 MC V-BLAST under 50% ($\rho = 0.5$) PBJ with Rayleigh fading and AWGN. Note that the analytical BER performance is
Figure 2-12. BER performance of MC V-BLAST under 50% PBJ for BPSK modulation with $2 \times 2$ MIMO Rayleigh fading channel

drawn by (2-43) and (2-40). In this simulation, we use the same simulation parameters used in Figure 2-11. In [45], a signal space model was proposed to analyze the BER performance of OFDM under AWGN. Thus BER performance of $2 \times 2$ zero-forcing MC V-BLAST for BPSK is given as:

$$P_b(E_b, N_0, \rho, SIR) = \rho \int_0^\infty \int_0^{\sqrt{E_b} + A_J} \frac{1}{\sqrt{\pi N_0}} \exp\left[-\frac{(w - y)^2}{N_0}\right] \frac{1}{\pi A_J \sqrt{1 - (y - \sqrt{E_b})^2}} dydw$$

$$+ (1 - \rho) Q \left(\sqrt{\frac{2E_b}{N_0}}\right)$$

(2-44)

where $A_J$ can be obtained simply through the following equation

$$A_J = \sqrt{\frac{E_b}{\rho SIR}}$$

(2-45)
If the AWGN is negligible \((W = Y)\) for simplicity, we have:

\[
P_b(E_b, N_0, \rho, SIR) = \frac{\rho}{\pi} \left[ \frac{\pi}{2} - \arcsin \left( \sqrt{\rho SIR} \right) \right] + (1 - \rho) Q \left( \frac{\sqrt{2E_b}}{N_0} \right) \tag{2–46}
\]

and the average BER performance of \(2 \times 2\) ZF MC V-BLAST for BPSK under MTJ with Rayleigh fading channel and AWGN is

\[
\bar{P}_b^u = \int_0^\infty \int_0^\infty P_b(\alpha^2 E_b, N_0, \rho, \alpha^2 SIR / \beta^2) \frac{\alpha \beta}{\sigma^4} \exp \left( -\frac{\alpha^2 + \beta^2}{2\sigma^2} \right) d\alpha d\beta \tag{2–47}
\]

Figure 2-13 shows the performance of the \(2 \times 2\) MC V-BLAST under 50% \((\rho = 0.5)\) MTJ with Rayleigh fading and AWGN. Note that the analytical BER performance is drawn by (2–47) and (2–40). In this simulation, we use the same simulation parameters which in Figure 2-11.

The MC V-BLAST combines the merits of multi-carrier modulation and MIMO system to achieve high data rate transmission under frequency selective fading channel. In this section, we investigate the effects of various jamming for MC V-BLAST under
Rayleigh fading with AWGN channel by means of simulation and analysis. Our study indicates that the performance of $2 \times 2$ transceiver MC V-BLAST using BPSK modulation is bounded between $1 \times 1$ system for BPSK modulation in Rayleigh channel and $1 \times 2$ system with MRC receiver.

2.7 Summary

Wireless communication is, by any measure, the fastest growing segment of the communication industry. We verify stationarity or non-stationarity of jamming. We evaluate the BER performance of various wireless communication systems under different jamming strategies. We also conduct theoretical analysis to quantify the effect of jamming and unintentional interference in terms of the BER. Throughout this study, we can predict the performance of wireless communication systems under interference, which leads us to mitigate interference for reliable communications.
CHAPTER 3
ON CRACKING DIRECT-SEQUENCE SPREAD-SPECTRUM SYSTEMS

3.1 Introduction

In this chapter, we consider the problem of eavesdropping on the adversary’s communication, which uses direct-sequence spread-spectrum (DS-SS). The DS-SS is a covert communication technique; the information symbols are modulated by a pseudo-random noise (PN) sequence prior to transmission. This results in a wideband signal, which is resistant to interference, jamming, interception and multipath fading [2, 16, 18].

To eavesdrop on the adversary’s communication, one needs to (a) identify the start position of data symbols in the intercepted spread signal for the purpose of symbol synchronization, (b) estimate data symbols, (c) estimate the PN sequence, and (d) estimate the code generator polynomial of the PN sequence.

To identify the start position of data symbols, we present a method based on the spectral norm which achieves smaller estimation error in Section 3.4. After the symbol synchronization, we remove a PN sequence from the intercepted signals by a correlation method to estimate data symbols without a priori knowledge about that PN sequence in Section 3.5. Identification of a PN sequence is processed by a matched filter between the intercepted signal and the estimated data symbols in Section 3.6.

One of the harder problems in eavesdropping on DS-SS signals is the polarity ambiguity of the estimated spread sequence and data symbols: Erroneous reversal of polarity of each chip in the estimated PN sequence compared to the true PN sequence is a major source of the performance degradation of an eavesdropper. Therefore, we need to estimate a code generator polynomial to mitigate this polarity problem. We propose a searching method to identify the code generator polynomial in order to correct polarity errors as well as to reduce memory requirement of an eavesdropper in Section 3.7.
Saving hundreds or thousands of sequence bits in the memory of an eavesdropper is very expensive.

The probability of error performance of an eavesdropper is a function of signal-to-noise ratio (SNR), the number of data symbols, and the length of the spread sequence of the intercepted signal. Therefore, we need to study the analytical probability of error performance of the eavesdropper with respect to these parameters. By doing so, we can efficiently predict the performance of the eavesdropper.

First, we use a Gaussian approximation method in [51] in order to find a marginal probability density function of the symbol estimator in Section 3.5 and the sequence estimator in Section 3.6, respectively. Second, we find the probability of error of the symbol detector without the proposed code generator estimator as a sum of products of error functions and frequencies of the number of errors in the estimated spread sequence. Finally, we compare the probability of error with and without the proposed generator polynomial estimator in Section 3.7.

The contributions of this chapter are: (i) a generator polynomial estimator which can identify a code generator polynomial and can correct polarity errors in the estimated PN sequence and estimated data symbols, (ii) a theoretical verification of the probability of error of a code generator estimator with respect to signal-to-noise ratio (SNR), the number of data symbols, and the length of the spread sequence of the intercepted signal, and (iii) the accuracy of performance prediction of an eavesdropper.

The remainder of this chapter is organized as follows: Related works are discussed in Section 3.2. Section 3.3 describes the signal model. Section 3.4 introduces our method of identifying the start position of a data symbol in the spread signal. Section 3.5 presents how to remove data symbols from the intercepted signal. Then, estimation of a spread sequence is presented in Section 3.6. Section 3.7 discusses how to identify a PN code generator polynomial and how to correct polarity errors. Section 3.8 presents simulation
results to show the effectiveness and to validate the analytical probability of error of our approaches. Section 3.9 summarizes this chapter.

### 3.2 Related Works

Wireless communications are very common both for military and commercial parties. The ability to use communication while mobile has great benefits for both parties. However, wireless communication has many security issues, since communication takes place over a wireless channel while the users are usually mobile. Such a wireless channel suffers from a number of vulnerabilities: (i) The channel is vulnerable to eavesdropping. (ii) The data can be altered. (iii) The absence of wired link makes it much easier to cheat on identities. (iv) The channel can be overused. (v) Finally, the channel can be jammed, notably in order to perpetrate a denial-of-service (DoS) attack [13, 14].

To eavesdrop on the adversary’s communication which uses DS-SS, the estimation of the spread sequence from the intercepted signal is a key to crack on these DS-SS systems and is a challenging problem. The literature on this subject is not rich. We briefly discuss some related works which have studied this problem.

First, an eavesdropper needs to detect any transmission of DS-SS signals in order to crack a secure DS-SS signal. A method based on the fluctuation of an autocorrelation estimator, instead of on the autocorrelation itself, was proposed in [52]. The fluctuation of the autocorrelation estimator was used to estimate an accurate spread code period. Since the intercepted signal may experience delay, the interceptor must find the start position of a data symbol in the spread signal. To identify the start position of a data symbol in the spread signal, a correlation-based method was proposed in [42]. A method of maximizing the Frobenius norm of a covariance of the intercepted signal was proposed in [53]. However, the Frobenius norm may result in the increase of estimation error as the period of the PN sequence increases; hence, their method does not work well for the PN sequence of a long period. To address this limitation, a method based on the spectral
norm which achieves smaller estimation error than the Frobenius norm based method is proposed in Section 3.4.

Second, to identify the PN sequence, several methods were proposed in the literature [41, 42, 54, 55]. In [41], a method based on a multichannel identification technique was proposed to recover the convolution between the PN sequence and the channel response for blind channel estimation; the limitation of this method is high computational complexity. In [55], a method based on principal component analysis (PCA) was used to estimate the PN sequence from eigenvectors corresponding to the first and the second largest eigenvalues of the sample covariance matrix; however, the computational complexity required by PCA is high. To estimate the PN sequence and to use a parallel processing to combat the polarity ambiguity in successive demodulation and decoding, the use of chip-by-chip detection was suggested in [42]. However, their parallel processing approach has a limitation: It increases memory requirement and does not mitigate the polarity error. A multiple subsection cross-correlation averaging method was proposed to estimate the PN sequence in [54]; however, the method used only half of the captured symbols. It is known that the more data symbols used, the more accurate the estimation is. In Section 3.6, we propose a cross-correlation based method that uses all captured symbols and achieves higher estimation accuracy.

Third, to correct the polarity ambiguity in the estimated spread sequence and data symbols, an eavesdropper needs to estimate a code generator polynomial. The estimators used in [54, 55] did not consider the problem of polarity errors in the estimated PN sequence, i.e., erroneous reversal of polarity of each chip in the estimated PN sequence (compared to the true PN sequence). Therefore, the probability of correct estimation of the PN sequence, using their estimators, may be less than 50%. This leads to significant performance degradation in terms of bit error rate (BER) or symbol error rate (SER). We solve this problem by identifying the PN code generator polynomial in Section 3.7. Not only is it important to estimate the PN sequence, but we also need to identify the
PN code generator. Identifying the PN code generator polynomial improves the accuracy of estimating the PN sequence and data symbols by a factor of two, over the methods proposed in [54, 55].

In [42], the probability of error of their sequence estimator was analyzed for each chip of a spread sequence. They found a marginal probability density function of that sequence estimator by a numerical integration. However, they did not consider the polarity ambiguity in their correct estimation probability analysis. Therefore, their analysis had a limitation. In Section 3.7, we consider the polarity ambiguity in the analysis of the probability of error of a sequence estimator and a symbol detector. We also provide a complete expression for the probability of error of a symbol detector in Section 3.7.

Table 3-1. List of notations.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \Pr(\cdot) )</td>
<td>Probability of ( \cdot )</td>
</tr>
<tr>
<td>( P_b )</td>
<td>Probability of error</td>
</tr>
<tr>
<td>( (\cdot)^H )</td>
<td>Conjugate transpose of ( \cdot )</td>
</tr>
<tr>
<td>( (\cdot)^T )</td>
<td>Transpose of ( \cdot )</td>
</tr>
<tr>
<td>( \text{Re}(\cdot) )</td>
<td>Real part of ( \cdot )</td>
</tr>
<tr>
<td>( \text{Im}(\cdot) )</td>
<td>Imaginary part of ( \cdot )</td>
</tr>
<tr>
<td>( GF )</td>
<td>Galois field or finite field</td>
</tr>
<tr>
<td>( F )</td>
<td>Field</td>
</tr>
<tr>
<td>( \mathbf{E}(\cdot) )</td>
<td>Expectation of matrix ( \cdot )</td>
</tr>
<tr>
<td>( \text{sgn}(x) )</td>
<td>Sign of ( x )</td>
</tr>
<tr>
<td>( \mathbf{a} )</td>
<td>A vector (or set) of sequence (symbol)</td>
</tr>
<tr>
<td>( \mathbf{a}^* )</td>
<td>( -\text{sgn}(\mathbf{a}) )</td>
</tr>
<tr>
<td>( \lfloor \cdot \rfloor )</td>
<td>The nearest integer less than equal ( \cdot )</td>
</tr>
<tr>
<td>( \hat{a} )</td>
<td>Estimation of ( a )</td>
</tr>
<tr>
<td>( \langle \mathbf{x}, \mathbf{y} \rangle )</td>
<td>Inner product of ( \mathbf{x} ) and ( \mathbf{y} )</td>
</tr>
<tr>
<td>( \text{erfc}(\cdot) )</td>
<td>Complementary error function of ( \cdot )</td>
</tr>
<tr>
<td>( | \cdot |_2 )</td>
<td>Spectral norm of ( \cdot )</td>
</tr>
<tr>
<td>( | \cdot |_F )</td>
<td>Frobenius norm of ( \cdot )</td>
</tr>
<tr>
<td>( \mathcal{N} )</td>
<td>Normal distribution</td>
</tr>
<tr>
<td>( \mathcal{B} )</td>
<td>Binomial distribution</td>
</tr>
<tr>
<td>( \lambda )</td>
<td>Eigenvalue</td>
</tr>
<tr>
<td>( a_{i,j} )</td>
<td>The ((i,j))th Entry of a matrix ( A )</td>
</tr>
<tr>
<td>( L )</td>
<td>The number of synchronized data symbols</td>
</tr>
<tr>
<td>( P )</td>
<td>The length of the spread sequence</td>
</tr>
</tbody>
</table>
3.3 Signal Model

A baseband representation of a DS-SS signal is given by [41, 55]:

\[
y(t) = \sum_{l=-\infty}^{+\infty} a_l h(t - kT_s) + n(t) \quad (3-1)
\]

\[
h(t) = \sum_{k=0}^{P-1} c_k p(t - kT_c) \quad (3-2)
\]

where \( T_s \) is the symbol duration, and \( a_l \) is a QPSK or BPSK modulated symbol transmitted at time \( kT_s \). We assume the symbols \( a_l \) are centered and uncorrelated. Let \( n(t) \) denote the noise at the output of the received filter and the noise is additive white Gaussian noise (AWGN) and uncorrelated with the information signal \( a_l \). The effect of the transmitter filter, the reception filter, the channel response and the pseudo-random sequence \( c_k \) is represented by \( h(t) \). Let \( p(t) \) denote the convolution of all filters of the transmission chain. \( T_c \) is the chip duration and \( \{c_k\}_{k=0}^{P-1} \) is the pseudo-random sequence of length \( P \) where \( P = T_s/T_c \). In this chapter, we assume the symbol duration \( T_s \) can be estimated by the method in [52] for simplicity. Note that we consider the AWGN channel only in this chapter. Our study can be extended to multipath environments if we use a blind channel estimation method proposed in [41]. However, in the current work, we limit ourselves to the AWGN channel for simplicity. Table 3-1 lists the notations used in this chapter.

3.4 Symbol Synchronization

The captured signal \( y(t) \) in (3-1) is sampled and divided into non-overlapping windows with the eavesdropper’s sampling duration \( T_{ev} \). We assume the sampling duration of an eavesdropper is the chip duration for simplicity, however this is not a requirement of our method. Therefore, \( P \cdot (L+1) \) samples are available by sampling \( (L+1) \cdot T_s \) long signal

---

\(^1\) For reasons of simplicity and clarity of presentation, we only focus on the QPSK/BPSK modulation. If we adopt a blind modulation detection method, our work can be applied to higher order modulation like 64-QAM with little modification.
with the sample duration $T_c$. Rewriting $P \cdot (L + 1)$ samples as a matrix $\mathbf{y}^k$ with dimension $P \times (L + 1)$, we have:

$$
\mathbf{y}^k = \begin{bmatrix}
\mathbf{y}^k_{L-1} & \cdots & \mathbf{y}^k_{I} & \cdots & \mathbf{y}^k_{1}
\end{bmatrix}
$$

(3–3)

where the superscript $k$ represents the $kT_c$ time-delayed desynchronized signal of (3–1) for $k = 0, \cdots, P - 1$. Let $\mathbf{y}^k_l$ denote a column of the desynchronized $\mathbf{y}^k$. We may write $\mathbf{y}^k_l$ as follows:

$$
\mathbf{y}^k_l = \begin{bmatrix}
y_{l,0} & \cdots & y_{l,P-1} & y_{l+1,0} & \cdots & y_{l+1,k-1}
\end{bmatrix}^T =
\begin{bmatrix}
a_l h_{l,k} + n_k \\
\vdots \\
a_l h_{l,P-1} + n_{P-1} \\
a_{l+1} h_{l+1,0} + n_0 \\
\vdots \\
a_{l+1} h_{l+1,k-1} + n_{k-1}
\end{bmatrix}
$$

(3–4)

where $[\cdot]^T$ denotes the transpose, $y_{l,k}$ is the $k$th entry of a column $\mathbf{y}^k_l$ and $h_{l,k}$ is the spreading sequence of $y_{l,k}$. Now, we can modify (3–4) as follows:

$$
\mathbf{y}^k_l = \begin{bmatrix}
h_{l,k} & 0 \\
\vdots & \vdots \\
h_{l,P-1} & 0 \\
0 & h_{l+1,0} \\
\vdots & \vdots \\
0 & h_{l+1,k-1}
\end{bmatrix} \begin{bmatrix}
a_l \\
a_{l+1}
\end{bmatrix} + \begin{bmatrix}
n_k \\
n_{P-1} \\
n_0 \\
n_{k-1}
\end{bmatrix}
$$

(3–5)

$$
= [\mathbf{h}^k_l \mathbf{h}^k_{l+1}] \mathbf{a}^k_l + \mathbf{n}^k
$$

$$
= \mathbf{h}^k_l \mathbf{a}^k_l + \mathbf{n}^k
$$
where $h_i^\ell$ denotes a vector containing the end of the spreading waveform for a duration of $T_s - kT_c$ followed by zeroes for a duration $kT_c$; $h_{i+1}^\ell$ is a vector containing zeroes for a duration $T_s - kT_c$ followed by the beginning of the spreading waveform for a duration $kT_c$; $a_i^k$ denotes a vector containing two desynchronized symbols $a_l$ and $a_{l+1}$; $n^k$ stands for the noise. Therefore, it is necessary to make a column $y_i^k$ have only one data symbol $a_l$. That is:

$$y_i^0 = \begin{bmatrix} y_{i,0} & \cdots & y_{i,k-1} & y_{i,k} & \cdots & y_{i,P-1} \end{bmatrix}^T$$

$$= h_i^0 a_l + n^0$$

(3–6)

and (3–3) becomes:

$$y^0 = \begin{bmatrix} y_{0,0}^0 & \cdots & y_{0,k-1}^0 & y_{0,k}^0 & \cdots & y_{0,P-1}^0 \end{bmatrix}$$

(3–7)

Note that samples which belong to $a_{-1}$ and $a_L$ in (3–3) are truncated in the synchronized intercepted signal (3–7). Let $R$ denote the covariance matrix of (3–5).

$$R = E[y_i^k y_i^{kH}]$$

$$= h_i^k E\left[a_i^k a_i^{kH}\right] h_i^{kH} + \sigma_n^2 I_P$$

(3–8)

where $[]^H$ is the conjugate transpose, $I_P$ represents a $P \times P$ identity matrix, $E[\cdot]$ denotes expectation, and $\sigma_n^2$ is the noise variance.

To place the starting spread sequence $h_{t,0}$ in the proper position in (3–4), we search for a maximum of the spectral norm of the sample covariance matrix of (3–8). The spectral norm of a matrix is the square root of the largest eigenvalue of $R$ in [56]. Let $\|y\|_2$ denote the spectral norm of the square covariance matrix.

$$\|y\|_2 = \sqrt{\lambda_{\text{max}}(R)}$$

(3–9)

where $\lambda_{\text{max}}(R)$ stands for the largest eigenvalue of the covariance matrix. Then, the spectral norm of (3–7) is:

$$\|y_i^0\|_2 = \|h_i^0\|^2 E[|a_l|^2] + \sigma_n^2$$

(3–10)
However, the spectral norm of (3–5) is:

\[
\|y^k\|_2 = \begin{cases} 
\|h^e\|^2 E[|a_t|^2] + \sigma_n^2 & \text{if } kT_c \leq \frac{T_s}{2} \\
\|h^b_{i+1}\|^2 E[|a_{i+1}|^2] + \sigma_n^2 & \text{if } kT_c > \frac{T_s}{2}
\end{cases}
\] (3–11)

if the singular values are expressed in decreasing order. Since \(\|h^0\|^2 \geq \|h^e\|^2\) or \(\|h^0\|^2 \geq \|h^b_{i+1}\|^2\), we can determine the synchronized version of (3–3) by maximizing the spectral norm in (3–9) with respect to \(k = 0, \cdots, P - 1\) as follows:

\[
\hat{y}^0 = \arg\max_{k \in [0, P-1]} \|y^k\|_2
= \arg\max_{k \in [0, P-1]} \sqrt{\lambda_{\text{max}}(\hat{R})}
= \arg\max_{k \in [0, P-1]} \sqrt{\lambda_{\text{max}}(E[y^k y^k H])}
\] (3–12)

In [53], the Frobenius norm was used to search for the start position of a data symbol. Note that the square of the Frobenius norm \(\|y\|^2_F\) is the sum of squares of the singular values of \(y\). There are errors in the eigenvalue decomposition of the sample covariance \(\hat{R}\) due to the noise according to matrix perturbation theory [56]. The expected value of the perturbation error of the Frobenius norm is \(P^2 \cdot \sigma_n^2\), while that of the spectral norm is \(\sigma_n^2\) [56]. The Frobenius norm has a tendency to increase the mean square error (MSE) as the spread sequence length increases. Thus, their method does not perform well for long length sequences. To mitigate this limitation, we use the spectral norm in (3–12).

Figure 3-1 shows the theoretical and simulated squared spectral norm \(\|y^k\|_2\) in (3–12). For the calculation, 10,000 trials are carried out and averaged together. In the simulation, we use QPSK. The PN sequence is an \(m\)-sequence [4, 15, 16] with the length \(P = 31\) and with a generator polynomial \(f(x) = 1 + x^2 + x^5\). The SNR is -5dB. When \(k = 0\), the spectral norm has a peak. Note that the more samples, the more accurate estimation of \(\hat{y}^0\) in (3–12) can be achieved.

We also compare the MSEs in the estimation of the time-delay \(kT_c\), \(E[(\hat{k} - k)^2]\), between the spectral norm and the Frobenius norm. The same simulation parameters are
Figure 3-1. Theoretical and simulated spectral norm, $\|y^k\|_2$, in (3–12) with $P = 31$ and SNR=-5dB

Figure 3-2. Comparison of MSE, $E[(\hat{k} - k)^2]$, by the spectral norm vs. Frobenius norm
used in Figure 3-1, except that SNR is varied from -20dB to 5dB. Figure 3-2(a) shows that
the spectral norm has smaller MSEs than the Frobenius norm, when the sequence length
$P = 31$ is fixed and the number of symbols $L$ is 128, 256 and 512. We can synchronize
the captured signal with fewer symbols by the spectral norm. Figure 3-2(b) shows the case
with the fixed number of symbols $L = 128$ and with the varied length of spread sequence
$P = 15, 31, \text{and} 63$. As the length $P$ increases, the MSE is increased by a factor of $P^2$; that
is, the MSE, normalized by the squares of the sequence length $P^2$, is almost the same.

3.5 Symbol Estimation

After symbol synchronization, we need to remove the spread sequence in (3–6) to
estimate the information symbol $a_l$ from the synchronized signal $y^0_t$ in (3–7). With the
property of strong self-correlation and weak cross-correlation of spread-spectrum, we use
a method based on a cross-correlation between a test column, say $y^0_t$, and a column of a
data symbol $a_l$, say $y^0_l$, of the synchronized signal in (3–7). Then, we have:

$$C_{y^0_t y^0_l}(\tau) = y^0_t y^0_l^H(\tau)$$  \hspace{1cm} (3–13)

If the spread sequence is an $m$-sequence $[4, 15, 16]$, $C_{y^0_t y^0_l}(\tau = 0) \geq C_{y^0_t y^0_l}(\tau \neq 0)$. Then,

$$C_{y^0_t y^0_l}(0) = \sum_{k=0}^{P-1} y_{t,k} y_{l,k}^*$$  \hspace{1cm} (3–14)

Now we can estimate the symbol $a_l$ from (3–14) as follows:

$$\hat{a}_l = \text{sgn}\left[\text{Re}\left(C_{y^0_t y^0_l}(0)\right)\right] + j \cdot \text{sgn}\left[\text{Im}\left(C_{y^0_t y^0_l}(0)\right)\right]$$ \hspace{1cm} (3–15)

where $\text{Re}(\cdot)$ takes the real part and $\text{Im}(\cdot)$ takes the imaginary part of a complex. $\text{sgn}(x)$
is the sign function with value 1, if $x > 0$, and -1 otherwise. Note that the estimated
symbol $\hat{a}_l$ in (3–15) is estimated up to an unknown multiplicative factor. Therefore, the
sign of the symbol in (3–15) can be reversed by this multiplicative factor. This problem
was not considered in [54, 55]. We will solve this problem by estimating a code generator polynomial in Section 3.7.

In order to analyze the performance of the symbol estimator in (3–14), we use a Gaussian approximation of the sum of products of two random variables in order to find a marginal probability density function of the symbol estimator in (3–14). Let $q_{l,k} = y_{l,k} y_{l,k}^*$, $a_t = a_0$, and $h_{0,k} = h_{1,k} = c_k$ in (3–14) for simplicity.

\[
q_{l,k} = (a_0 c_k + n_{0,k}) (a_l c_k + n_{l,k})^* \\
= c_k \left( a_0 + \frac{n_{0,k}}{c_k} \right) c_k^* \left( a_l^* + \frac{n_{l,k}}{c_k^*} \right) \tag{3–16}
\]

Assume $a_0 = 1$ and $a_l = 1$ for generality. Then,

\[
q_{l,k} = \epsilon (1 + \sigma \bar{n}_{0,k}) (1 + \sigma \bar{n}_{l,k}^*) \tag{3–17}
\]

where $\epsilon = |c_k|^2$, $\sigma^2 = \sigma_n^2/\epsilon$, and $\bar{n}_{l,k}$ is a Gaussian random process with zero mean and a unit variance, i.e., $\bar{n}_{l,k} \sim N(0, 1)$. From the above definitions, we have the SNR $\rho = \epsilon/\sigma_n^2 = 1/\sigma^2$.

Let $\alpha^+ = 1 + \sigma \bar{n}_{0,k}$, $\beta^+ = 1 + \sigma \bar{n}_{l,k}$, and $\gamma^+ = \alpha^+ \beta^+$. Since $\bar{n}_{l,k} \sim N(0, 1)$, $\alpha^+ \sim N(1, \sigma^2)$ and $\beta^+ \sim N(1, \sigma^2)$. We want to find the marginal probability density $f(\gamma^+)$ which is a product of two normal distributions. To find the marginal density $f(\gamma^+)$, we need to integrate the product of a conditional distribution $f(\gamma^+|\beta^+)$ and a marginal distribution $f(\beta^+)$ with respect to $\beta^+$.

\[
f(\gamma^+) = \int_{-\infty}^{\infty} f(\gamma^+|\beta^+) f(\beta^+) d\beta^+ \\
= \frac{1}{2\pi\sigma^2} \int_{-\infty}^{\infty} \frac{1}{|\beta^+|} \exp \left[ -\frac{1}{2\sigma^2} \left( \frac{\gamma^+-\beta^+}{\beta^+} \right)^2 \right] d\beta^+ \tag{3–18}
\]

\[
+ \frac{1}{2\pi\sigma^2} \int_{-\infty}^{\infty} \frac{1}{|\beta^+|} \exp \left[ -\frac{1}{2\sigma^2} (\beta^+ - 1)^2 \right] d\beta^+
\]
The integration in (3–18) can be obtained using a numerical integration, a Monte Carlo, or a Gaussian approximation with a given $\rho \ [51]$. Among these three methods, we use an approximation of products of two normal distributions. Let $\mu_{\gamma^+}$ denote the mean and $\sigma_{\gamma^+}^2$ denote the variance of $\gamma^+$. Since $\alpha^+$ and $\beta^+$ are independent of each other, the mean and variance of $\gamma^+$ are:

$$
\mu_{\gamma^+} = E[\alpha^+\beta^+] = E[\alpha^+]E[\beta^+] = \mu_{\alpha^+}\mu_{\beta^+} = 1 
$$

$$
\sigma_{\gamma^+}^2 = E[(\alpha^+\beta^+)^2] - (E[\alpha^+]E[\beta^+])^2 = E[(\alpha^+)^2]E[(\beta^+)^2] - \mu_{\alpha^+}^2\mu_{\beta^+}^2 = \mu_{\alpha^+}^2\sigma_{\beta^+}^2 + \mu_{\beta^+}^2\sigma_{\alpha^+}^2 + \sigma_{\alpha^+}^2\sigma_{\beta^+}^2 = 2\sigma^2 + \sigma^4 
$$

The mean and variance of $\epsilon_{\gamma^+}$ are $\epsilon\mu_{\gamma^+}$ and $\epsilon^2\sigma_{\gamma^+}^2$. Since data symbols $\{q_{l,k}\}$ are independent of each other and have the same distribution, the distribution of $\hat{a}_l$ will be approximately normally distributed according to the central limit theorem [57]. Therefore, the distribution of $\hat{a}_l$ is a normal distribution $\mathcal{N}(\epsilon P \mu_{\gamma^+}, \epsilon^2 P \sigma_{\gamma^+}^2)$ for $P \gg 1$.

Under the condition that $a_0 = 1$, the probability of the error estimation of $\hat{a}_l$ is

$$
p(\hat{a}_l < 0 | a_l = +1) = \int_{-\infty}^{0} \frac{1}{\sqrt{2\pi\epsilon^2 Pa_l^2 \sigma_{\gamma^+}^2}} \exp \left[ -\frac{(x - \epsilon P \mu_{\gamma^+})^2}{2\epsilon^2 P \sigma_{\gamma^+}^2} \right] dx \quad (3–21)
$$

$$
= \frac{1}{2} \text{erfc} \left( \mu_{\gamma^+} \sqrt{\frac{P}{2\sigma_{\gamma^+}^2}} \right) 
$$

where

$$
\text{erfc} (x) = \frac{2}{\sqrt{\pi}} \int_{x}^{\infty} \exp (-t^2) dt \quad (3–22)
$$
For $a_l = -1$, with similar notations $\mu_\gamma^-$ and $\sigma_\gamma^2$, and using the same procedure, we have:

\[
p(\hat{a}_l > 0|a_l = -1) = \int_{0}^{\infty} \frac{1}{\sqrt{2\pi\epsilon^2P\sigma_\gamma^2}} \exp \left[-\frac{(x - \epsilon P\mu_\gamma^-)^2}{2\epsilon^2 P\sigma_\gamma^2} \right] \, dx \\
= 1 - \frac{1}{2} \text{erfc} \left( \mu_\gamma^- \sqrt{\frac{P}{2\sigma_\gamma^2}} \right) \\
= \frac{1}{2} \text{erfc} \left( \mu_\gamma^+ \sqrt{\frac{P}{2\sigma_\gamma^2}} \right)
\]

(3–23)

since $\mu_\gamma^- = -\mu_\gamma^+$ and $\sigma_\gamma^2 = \sigma_\gamma^2$. The bit error rate of estimation of the symbol $a_l$ is:

\[
P_b^a = p(\hat{a}_l > 0|a_l = -1)p(a_l = -1) + p(\hat{a}_l < 0|a_l = +1)p(a_l = +1) \\
= \frac{1}{2} \text{erfc} \left( \mu_\gamma^+ \sqrt{\frac{P}{2\sigma_\gamma^2}} \right)
\]

(3–24)

### 3.6 Spread Sequence Estimation

To recover the PN sequence in (3–6), we use a matched filter operation between the synchronized intercepted signal $y^0$ in (3–7) and the estimated data symbols $\hat{a}$ in (3–15). That is:

\[
\hat{c} = \text{sgn} \left( < y^0, \hat{a} > \right)
\]

(3–25)

where $\langle \cdot, \cdot \rangle$ denotes inner product, $\hat{a} = [\hat{a}_0, \cdots, \hat{a}_{L-1}]^T$ is a vector of the estimated symbol, and $\hat{c} = [\hat{c}_0, \cdots, \hat{c}_{P-1}]^T$ stands for a vector of the estimated spread sequence. The sign of the sequence in (3–25) can also be reversed by a multiplicative factor in (3–15).

To analyze the performance of the sequence estimator in (3–25), we use the same Gaussian approximation method in Section 3.5. The sequence estimator (3–25) can be
rewritten as follows:

$$\hat{c}_k = \sum_{l=0}^{L-1} y_{l,k} \cdot \hat{a}_l = \sum_{l=0}^{L-1} (a_l h_{l,k} + n_{l,k}) \cdot \hat{a}_l$$  \hspace{1cm} (3–26)$$

Let $\omega_{l,k} = y_{l,k} \bar{a}_l$, and $h_{l,k} = c_k$ for simplicity. Assume $c_k = 1$ for generality. Then we have:

$$\omega_{l,k} = (a_l c_k + n_{l,k}) \hat{a}_l = a_l \left( c_k + \frac{n_{l,k}}{a_l} \right) \hat{a}_l = \sqrt{\epsilon} (1 + \sigma \bar{n}_{l,k}) \hat{a}_l$$  \hspace{1cm} (3–27)$$

where $\sigma^2 = \sigma^2_{\bar{n}}/\epsilon$, $\epsilon = |a_l|^2$. Let $u^+ = 1 + \sigma \bar{n}_{l,k}$, $\gamma^+ = \bar{a}_l$, and $w^+ = u^+ \gamma^+$. Since $\bar{n}_{l,k} \sim \mathcal{N}(0,1)$, $u^+ \sim \mathcal{N}(1, \sigma^2)$. We need to find a marginal probability density $f(w^+)$ which is a product of two normal distributions as (3–18):

$$f(w^+) = \int_{-\infty}^{\infty} f(w^+ | \gamma^+) f(\gamma^+) d\gamma^+$$  \hspace{1cm} (3–28)$$

Let $\mu_{w^+}$ denote the mean and $\sigma_{w^+}^2$ denote the variance of $w^+$. Since $u^+$ and $\gamma^+$ are independent, the mean and variance of $w^+$ are:

$$\mu_{w^+} = \mathbf{E}[u^+ \gamma^+] = \mathbf{E}[u^+] \mathbf{E}[\gamma^+] = \mu_{u^+} \mu_{\gamma^+} = 1$$  \hspace{1cm} (3–29)$$

$$\sigma_{w^+}^2 = \mathbf{E}[(u^+ \gamma^+)^2] - (\mathbf{E}[u^+ \gamma^+])^2 = \mathbf{E}[(u^+)^2] \mathbf{E}[(\gamma^+)^2] - \mu_{u^+}^2 \mu_{\gamma^+}^2 = \mu_{u^+}^2 \sigma_{\gamma^+}^2 + \mu_{\gamma^+}^2 \sigma_{u^+}^2 + \sigma_{u^+}^2 \sigma_{\gamma^+}^2$$  \hspace{1cm} (3–30)$$

Therefore, the mean and variance of $\sqrt{\epsilon} w^+$ are $\sqrt{\epsilon} \mu_{w^+}$ and $\epsilon \sigma_{w^+}^2$. Since the sequence $\{\omega_{l,k}\}$ is independent of each other and has the same distribution, the distribution of $\hat{c}_k$ will be
approximately normally distributed according to the central limit theorem [57]. Therefore, the distribution of \( \hat{c}_k \) is a normal distribution \( \mathcal{N}(\sqrt{\epsilon L \mu_w^+}, \epsilon L \sigma^2_{w^+}) \) for \( L \gg 1 \).

Under the condition that \( c_k = 1 \), the probability of the error estimation of \( \hat{c}_k \) is:

\[
p(\hat{c}_k < 0|c_k = +1) = \int_{-\infty}^{0} \frac{1}{\sqrt{2\pi\epsilon L \sigma^2_{w^+}}} \exp \left[ -\left( x - \sqrt{\epsilon L \mu_w^+} \right)^2 \right] dx
\]

\[
= \frac{1}{2} \text{erfc} \left( \frac{\mu_w^+}{\sqrt{2\sigma^2_{w^+}}} \right)
\]

For \( c_k = -1 \), with similar notations \( \mu_{w^-} \) and \( \sigma^2_{w^-} \) and using the same procedure, we have:

\[
p(\hat{c}_k > 0|c_k = -1) = \int_{-\infty}^{0} \frac{1}{\sqrt{2\pi\epsilon L \sigma^2_{w^-}}} \exp \left[ -\left( x - \sqrt{\epsilon L \mu_w^-} \right)^2 \right] dx
\]

\[
= \frac{1}{2} \text{erfc} \left( \frac{\mu_w^-}{\sqrt{2\sigma^2_{w^-}}} \right)
\]

since \( \mu_{w^-} = -\mu_{w^+} \) and \( \sigma^2_{w^-} = \sigma^2_{w^+} \).

The probability of error \( P_b^c \) in estimation of the sequence \( c_k \) is:

\[
P_b^c = p(\hat{c}_k \neq c_k)
\]

\[
= p(\hat{c}_k > 0|c_k = -1)p(c_k = -1)
\]

\[
+ p(\hat{c}_k < 0|c_k = +1)p(c_k = +1)
\]

\[
= \frac{1}{2} \text{erfc} \left( \frac{\mu_w^+}{\sqrt{2\sigma^2_{w^+}}} \right)
\]

Note that the probability of error in (3–24) and (3–33) does not account for the polarity error. We will address this problem in the succeeding section.

### 3.7 Identification of Generator Polynomial

It is expensive to save hundreds or thousands of sequence bits, say \( \hat{c} = [\hat{c}_0, \cdots, \hat{c}_{P-1}]^T \), in the memory of the eavesdropper. This motivates us to estimate a generator polynomial of the estimated spread sequence from (3–25).
Shift registers are the practical and efficient implementation for the spread sequence. We considered a linear feedback shift register (LFSR) as the implementation technique for PN sequence. The correct selection of the \(n\)-tuple tap-weights (or \(n\) feedback stages) will result in a maximal sequence of the length \(N = 2^n - 1\) [4, 16].

Let \(F = GF(q)\) where \(q\) is a prime or a power of a prime where \(GF^2\) denotes a finite field and \(q\) is called the order of the field \(F\) [4]. If the feedback function \(f(x_0, \cdots, x_{n-1})\) is a linear function; that is, if it can be expressed as

\[
f(x_0, \cdots, x_{n-1}) = w_0 x_0 + \cdots + w_{n-1} x_{n-1}, \quad w_i \in F
\]

where \(w_i\) denotes a tap weight of the LFSR for \(i = 0, \cdots, n - 1\) over \(F\). Then, sequences have the linear recursion relation [4]:

\[
c_{k+n} = \sum_{i=0}^{n-1} w_i c_{k+i}, \quad k = 0, 1, 2, \ldots \quad (3-35)
\]

If we have \(2^n\) successive sequence bits, we can estimate the generator polynomial of sequence \(c = (c_0, \cdots, c_{p-1})\) over \(F = GF(q)\). We may rewrite the recursion relation (3–35) into the following matrix representation [4]:

\[
\begin{bmatrix}
  c_n \\
  c_{n+1} \\
  \vdots \\
  c_{2n-1}
\end{bmatrix}
= 
\begin{bmatrix}
  c_0 & c_1 & \cdots & c_{n-1} \\
  c_1 & c_2 & \cdots & c_n \\
  \vdots & \vdots & \ddots & \vdots \\
  c_{n-1} & c_n & \cdots & c_{2n-2}
\end{bmatrix}
\begin{bmatrix}
  w_0 \\
  w_1 \\
  \vdots \\
  w_{n-1}
\end{bmatrix}
\quad (3-36)
\]

We can solve the recursion relation in (3–36) over \(GF(q)\) to obtain tap weights \(\tilde{w} = (w_0, \cdots, w_{n-1})\). The next successive sequence bit can be generated and tested with the estimated tap weights \(\tilde{w}\) and \(n\) successive sequences using transform matrix \(M\) of LFSR as

---

2 Finite fields are called Galois fields. See [4].
Figure 3-3. A graphical illustration of the zigzag estimator where \( \hat{n} = \lceil \log_2(P + 1) \rceil \) and \( \hat{c}^* = -\text{sgn}(\hat{c}) \) follows [4]:

\[
M = \begin{bmatrix}
0 & 0 & \cdots & 0 & \hat{w}_0 \\
1 & 0 & \cdots & 0 & \hat{w}_1 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & 1 & \hat{w}_{n-1}
\end{bmatrix}
\] (3–37)

and

\[
(\hat{c}_{k+1}, \hat{c}_{k+2}, \ldots, \hat{c}_{k+n}) = (\hat{c}_0, \hat{c}_1, \ldots, \hat{c}_{n-1}) M^{k+1}
\] (3–38)

Note that \( \text{det}(M) = (-1)^n \hat{w}_0 \) and thus \( M \) is invertible if and only if \( \hat{w}_0 \neq 0 \).

The method we propose is called a “zigzag estimator” which searches for a generator polynomial primarily based on (3–36) and (3–38) from the estimated sequence \( \hat{c} \) in (3–25), and also corrects the polarity error in the estimated sequence \( \hat{c} \) and data symbol \( \hat{a} \). A graphical representation of the zigzag estimator is given in Figure 3-3. A fundamental idea in correcting signs of the estimated sequence is that the zigzag estimator returns the non-sign reversed sequence if the zigzag estimator can find a code generator polynomial from the estimated sequence \( \hat{c} \). Let us introduce some mathematical notations. Let

\[
c = (c_0, c_1, \ldots) \text{ be the set of sequence or symbols. Let } \hat{c} \text{ denote the estimated version of } c \text{ and } c^* \text{ be the sign-flipped version of } c, \text{i.e., } c^* = -\text{sgn}(c). \text{ Let } \lceil n \rceil \text{ denote the nearest}
\]
integer less than or equal to $n$. Following is an algorithm for the zigzag estimator. Note
that we do not claim the algorithm herein is optimal or sub-optimal.

**Step 1** Estimate $\hat{c}$ by $(3\text{-25})$. Store $s \leftarrow \hat{c}$ (s temporal memory of $\hat{c}$). Initialize TestFlag $\leftarrow 0$, FlipCount $\leftarrow 0$, and $\hat{n} \leftarrow \lfloor \log_2(P + 1) \rfloor$

**Step 2** Estimate $\hat{f}_n(x)$ by $(3\text{-36})$.

**Step 3** Generate $2\hat{n}$ successive $\hat{\alpha}_i$ by $(3\text{-38})$. Increase FlipCount $\leftarrow$ FlipCount + 1.

**Step 4** Test $\hat{c}_i = \hat{\alpha}_{i,i=2\hat{n},\ldots,4\hat{n}-1}$.

(4a) If $\hat{c}_i = \hat{\alpha}_{i,i=2\hat{n},\ldots,4\hat{n}-1}$, set TestFlag $\leftarrow 1$ and go to (Step 6).

(4b) If $\hat{c}_i \neq \hat{\alpha}_{i,i=2\hat{n},\ldots,4\hat{n}-1}$, set TestFlag $\leftarrow 0$ and go to (Step 5).

**Step 5** If TestFlag = 0, flip the sequence $\hat{c} \leftarrow \hat{c}^*$

(5a) If FlipCount = 1, increase FlipCount $\leftarrow$ FlipCount + 1. Go to (Step 2).

(5b) If FlipCount = 2, increase $\hat{n} \leftarrow \hat{n} + 1$ and reset FlipCount $\leftarrow 0$. Go to (Step 2).

**Step 6** Check polarity errors. If $s \neq \hat{c}$, $\hat{c} \leftarrow \hat{c}^*$. Store $\hat{c}_{\text{zigzag}} \leftarrow \hat{c}$.

Note that the method proposed in this section can also be applied to Gold codes.

Some pairs of $m$-sequences with the same degree can be used to generate Gold Codes by linearly combining two $m$-sequences with different offsets in Galois field. If the estimated generator polynomial can be decomposed into two preferred pairs of m-sequence, we can decompose the estimated generator polynomial into two m-sequences. For example, a Gold code generator $f(x) = 1 + x + x^2 + x^3 + x^4 + x^5 + x^6$ can be factored into $f_1(x) = 1 + x + x^3$ and $f_2(x) = 1 + x^2 + x^{33}$.

Finally, we use a matched filter operation between the intercepted signal $y^*$ and the sign corrected estimated sequence $\hat{c}_{\text{zigzag}}$ in (Step 6). That is:

$$\hat{a}_{\text{zigzag}} = \text{sgn} \left( \langle y^0, \hat{c}_{\text{zigzag}} \rangle \right) \quad (3\text{-39})$$

---

3 See 4.4 Decomposition of LFSR sequences in [4].
Table 3-2. Relationship among $\Pr(K = k)$ in (3–45), $(\mathbf{c}, \hat{\mathbf{c}})$, and $\frac{1}{2} \text{erfc} \left( \sqrt{\rho_{Ev}} \right)$ in (3–47) where $k$ denotes the number of errors in the estimation of the spread sequence of the non-zigzag method.

<table>
<thead>
<tr>
<th>$k$</th>
<th>0</th>
<th>1</th>
<th>\ldots</th>
<th>$P$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$(\mathbf{c}, \hat{\mathbf{c}})$</td>
<td>$f(0; P, P_b^c)$</td>
<td>$f(1; P, P_b^c)$</td>
<td>\ldots</td>
<td>$f(P; P, P_b^c)$</td>
</tr>
<tr>
<td>$\frac{1}{2} \text{erfc} \left( \sqrt{\rho_{Ev}} \right)$</td>
<td>$\frac{1}{2} \text{erfc} \left( P \sqrt{\frac{1}{2\sigma^2 P}} \right)$</td>
<td>$\frac{1}{2} \text{erfc} \left( (P - 2) \sqrt{\frac{1}{2\sigma^2 P}} \right)$</td>
<td>\ldots</td>
<td>$\frac{1}{2} \text{erfc} \left( -P \sqrt{\frac{1}{2\sigma^2 P}} \right)$</td>
</tr>
</tbody>
</table>

However,

$$\hat{a}_{\text{non-zigzag}} = \text{sgn} \left( \langle y^0, \hat{\mathbf{c}} \rangle \right)$$

(3–40)

Now we are ready to find the probability of error of the zigzag estimator in (3–39). First, we will find the probability of error of the symbol detector without the zigzag estimator of (3–40). After that, the probability of the symbol detector by the zigzag estimator (3–39) will be analyzed. A symbol detector of a cooperative receiver ($Rx$) can be written as follows:

$$\hat{a} = \text{sgn} \left( \langle \mathbf{y}, \mathbf{c} \rangle \right) = \text{sgn} \left( \langle \mathbf{ca} + \sigma \bar{\mathbf{n}}, \mathbf{c} \rangle \right)$$

$$= \text{sgn} \left( \mathbf{a} \langle \mathbf{c}, \mathbf{c} \rangle + \sigma \langle \mathbf{n}, \mathbf{c} \rangle \right)$$

(3–41)

where $\bar{\mathbf{n}} \sim \mathcal{N}(0, 1)$. Then, signal-to-noise ratio $\rho_{Rx}$ of the cooperative receiver is:

$$\rho_{Rx} = \frac{\langle \mathbf{c}, \mathbf{c} \rangle^2}{\sigma^2 ||\mathbf{c}||^2} = \frac{P}{\sigma^2}$$

(3–42)

Therefore, the probability of error of the cooperative receiver with the known spread sequence $\mathbf{c}$ is [58]:

$$P_{b, Rx} = \frac{1}{2} \text{erfc} \left( \sqrt{\frac{P}{2\sigma^2}} \right)$$

(3–43)

However, signal-to-noise ratio $\rho_{Ev}$ of the eavesdropper ($Ev$) is:

$$\rho_{Ev} = \frac{\langle \mathbf{c}, \hat{\mathbf{c}} \rangle^2}{\sigma^2 ||\mathbf{c}||^2} = \frac{\langle \mathbf{c}, \hat{\mathbf{c}} \rangle^2}{\sigma^2 P}$$

(3–44)

In Section 3.6, we find the probability of error $P_b^c$ in the estimation of each chip in
The number of incorrect estimations of each chip $c_k$ in the spread sequence $c$ is an independent yes/no experiment with a fail probability $P^c_b$. Let $K$ denote the number of errors in the estimation of the spread sequence $c$ of the length $P$. Then, we can write $K \sim \mathcal{B}(P, P^c_b)$. The probability of getting exactly $k$ errors in the estimation of the spread sequence $c$ with the length of $P$ is given by:

$$
\Pr(K = k) = f(k; P, P^c_b) = \binom{P}{k} (P^c_b)^k (1 - P^c_b)^{P-k}
$$

for $k = 0, 1, 2, \cdots, P$ with the binomial coefficient

$$
\binom{P}{k} = \frac{P!}{(P-k)!k!}
$$

If there is no error in the estimation of the spread sequence $c$, i.e., $c = \hat{c}$ or $k = 0$, $\langle c, \hat{c} \rangle = P$ and $\rho_{Ev}(K = 0) = 1/\sigma^2$. If there is only one error in the estimation of the spread sequence $c$, i.e., $k = 1$, $\langle c, \hat{c} \rangle = P - 2$ and $\rho_{Ev}(K = 1) = (P - 2)^2/(\sigma^2 P)$. Table 3-2 shows the relationship among $\langle c, \hat{c} \rangle$, $\rho_{Ev}$ and $\Pr(K = k)$ in (3–47) and (3–45). Therefore, the probability of error in the estimation of symbol without the zigzag estimator can be written as follows:

$$
P^a_{b,\text{non-zigzag}} = \sum_{k=0}^{P} \frac{1}{2} \text{erfc} \left( (P - 2k) \sqrt{\frac{1}{2\sigma^2 P}} \right) \Pr(K = k)
$$

Since $f(k; P, P^c_b) = f(P - k; P, 1 - P^c_b)$, the probability of $k$ errors in the estimation of the spread sequence is the same as that of $P - k$ correct estimations of the spread sequence. Let $Q$ denote the number of correct estimations of the spread sequence and $q = P - k$. If
the length of the spread sequence $P$ is odd,

\[
P_{a,\text{odd}}^{b,\text{non-zigzag}} = \sum_{k=0}^{[P/2]} \frac{1}{2} \text{erfc} \left( (P - 2k) \sqrt{\frac{1}{2\sigma^2 P}} \right) f(k; P, P_{b}^c) + \sum_{q=0}^{[P/2]} \frac{1}{2} \text{erfc} \left( 2q - P \right) \sqrt{\frac{1}{2\sigma^2 P}} f(q; P, 1 - P_{b}^c) \tag{3-48}
\]

If $P$ is even,

\[
P_{a,\text{even}}^{b,\text{non-zigzag}} = \sum_{k=0}^{P/2-1} \frac{1}{2} \text{erfc} \left( (P - 2k) \sqrt{\frac{1}{2\sigma^2 P}} \right) f(k; P, P_{b}^c) + \left( \frac{P}{P/2} \right) (P_{b}^c)^{P/2} (1 - P_{b}^c)^{P/2} + \sum_{q=0}^{P/2-1} \frac{1}{2} \text{erfc} \left( 2q - P \right) \sqrt{\frac{1}{2\sigma^2 P}} f(q; P, 1 - P_{b}^c) \tag{3-49}
\]

The meanings of (3–48) and (3–49) are (i) the probability distribution of $\langle c, \hat{c} \rangle$ is symmetric, (ii) the probability distribution of $\langle c, \hat{c} \rangle > 0$ follows $f(k; P, P_{b}^c)$, and (iii) the probability distribution of $\langle c, \hat{c} \rangle < 0$ follows $f(q; P, 1 - P_{b}^c)$.

The zigzag estimator in (3–39) can identify the PN code generator polynomial to correct the polarity error in the estimation of the spread sequence if $\langle c, \hat{c} \rangle = -P$ or $k = P$ or $q = 0$. Then, the probability of error in the estimation of symbols with the zigzag estimator $P_{a,\text{zigzag}}^{b}$ is:

\[
P_{a,\text{zigzag}}^{b} = \sum_{k=0}^{P-1} \frac{1}{2} \text{erfc} \left( (P - 2i) \sqrt{\frac{1}{2\sigma^2 P}} \right) \Pr(K = k) + \frac{1}{2} \text{erfc} \left( \sqrt{\frac{P}{2\sigma^2}} \right) \Pr(K = P) \tag{3–50}
\]
The probability of error of (3–50) by the zigzag estimator is enhanced by a factor of two, compared to (3–47) without the zigzag estimator, if the zigzag estimator can estimate a code generator polynomial. We will validate the probability of error of the symbol detector in (3–39) and (3–40) in the following Section 3.8.

3.8 Simulation and Validation

In this section, we present a complete simulation example to illustrate our approaches. We consider information symbols modulated by an $m$-sequence with the generator polynomial $f(x) = 1 + x^2 + x^5$ of length $N = P = 31$. Signal constellation is BPSK and the number of data symbols is $L = 128$. The received signal is corrupted by AWGN noise with SNR=-10dB. We assume the sampling rate of an eavesdropper is the chip rate $T_c$, however this is not required by our method.

Figure 3-4. Symbol synchronization by the spectral norm where the dashed □ denotes $a_{-1}$, the solid ○ denotes $a_0$, the dashed-dotted * denotes $a_1$, respectively.
Figure 3-5. Data symbols estimation by (3–15)

Figure 3-6. Spread sequence estimation by (3–25)
First, we need to determine a synchronized version of the intercepted signal by (3–12). Figure 3-4(a) shows a desynchronized signal $y^{k=26}$ delayed by $26T_c$. Therefore, a sample window $y^{k=26}_{-1}$ contains the end of a symbol $a_{-1}$ for a duration of $5T_c$ followed by the beginning of next symbol signal $a_0$ for a duration $26T_c$. A synchronized signal $y^{k=0}_0$ by (3–12) is shown in Figure 3-4(b). Note that the desynchronized samples which belong to $a_{-1}$ are truncated. Figure 3-4(c) shows two synchronized sample windows for the purpose of comparison.

Second, estimations of data symbols and spread sequences are followed by the symbol synchronization. Figure 3-5 shows the first 62 estimated data symbols $\hat{a}$ by (3–15). Figure 3-6 shows the noisy estimated sequence $\hat{c}$ by (3–25). Note that the estimated data $\hat{a}$ in Figure 3-5(a) and the estimated sequence in Figure 3-6(b) are sign reversed versions of the true symbol $a$ and the true sequence $c$, respectively. Therefore, $\langle c, \hat{c} \rangle = -P$. We can correct polarity errors in the estimated data symbol $\hat{a}$ and the spread sequence $\hat{c}$ by the proposed zigzag estimator.

Third, we can correct polarity errors in the estimated data symbol $\hat{a}$ and the spread sequences $\hat{c}$ by the zigzag estimator. The zigzag estimator in Section 3.7 searches and
tests a generator polynomial from the estimated sequence \( \hat{c} \) by the recursion relation in (3–36) and the transform matrix in (3–37). Figure 3-7 shows the sign corrected sequence \( \hat{c}_{zigzag} \) and data symbol \( \hat{a}_{zigzag} \) by the proposed zigzag estimator. We also conduct a

![A Without the zigzag estimator](image1)

![B With the zigzag estimator](image2)

Figure 3-8. Histogram of \( \langle c, \hat{c} \rangle \) with \( P = 64, L = 128, \) and SNR=-5dB
simulation to evaluate the performance of the proposed zigzag estimator. The generator polynomial used in this simulation is an \( m \)-sequence with \( f(x) = 1 + x + x^{11} + x^{12} + x^{14} \) and the sequence is truncated, \( P < N = 2^n - 1 \) for comparison. We randomly seed initial conditions and randomly generate data symbols corrupted by AWGN noise. The signal constellation is BPSK. 10,000 simulation trials are carried out and averaged.

First, we compare the histogram of \( \langle c, \hat{c} \rangle \) between with the zigzag estimator and without the zigzag estimator to verify the relation between (3–47) and (3–50). In this simulation, we use the number of data symbol \( L = 128 \), the length of the spread sequence \( P = 64 \), and \( \text{SNR} = -5 \text{dB} \). Figure 3-8 shows the comparison of histograms \( \langle c, \hat{c} \rangle \) between with the zigzag estimator and without the zigzag estimator. The horizontal axis is the value \( \langle c, \hat{c} \rangle \) and the vertical axis represents the normalized occurrence frequency of \( \langle c, \hat{c} \rangle \).

The occurrence frequency of \( \langle c, \hat{c} \rangle = P \) is 0.9991 and 0.4939 for with the zigzag estimator and without the zigzag estimator, respectively. However, the occurrence frequency of \( \langle c, \hat{c} \rangle = -P \) with the zigzag estimator and without the zigzag estimator is 0.0000 and 0.5052. The zigzag estimator in Section 3.7 can identify the PN code generator polynomial to correct the polarity error in the estimation of the spread sequence when \( \langle c, \hat{c} \rangle = -P \).

Therefore, the occurrence frequency \( \langle c, \hat{c} \rangle = P \) with the zigzag estimator is the sum of that of \( \langle c, \hat{c} \rangle = P \) and \( \langle c, \hat{c} \rangle = -P \) without the zigzag estimator. This validates the relation between (3–47) and (3–50).

Second, we compare \( \text{Pr}(\langle c, \hat{c} \rangle = P) \) between with the zigzag estimator and without the zigzag estimator in (3–47) and (3–50), respectively. Figure 3-9 shows the \( \text{Pr}(\langle c, \hat{c} \rangle = P) \) with different combinations of the number of data symbols \( L \) and the length of the spread sequence \( P \). Note that the \( \text{Pr}(\langle c, \hat{c} \rangle = P) \) corresponds to \( \text{Pr}(K = 0) \) without the zigzag estimator and \( \text{Pr}(K = 0) + \text{Pr}(K = P) \) with the zigzag estimator. The \( \text{Pr}(\langle c, \hat{c} \rangle = P) \) increases as the number of the intercepted symbols \( L \) increased and also increases as the length of the spread sequence \( P \) increased. Therefore, the \( \text{Pr}(\langle c, \hat{c} \rangle = P) \) obtained by the zigzag estimator is almost two times greater than that without our
proposed zigzag estimator. Third, we compare the simulated probability of error of the

\[
\text{Pr}(\langle c, \hat{c} \rangle = P)
\]

symbol detector in (3–39) and the analytical probability of error in (3–50). Figure 3-10 shows the \( P_{a,\text{zigzag}} \) with different combinations of the number of data symbols \( L \) and the
length of the spread sequence $P$. Note that $P_{b,Rx} / P = 64$ denotes the probability of error of a cooperative receiver in (3–43) with $P = 64$ for comparison. The $P_{b,zigzag}^a$ is enhanced as the number of samples $L$ increases and as the length of sequence $P$ increases. Moreover, the analytical performance $P_{b,zigzag}^a$ of the symbol detector in (3–50) is almost the same as that of the simulated probability of error in (3–40). Since the simulated $Pr(⟨c, \hat{c}⟩ = P) \simeq 1$ for $P = 64$, $L = 128$, SNR=-5dB in Figure 3-9 over 10,000 trials, $P_{b,zigzag}^a \simeq P_{b,Rx}$. Therefore, the analytical probability of error in (3–50) is a good approximation of the performance of an eavesdropper. This analytical performance can provide an efficient prediction of the performance of our proposed zigzag estimator. Finally, we conduct a

![Figure 3-10. Comparison of the simulated and analytical probability of bit error $P_{b,zigzag}^a$ with the zigzag estimator in (3–50)](image-url)
simulation with the \( n \)-tuple code generator polynomial to validate the performance of the proposed zigzag method with the long length sequence. The length of the spread sequence is \( P = 2^n - 1 \). We randomly seed initial conditions and randomly generate data symbols corrupted by AWGN noise with SNR = \(-10\)dB. The signal constellation is BPSK and 10,000 simulation trials are carried out and averaged. Figure 3-11 shows the probability of the correct estimation of the spread sequence \( \Pr(\langle c, \hat{c} \rangle = P) \) with \( n = 6, \cdots, 13 \) with the number of data symbols \( L = 256 \). The \( \Pr(\langle c, \hat{c} \rangle = P) \) increases as the length of the spread sequence \( P = 2^n - 1 \) increased.

\[
\begin{align*}
\text{Probability of correct estimation} \\
\begin{array}{cccccccc}
6 & 7 & 8 & 9 & 10 & 11 & 12 & 13 \\
0.1 & 0.2 & 0.3 & 0.4 & 0.5 & 0.6 & 0.7 & 0.8 & 0.9 & 1.0
\end{array}
\end{align*}
\]

**Figure 3-11.** Probability of correct estimation of the spread sequence by the zigzag estimation with \( n \)-tuple generator polynomial, \( P = 2^n - 1 \), SNR=-10dB and \( L=256 \)

### 3.9 Summary

In this chapter, we consider the problem of eavesdropping on the adversary’s communication, which uses direct-sequence spread-spectrum (DS-SS). To intercept the adversary’s communication, one needs to (a) identify the start position of a data symbol in the spread signal for symbol synchronization purpose, (b) remove the PN sequence, (c) estimate the PN sequence, and (d) estimate the generator polynomial. In
this chapter, we propose effective methods to address these four problems. To identify the start position of a data symbol, we developed a method that uses the spectral norm of the sample covariance matrix. After symbol synchronization, a method based on the cross-correlation was used to estimate data symbols up to an unknown multiplicative factor. These estimated symbols were used by a matched filtering operation for identifying the PN sequence from the intercepted signal. In addition to obtaining the PN sequence and the data symbols, we also proposed a zigzag estimator to identify the PN code generator polynomial and proposed a method to identify the polarity in the received signal. Our method improves the probability of correct estimation by a factor of two, compared to the previous method. We also analyze the probability of error of the zigzag estimator in terms of SNR, the number of intercepted data symbols, and the length of the spread sequence. Our validation by simulation and theoretical analysis show the effectiveness of our proposed method. Our proposed method can be used by an interceptor to eavesdrop on an adversary’s communication. Other applications of our method include altering an adversary’s information, isolating an adversary’s communication link, and jamming by a denial-of-service (DoS) attack by our smart eavesdropper. Furthermore, our method can be used for the synchronization by estimating the received spread code by an intended receiver.
Both military and civilian parties desire reliable communication. Especially for the military communication system, it is very important to be able to operate in the presence of both intentional and unintentional interference. The primary objective of an interferer (jammer) is to degrade or disrupt communication system performance to the point where it is no longer considered reliable. Therefore, an important goal of communication research is to mitigate or avoid intentional interference (jamming).

Transform domain communication system (TDCS) [9, 11] provides a viable solution for interference avoidance. In the TDCS, an interference avoiding waveform is generated at the transmitter to avoid intentional interference, and the receiver needs to adapt its matched filter to match the transmitted waveform. Spectrally crowded regions are avoided altogether via adaptive spectral notching. Therefore, the foremost problem in the TDCS is accurate estimation of the spectral environment. The more accurate the estimation of the interference spectrum is, the better the performance the TDCS will achieve.

The TDCS [9, 11] utilized a parametric 10th-order autoregressive (AR) estimator to estimate the power spectral density (PSD) of the spectral environment. Since the AR-filter estimates the interference under the assumption that the interference process is stationary, the AR-estimator fails to provide accurate estimation under the non-stationary interference such as swept-tone jamming. For this reason, the TDCS based on the AR-estimator performed worse against the swept-tone interference, as compared to the case under the stationary interference.

To enhance the bit error rate (BER) performance of the TDCS under the non-stationary interference, the wavelet domain communication system (WDCS) [10] and the enhanced wavelet domain communication system (EWDCS) [19] were proposed in the literature. The WDCS and the EWDCS utilized a wavelet domain spectral estimator. The
WDCS used the concept of a wavelet periodogram for spectral estimation. However, the wavelet periodogram is not an accurate estimation of environment power spectral density and is not able to estimate a non-stationary interference. Thus, the WDCS [10] failed to mitigate a non-stationary interference like the swept-tone. However, the EWDCS used the evolutionary wavelet spectrum (EWS) which is related to the local auto-covariance through to auto-correlation of a wavelet. The BER performance of the EWDCS under a non-stationary interference was relatively sub-optimal compared to that under stationary interferences. Moreover, the BER performance of the EWDCS under stationary interferences was comparatively poorer than that of the TDCS under stationary interferences [19] under the same simulation environment.

To mitigate the problem of the TDCS [9, 11], WDCS [10], and EWDCS [19], we use a non-parametric spectral estimator, called Capon’s method [59–61]. Capon’s method (CM) for spectral estimation is based on a filter bank decomposition: the spectrum of a signal is estimated in each band by a simple filter design subject to some constraints and can provide fast speed of convergence. The CM has the ability to cope with a complicated interference environment in which the number of interfering sources is large. Combining the strength of the CM and aforementioned TDCS, we propose the enhanced transform domain communication system (ETDCS). The ETDCS will provide better bit error performance than the TDCS [9], WDCS [10], or EWDCS [19] for both the stationary interference and the non-stationary interference.

This chapter proposes the ETDCS which is a practical alternative for the TDCS with a non-parametric spectral estimation method. In Section 4.2, we elaborate on a mathematical model of TDCS. In Section 4.3, an overview of the TDCS architecture is given, and the limitation of the TDCS and the proposed estimation method are investigated. Effects of various jamming on the performance of ETDCS and comparative bit error performance analysis of the proposed ETDCS are followed in Section 4.4. Finally, Section 4.5 summarizes this chapter.
4.2 A Mathematical Model of TDCS

In this section, we elaborate on a mathematical model of the TDCS in [9–11], and analyze the bit error rate performance of the TDCS. The transmitter architecture of TDCS system is shown in Figure 4-1. The TDCS in [9–11] involves designing a waveform in the frequency domain rather than in the time domain (or wavelet domain) to avoid the interference. If the designed information-bearing waveform could avoid using bands occupied by interferences, the communication system would avoid the interference. Since the modulated information-bearing signal would have little or no spectrum at the interfered bands, it should not be affected by the interference and should not introduce new interference to other users. This interference avoiding concept serves as the basis for the TDCS design [9–11, 19].

We assume that the receiver and transmitter antennae experience the same spectral environment. Thus they can generate the same spectral estimation of the spectral environment. This assumption holds for short-range data communications. Scenarios in which the assumption is valid include vehicles or aircrafts grouped in tight formation under distant interference, or closely located secondary mobile users of an ad hoc network sharing the same spectrum with a primary user. For those scenarios where the assumption

Figure 4-1. A block diagram of TDCS transmitter [9–11]
might not be satisfied, we could assign a dedicated feedback channel to communicate the spectral estimation between the transmitter and receiver \[19\].

After estimation of the spectral environment, a band exceeds that of the noise level by a factor of a threshold level, interference is claimed to be present and the band is notched out, assigning value ‘0’. Otherwise, the bands are retained and set to the value ‘1’. That is:

\[
A'(\omega) = \begin{cases} 
0 & \text{if jammed} \\
1 & \text{otherwise}
\end{cases}
\] (4–1)

where \( w = e^{i\frac{2\pi}{N}} \) is a primitive \( N^{th} \) root of unity. Consequently, an interference-free spectrum magnitude \( A'(\omega) \) in Figure 4-1 is generated. After notching out the interferences, a multi-valued complex pseudo-random (PN) phase vector, \( e^{i\Theta(\omega)} \), is generated from a linear feedback shift register (LFSR) identical in length to \( A'(\omega) \) and multiplied element-by-element with \( A'(\omega) \) in a process called phase coding, producing spectral vector, \( B_{b}(\omega) \), with known amplitude and PN phase characteristics. The spectral vector \( B_{b}(\omega) \) is then amplitude-scaled by constant \( C \) to ensure the communication symbol has the desired signal energy. Then we have:

\[
B(\omega) = CA'(\omega)e^{i\Theta(\omega)}
\] (4–2)

The resultant spectral vector, \( B(\omega) \), is inverse Fourier transformed to produce a time-domain basis function, \( b(t) \), which is subsequently stored and modulated with data, \( d(t) \). Let \( B[k] \) denote a frequency domain representation of the basis function, \( b(t) \) for \( k = 0, \cdots, N - 1 \) where \( N \) is the number of FFT point. Then, we have:

\[
b[n] = \sum_{k=0}^{N-1} B[k]e^{j\frac{2\pi k n}{N}}
\] (4–3)

This signature wave \( b[n] \) stored into a buffer in Figure 4-1 and data modulated by \( d(t) \).

An \( i^{th} \) received signal at the receiver becomes:

\[
r^i = (-1)^d b + \sigma_n \hat{n}
\] (4–4)
where $d_i = 0$ or $1$ for antipodal modulation and the noise $\mathbf{\bar{n}} \sim \mathcal{N}(0, 1)$ is white and Gaussian. The noise power in a frequency band $B_w$ is $2\sigma_n^2 B_w$.

Let $c$ denotes the conjugate of the signature wave $b$. An output of correlator at the receiver becomes:

$$< r^i, c > = < (-1)^{d_i} b, c > + \sigma_n < \mathbf{\bar{n}}, c >$$  \hfill (4–5)

Then, the estimated data at the receiver becomes:

$$\hat{d_i} = \text{sgn}(< r^i, c >)$$  \hfill (4–6)

If $A[k] = 1$ for $k = 0, \cdots, N - 1$, the scale factor $C$ becomes $1/\sqrt{N}$. Then, the signal-to-noise ratio becomes:

$$\gamma = \frac{\|b\|^2}{\sigma_n^2} = \frac{1}{\sigma_n^2} = \frac{2E_b}{N_0}$$  \hfill (4–7)

Therefore, the bit error rate for the antipodal modulation becomes:

$$P_b = Q(\sqrt{\gamma}) = Q\left(\sqrt{\frac{2E_b}{N_0}}\right)$$  \hfill (4–8)

where $E_b$ is the average energy per bit and $N_0$ is the noise power density. The $Q$-function is the complementary error function.

### 4.3 Methodology

Spectral estimation is the first process and plays a major role in the TDCS. The transmitter first samples the electromagnetic environments over the system’s operating bandwidth. Once sampled, the spectral content is estimated using any available techniques, e.g., periodogram, autoregressive (AR) linear predictive filtering, evolutionary wavelet spectrum, etc.

The TDCS [9, 11] used 10th-order AR-filter to estimate the spectral environment. The AR-filter used in the TDCS is a parametric estimation method. It fits an AR linear prediction filter model to the signal by minimizing the forward prediction error in the least square sense. Since the model in the AR-estimator did not fit the environments well...
in the case of a non-stationary interference, the TDCS suffered significant performance degradation and failed to estimate the swept-tone interference. Therefore, the TDCS performance against swept-tone interference was shown to be sub-optimal by comparison with the other interference scenarios considered [9, 11].

The wavelet-based spectral estimations were found to be used in the WDCS [10] and the EWDCS [19]. The wavelet periodogram, comprised of the square of the wavelet coefficients, has been used in the WDCS to estimate the spectral environment. However, the wavelet periodogram is a noisy estimation of the environment’s power distribution and hence can not estimate the non-stationary interference. The EWS used in the EWDCS addressed both the statistical and the non-stationary nature of the spectral estimation, however the EWDCS performance under swept-tone interference was shown to be relatively sub-optimal compared to other stationary interferences. Moreover, the bit error performance of the EWDCS under stationary interferences was comparatively poorer than that of the TDCS under stationary interferences [19]. Therefore, the spectral estimation techniques used in the TDCS, the WDCS, and the EWDCS, have their limitations.

There are basically two broad categories of the techniques for spectral estimation. One is the non-parametric approach based on the concept of bandpass filter. The other is the parametric method, which assumes a model for the data, and the spectral estimation becomes a problem of estimating the parameters in the assumed model. One of the most well-known non-parametric spectral estimation methods is Capon’s approach, which is also known as minimum variance distortionless response (MVDR) [59–61]. At the stage of spectral estimation in the ETDCS, we used the Capon’s method (CM) to estimate the interference environments. Capon’s method for spectral estimation is primarily based on a filter bank decomposition: The spectrum of a signal is estimated in each band by a simple filter design subject with some constraints (Interested readers please refer to [59–61]).
In this chapter, we use the 16th-order CM method to estimate the spectral environment for both stationary and non-stationary interference. We make no claim that this value 16 is or is not optimal for our application. After estimation of the spectral environment, a threshold value equaling 15% of the peak’s power is used. This threshold value has been empirically chosen based on the overall acceptable and comparable bit error performance versus stationary and non-stationary interference avoidance capabilities. Figure 4-2 shows an example of spectral estimation and spectral notching by the CM method. Figure 4-2(a) shows the spectral estimation by 16th-order CM where the X-axis is the normalized frequency over $[0, \pi]$ and the Y-axis is the power spectral density.

### 4.4 The Effects of Various Jamming on ETDCS

In this section, we investigate the bit error rate (BER) performance of the proposed ETDCS under several types of intentional interference (jamming) techniques with/without spectral notching by CM method. A similar simulation platform under different interference environments is implemented in order to compare with the TDCS, WDCS, and ETDCS. In each simulation, we sampled a duration of 100 data bits, and subsequent stages of the ETDCS are performed in Figure 4-1. After data modulation, the signal is transmitted over AWGN channel under various interferences. The symbols were finally demodulated at the receiver with the matched filter operation, and the number of bit errors was recorded. The simulations were terminated when the total number of bit errors exceeded 500 bits unless otherwise mentioned; this number was chosen empirically and was sufficient to produce relatively smooth bit error performance (BER) curves.

In this chapter, we use antipodal modulation as our signal mapping method. Antipodal modulation is a form of binary modulation that uses the basis function $b(t)$ as one symbol, $s_1(t)$, and the negative basis function $-b(t)$ as the second symbol, $s_2(t)$.

\[
s_1(t) = b(t) \quad \quad \quad \quad (4-9)
\]
\[
s_2(t) = -s_1(t)
\]
Figure 4-2. Spectral estimation and spectral notching

The theoretical BER $P_b$ of antipodal modulation over an additive white Gaussian noise (AWGN) without jamming is given by \((4-8)\). Figure 4-3 shows the antipodal BER performance under AWGN in the absence of the intentional interference to ensure proper
operation of the proposed method. The simulation results nearly match theoretical, antipodal signaling bit error performance - a mean absolute error of $8.8 \times 10^{-4}$ and standard deviation of $1.3 \times 10^{-6}$ over the range of the indicated $E_b/N_0$ value.

However, the theoretical performance without spectral shaping is estimated by assuming constant interference power spectral density $N_J$ over the system bandwidth, effectively adding to the system noise floor and impacting bit error performance per (4–8) for the antipodal case. That is [14]:

$$P_b = Q\left(\sqrt{\frac{2E_b}{N_0 + N_J}}\right)$$

(4–10)

where $N_J$ is the interference noise power. Figure 4-4 shows the theoretical and simulated antipodal BER performance without spectral shaping adding constant interference power spectral density over the system bandwidth. The BER performance was simulated at the average signal-to-noise ratio (SNR) $E_b/N_0 = 4$ dB and an average interference-to-signal energy per bit $(I/E)$ ranging from 0.0 dB to 16.0 dB. Note that the “No Jamming (SNR = 4dB)” performance in Figure 4-4 and others is the value of (4–8) for the $E_b/N_0 = 4$ dB (i.e., $P_b = 1.25 \times 10^{-2}$). These results are important and provide a baseline for comparing the performances without spectral shaping and with interference avoiding system. Note that the purpose of the interference mitigation is to enhance the BER performance from (4–10) to (4–8) under various jamming environments with the proposed ETDCS.

Next, various intentional interference scenarios are presented to the proposed ETDCS. Intentional electromagnetic interference (IEME) can be categorized into four categories, based on the frequency content of their spectral densities as “narrow band”, “moderate band”, “ultra-moderate band”, and “hyperband” [1]. We consider only narrow band interference (NBI) in this chapter. The NBI further can be categorized into stationary or non-stationary interference with respect to its time-varying characteristic in the frequency domain. Partial band, single-tone, and multitone jamming are stationary interferences and swept-tone jamming is a non-stationary interference in terms of wide-sense stationarity.
As mentioned, we assume that the transmitter and the receiver are able to generate the same basis function. First, partial band interference (PBJ) occupies a continuous range of system bandwidth. The PBJ is modeled as additive Gaussian noise with its power focusing on a portion of the entire bandwidth of the system. Since white noise
Figure 4-5. Antipodal signaling BER performance under 10% partial band jamming

is stationary, the PBJ is also a stationary jamming. Figure 4-5 and Figure 4-6 show
the performance of the proposed ETDCS under 10% and 70% PBJ, respectively. The
performance without spectral shaping under PBJ is closely approximated (4–10) for all
$I/E$ value considered. However, that with the proposed ETDCS under 10% and 70%
is close to the “No Jamming (SNR=4dB)” in (4–8). Therefore, the proposed ETDCS
successfully mitigates the PBJ.

Second, multi-tone jamming (MTJ) divides its total power into $q$ distinct, equal
power, random phase tones. Every jamming tone can be modeled as:

$$j(t) = A_J e^{j(2\pi f_J t + \phi_J)}$$

where $\phi_J$ is random phase, which is uniformly distributed over $[0, 2\pi]$. $A_J$ and $f_J$ are
amplitude and frequency, respectively. Note that single-tone jamming (STJ) is a special
case of multi-tone jamming with $q = 1$. The MTJ is a wide-sense stationary jamming,
since the mean $E[j(t)] = 0$ and the autocorrelation $E[j^*(t)j(t + \tau)] = R(\tau)$ where $E[\cdot]$
denotes the expectation. Figure 4-7 and Figure 4-8 show the performance of the proposed
Figure 4-6. Antipodal signaling BER performance under 70% partial band jamming

ETDCS under STJ and MTJ, respectively. The performance without the spectral shaping under STJ is worse than (4–10). However, MTJ is a more effective jamming scenario than PBJ and STJ in the viewpoint of the jammer performance if the spectral shaping by CM method is not employed. Note that the proposed ETDCS successfully countermeasures the STJ and MTJ.

Finally, the proposed ETDCS is exposed to a non-stationary interference, i.e., swept-tone jamming (SWTJ) (see Figure 4-9). The SWTJ is when a jammer’s full power is shifted from one frequency to another. Every SWTJ can be modeled as:

$$j(t) = A_J e^{j(2\pi f_J(t) t + \phi_J)}$$  

(4–12)

where $\phi_J$ is random phase which is uniformly distributed over $[0, 2\pi]$. $A_J$ is amplitude and $f_J(t)$ is a sweeping frequency. Since the mean $\mathbb{E}[j(t)] = 0$ and the autocorrelation $\mathbb{E}[j^*(t)j(t + \tau)] = R(t; \tau)$, the SWTJ is a non-stationary interference. In the TDCS [9, 11], the swept-tone interference could not be accurately estimated due to the parametric spectral estimation method, i.e., AR-method. In the EWDCS [19], the performance under
Figure 4-7. Antipodal signaling BER performance under single-tone Jamming

Figure 4-8. Antipodal signaling BER performance under multi-tone Jamming

swept-tone was sub-optimal compared to other interference scenarios. In Figure 4-9, we can see that the simulated BER performance under the SWTJ without spectral notching is closely approximated to (4–10) for the overall range of $I/E$ considered. However, the
proposed ETDCS successfully mitigated a non-stationary interference with the spectral estimation by CM method.

In summary, Table 4-1 shows the comparative BER performance among the TDCS, the EWDCS, and the proposed ETDCS. The average ETDCS antipodal BER performance for all stationary interferences is $1.29 \times 10^{-2}$. The average ETDCS antipodal BER performance for the swept-tone interference is $1.35 \times 10^{-2}$. This kind of a non-stationary interference could not be handled by the TDCS [9, 11] and made sub-optimal performance for the EWDCS [19]. The proposed ETDCS demonstrates the ability to mitigate the different types of interferences. In particular, the proposed ETDCS extends this capability from the stationary interference to the non-stationary interference. Moreover, the proposed ETDCS has consistent performance for all types of interference considered in this section. This is the most notable strength of the proposed ETDCS.

4.5 Summary

The spectral estimation process plays an important role in the generation of the interference-free basis function for the transform domain communication system. The
Table 4-1. Comparison of the average BER performance of TDCS, EWDCS, and ETDCS with antipodal modulation ($E_b/N_0 = 4$dB, $I/E = 0\sim16$ dB)

<table>
<thead>
<tr>
<th></th>
<th>Avg. $P_b$</th>
<th>Stationary interference (PBJ,STJ,MTJ)</th>
<th>Non-stationary interference (SWTJ)</th>
<th>Overall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Native mode</td>
<td>2.62 \times 10^{-1}</td>
<td>2.90 \times 10^{-1}</td>
<td>2.67 \times 10^{-1}</td>
<td></td>
</tr>
<tr>
<td>EWDCS [19]</td>
<td>1.50 \times 10^{-2}</td>
<td>2.30 \times 10^{-2}</td>
<td>1.66 \times 10^{-2}</td>
<td></td>
</tr>
<tr>
<td>TDCS [9]</td>
<td>1.38 \times 10^{-2}</td>
<td>N/A (Not Applicable)</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Proposed ETDCS</td>
<td>1.29 \times 10^{-2}</td>
<td>1.35 \times 10^{-2}</td>
<td>1.30 \times 10^{-2}</td>
<td></td>
</tr>
</tbody>
</table>

The proposed ETDCS with CM method can properly estimates the interference environment considered in this chapter. Simulation results indicate that the proposed ETDCS offers a significant interference avoidance capability for both the stationary and non-stationary interference. Bit error performance analysis for the stationary and non-stationary interference scenarios confirmed that the ETDCS system is highly capable of estimating and mitigating interference environments. Especially the proposed ETDCS extends interference avoidance capability from the stationary to the non-stationary interference for the TDCS and other similar systems. The ETDCS was simulated using an average signal-to-noise ratio of 4.0 dB and average interference-to-average signal energy $I/E$ values ranging from 0.0 dB to 16.0 dB. For antipodal modulation, the overall average bit error probability was 1.30 \times 10^{-2}. The proposed ETDCS outperformed other similar methods such as the TDCS, WDCS, and EWDCS. Moreover, the ETDCS shows the consistent bit error performance under both the stationary interference and the non-stationary interference. Our research results indicate the proposed ETDCS is a viable alternative for the interference avoidance communication for highly reliable communication.
CHAPTER 5
AN ENHANCED V-BLAST WITH NON-STATIONARY INTERFERENCE AVOIDANCE CAPABILITY

5.1 Introduction

Multiple-input and multiple-output (MIMO) systems that use multiple antennae at both the transmitter and receiver are a promising wireless communication technology for higher data rate, higher spectral efficiency, better quality of service, and high network capacity. The vertical-Bell Laboratories layered space-time (V-BLAST) is one of such MIMO systems for realizing very high data rates over the rich-scattering wireless channel. The channel capacity approximately increases linearly with the number of transmitter and the number of receiver antennae, when operated in a channel with white Gaussian noise [7, 20]

Highly reliable communication has been desired by both military and civilian parties. It is very important, especially for the military communication systems, to be able to operate under both unintentional and intentional interferences. Therefore, it is desirable to use the V-BLAST system as a highly reliable communication system under these interferences.

One of the objectives of a communication interferer (or jammer) is to disrupt or degrade performance of the communication system up to the point where it is no longer reliable. Therefore, communication security research mainly centers on providing countermeasures to overcome such intentional communication interferences. However, the mitigation of the NBI has not been studied in the MIMO system, especially for the V-BLAST architecture.

The NBI has been investigated thoroughly for the single-input and single-output (SISO) system by transform domain processing (TDP). A fundamental idea of the TDP is the design of an interference-free adaptive waveform in frequency-domain rather than in time-domain. Spectrally crowded regions are avoided by adaptive spectral notching in the TDP [9, 33].
In the work of [12], they combined the fundamental concept of TDP with V-BLAST based on zero-forcing (ZF) detector to mitigate NBI. However, they failed to mitigate non-stationary interference, like swept-tone interference. The lack of stationarity of a non-stationary interference affected the performance of the spectral estimator, 10th-order autoregressive (AR) filter. Therefore, the system proposed in [12] did not work well for non-stationary interferences. Because the ZF detector generally suffers from noise enhancement at early stages, they used higher SNRs (15dB and 25dB) in their simulation studies.

In our previous work [33], we proposed a viable option of the reliable SISO communication system, called ETDCS. The enhanced transform domain communication system (ETDCS) offered a significant interference avoidance capability for both stationary and non-stationary interference with a non-parametric spectral estimator, Capon’s method (CM) [33, 59, 61].

In this chapter, we extend our previous approach in Chapter 4 to provide non-stationary as well as stationary interference avoidance capability to the V-BLAST system. The TDP by CM and minimum mean square error (MMSE) detector are combined with the V-BLAST to enhance bit error performance in NBI environment; that is, the TDP by CM will provide better avoidance of the spectrally crowded regions and will enhance the bit error performance of the V-BLAST system under a reasonable SNR by MMSE detector.

The remainder of this chapter is organized as follows: Section 5.2 presents our previous work. Section 5.3 describes a V-BLAST system model and the interference model. Section 5.4 introduces our proposed methodology. Section 5.5 presents simulation results to show the performance of our proposed approaches. Section 5.6 summarizes this chapter.

5.2 Related Works

See Chapter 4.
5.3 System and Interference Model

Figure 5-1 shows a high-level system block diagram of a V-BLAST system model with $M$ transmitters and $N$ receivers. We assume perfect channel estimation at the receiver and we do not consider the power allocation problem such that the power launched by each transmitter is proportional to $1/M$. In each use of the MIMO channel, a vector $\mathbf{a} = (a_1, \cdots, a_M)^T$ of complex numbers is sent and a vector $\mathbf{r} = (r_1, \cdots, r_N)^T$ of complex numbers is received where $[\cdot]^T$ denotes transpose. We use the relation between $\mathbf{a}$ and $\mathbf{r}$ as follows:

$$\mathbf{r} = \mathbf{H}\mathbf{a} + \mathbf{n} \quad (5-1)$$

where $\mathbf{H}$ is $N \times M$ matrix representing the scattering effects of the channel and $\mathbf{n}$ is the noise vector. We assume that $\mathbf{H}$ is a random matrix with independent zero mean complex Gaussian. We also assume that $\mathbf{n}$ is a complex random vector with i.i.d. elements and its covariance matrix is the identity matrix scaled by the noise variance $\sigma_n^2$. Let $\mathbf{v} = (v_1, v_2, \cdots, v_N)^T$ denote one type of the NBI interference vector. Then, the NBI
interfered version of (5–1) can be modeled as follows:

\[ r = Ha + n + v \]  \hspace{1cm} (5–2)

We also assume the same electromagnetic environment for all transceivers. Therefore, all transceivers experienced the same interference \( v \) and can generate the same adaptive interference-free waveform at both the \( M \) transmitters and the \( N \) receivers in the TDP processing stage. If this is not true, a dedicated feedback loop may be employed. The NBI can be categorized into stationary or non-stationary interference with respect to its time-varying characteristic in the frequency domain. Partial band, single-tone, and multi-tone interference are stationary interferences and swept-tone interference is a non-stationary interference.

Partial band interference (PBJ) occupies a continuous range of system bandwidth. Multi-tone jamming (MTJ) divides its total power into several distinct, equal power and random phase tones. Single-tone interference (STJ) is a special case of MTJ. Swept-tone interference (SWTJ) is like a single-tone changing frequency over time. We assume that stationary interferences do not change the frequency they occupied and swept-tone interference sweeps the bands with a certain pattern in a specific time interval.

5.4 Proposed Methodology

To avoid interfered regions, the accurate estimation of the spectrally crowded electromagnetic environment is the most important in designing the adaptive interference-free waveform in TDP. Therefore, proper selection of a spectral estimator is the most important step of TDP processing.

There are basically two broad categories of techniques for spectral estimation. One is the non-parametric approach based on the concept of bandpass filter. The other is the parametric method: It assumes a model for the data so that the spectral estimation becomes a problem of estimating the parameters in the assumed model [61].
The AR-estimator used in [9] and its extension to a V-BLAST in [12] is a parametric estimation method. It fits an AR linear prediction filter model to the signal by minimizing the forward prediction error in the least square sense. Since the model in the AR-estimator did not fit the environments well in the case of a non-stationary interference, the TDP suffered significant performance degradation and failed to estimate a swept-tone interference. One of the most well-known non-parametric spectral estimation methods is Capon’s approach which is also known as minimum variance distortionless response (MVDR) [59, 61–63]. Capon’s method (CM) for spectral estimation is primarily based on a filter bank decomposition: The spectrum of signals is estimated in each band by a simple filter design subject to some constraints. We use CM method to estimate interfered environment at the TDP processing stage in our proposed V-BLAST.

After the spectral estimation, a band which exceeds the noise level is notched out with a certain threshold. Otherwise, that band is retained. Consequently, an interference-free spectrum magnitude $A'(\omega)$ is generated. After notching out the interferences, a multi-valued complex pseudo-random (PN) phase vector is generated from a linear feedback shift register (LFSR) identical in length to $A'(\omega)$ and multiplied element-by-element with $A'(\omega)$ in a process called phase coding, producing spectral vector, $B_b(\omega)$, with known amplitude and PN phase characteristics. The spectral vector $B_b(\omega)$ is then amplitude-scaled by constant $C$ to ensure a communication symbol has the desired signal energy. The resultant spectral vector, $B(\omega)$, is inverse Fourier transformed to produce a time-domain basis function, $b(t)$.

After generation of the basis function $b(t)$, input data stream $d(t)$ is demultiplexed and modulated into $M$ sub-streams, and finally fed into each transmitter. We used a cyclic code shift keying (CCSK) [64] which is a form of $M$-ary signalling over a communication channel. That is, in its simplest form, a basis function $b(t)$ is chosen, and a cyclically (circularly) shifted version of $b(t)$ is used to modulate a carrier. The receiver also generates $b(t)$ to demodulate the detected symbol with the correlation detector.
The proposed V-BLAST uses a MMSE detector [50] at the receiver sides. Since the ZF detector suffers from the noise enhancement at the early stages, the detector with MMSE criterion is favorable under the interference. The detector algorithm of a V-BLAST decoder is shown in Table 5-1. This version of the V-BLAST is based on the MMSE and the correlation detection. Note that the major difference with the general V-BLAST/MMSE detection and Table 5-1 is in the 3rd step of Recursion where the detected signal correlates with the cyclic shift version of the basis function $b(t)$.

### 5.5 Simulation and Analysis

To verify the performance of the proposed system under the intentional interferences, the BER is studied as an important performance measure for the reliability of a communication system. We use the same simulation platform in [12] and add our proposed approach in that platform. We also use the same interference model in [12]. In each simulation, we first sampled the environment for a duration of 10 symbols and the fundamental waveform $b(t)$ was generated. After demultiplexing and 16-CCSK modulation, the signal $a$ was transmitted by each transmitter over an MIMO channel $H$ with the channel noise $n$ and the various interference $v$. By MMSE and correlation
First, a simulation is run in the absence of the intentional interference to ensure proper operation of the proposed method. Figure 5-2 shows the simulation results for $(M, N) = (2, 2)$ and $(M, N) = (4, 4)$. The $E_b/N_0$ is ranged between -10dB and 6dB in steps of 1dB. The BER, $P_b$, is calculated by terminating the simulation when the total number of bit errors exceeds 500 bits - this number is chosen empirically and is sufficient to produce relatively smooth bit error performance curves. We observe that the V-BLAST/MMSE performs better than the V-BLAST/ZF for overall ranges of $E_b/N_0$.

Finally, the proposed system is exposed to various interferences. The 30% partial band, single-tone and multi-tone interference are used for the stationary interferences, and the swept-tone is used for the non-stationary interference model. The BER performance is simulated at the signal-to-noise ratio $E_b/N_0 = 4dB$ and the average interference-to-signal energy per bit $(I/E)$ is ranged from 1.0 dB to 10.0 dB.
We compare BER performance between our proposed method and the system proposed in [12] under the same simulation parameters. The threshold used for the 10th-order AR-estimator is 40% [12], while that used for our proposed 16th-order CM is 30%. Note that we make no claim that these parameters are or are not optimal for our application. These values are empirically chosen based on the overall acceptable and comparable BER performance versus stationary and non-stationary interference avoidance capability.

![BER Performance Graph](image)

**Figure 5-3.** BER performance for $M \times N = 2 \times 2$ under 30% partial band interference.

Figure 5-3, 5-4, 5-5, and 5-6 show simulation results for $(M, N) = (2, 2)$, while Figure 5-7, 5-8, 5-9, and 5-10 shows the simulation results for $(M, N) = (4, 4)$, respectively. Note that V-BLAST/MMSE/CM (or V-BLAST/ZF/AR) denotes V-BLAST with the MMSE (or ZF) detector and the TDP based on CM (or AR), while V-BLAST/MMSE (or V-BLAST/ZF) denotes normal V-BLAST system without the TDP processing. We also present the BER performance without interference (no jamming) for both V-BLAST/ZF and V-BLAST/MMSE system from Figure 5-2 for comparison.
Figure 5-4. BER performance for $M \times N = 2 \times 2$ under single-tone interference.

Figure 5-5. BER performance for $M \times N = 2 \times 2$ under swept-tone interference.

Even without TDP processing, V-BLAST/MMSE performs better than V-BLAST/ZF. The performance of V-BLAST/ZF is unstable for cases of the swept-tone and multi-tone interference as shown in Figure 5-5 and Figure 5-6 for $(M, N) = (2, 2)$ and Figure 5-9 and 5-10 for $(M, N) = (4, 4)$. This is due to noise enhancement of the ZF detector. Therefore,
Figure 5-6. BER performance for $M \times N = 2 \times 2$ under multi-tone interference

Figure 5-7. BER performance for $M \times N = 4 \times 4$ under 30% partial band interference

the method proposed in [12] used higher SNRs (15dB and 25dB) in their performance studies.

As shown in Figure 5-3 $\sim$ 5-10, V-BLAST/MMSE/CM approach significantly improves the BER performance under both the stationary and the non-stationary
Figure 5-8. BER performance for $M \times N = 4 \times 4$ under single-tone interference

Figure 5-9. BER performance for $M \times N = 4 \times 4$ under swept-tone interference

interference with respect to V-BLAST/ZF/AR. The performance improvement is obtained by both the MMSE detector in V-BLAST detection and CM method in the TDP processing stage. V-BLAST/ZF/AR method improves the BER performance under the stationary interference, while it does not work well for the non-stationary
interference due to the stationarity assumption on the AR estimator. Therefore, the proposed method extends its NBI interference avoidance capability from the stationary NBI to the non-stationary NBI, and has consistent performance for all type of interference considered in this chapter.

If we look at the performance in terms of a jammer (or interferer), the single-tone interference can disrupt or degrade the performance of the V-BLAST system more than other interference scenarios. Since the single-tone interference can concentrate more interference power than other interferences, an adaptive threshold selection for this type of NBI should be provided by TDP processing in future research.

5.6 Summary

It is very important to support countermeasures for a communication system under NBI interference. In this chapter, we consider the problem of mitigating the NBI interference for V-BLAST system. The proposed V-BLAST system combines the merits of both the TDP processing based on CM method and detection based on MMSE nulling under the intentional interference. To avoid interfered regions, accurate
estimation of the spectrally crowded electromagnetic environment is critical in designing the adaptive interference-free waveform in TDP processing. We use the 16th-order CM method to estimate interfered spectral environments. We also use the MMSE detector to prevent noise enhancement in V-BLAST detection. Combined effects of MMSE nulling in V-BLAST detection and CM method in the TDP processing stage mitigate both stationary and non-stationary interferences. Our simulation results validate the performance of our proposed V-BLAST as a viable countermeasure against NBI interference. Moreover, our approach extends its NBI interference mitigation capability from stationary NBI to non-stationary NBI.
6.1 Introduction

Wireless communication is, by any measure, the fastest growing segment of the communication industry. As such, it is very common both for commercial and military parties. However, the transmitted information-bearing signal is subject to various impairments caused by the transmission medium and vulnerable wireless channel combined with the mobility of the transceiver. Therefore, special care must be taken to satisfy security requirements of the wireless communication systems [13, 17].

Direct-sequence code division multiple access (DS-CDMA), where spreading is performed in the time domain, has high sampling rates. This high sampling rate makes DS-CDMA very susceptible to performance degradation caused by multipath propagation [23]. Therefore, multi-carrier CDMA (MC-CDMA) was developed to overcome this drawback of the DS-CDMA [21, 58]. The main benefit of MC-CDMA in comparison to other OFDM-based multiple access methods is the inherent provision of frequency diversity. By contrast, a drawback of MC-CDMA, like DS-CDMA, is the multiuser interference (MUI) encountered due to loss of orthogonality. This factor predetermines the performance of MC-CDMA [21, 23].

Several advanced multiuser detection techniques are available for interference mitigation [58]. Despite the effectiveness of their approaches, these methods are not suitable for downlink (DL) applications due to the limited computational power of mobile terminals (MTs) [26]. As an alternative to multiuser detection, precoding techniques can be employed to mitigate the MAI and channel distortions in the DL. A fundamental idea of the precoding is to vary the complex gain assigned to each subcarrier such that interference is reduced and the signal at the receiver appears undistorted. The use of the precoding has several advantages: (i) reducing the MAI at MTs by the precoding at the base station (BS) so that the received signal at the decision point is free from interference,
(ii) moving most signal processing tasks from MTs to BS, and (iii) keeping the MTs at a very low complexity level.

In recent years, several linear precoding techniques have been proposed for multi-input single-output (MISO) DL time division duplex (TDD) MC-CDMA in the literature \[22, 24-27, 36, 37\]. The algorithm discussed in \[24\] aims at maximizing the signal to interference plus noise ratio (SINR) at MTs. This leads to a complicated joint optimization problem for the transmit filters of all active users, and thus a suboptimal approach was proposed based on a modified SINR. In \[25\], a space-frequency precoding technique based on minimization of the transmitted power subject to MAI elimination was proposed, which eliminates the necessity of the noise variance to be estimated at the MT and known at the BS. In \[26\], a different power constraint was derived for the approach proposed in \[25\]. A constraint on the overall transmit power allocated to all active users was imposed, instead of normalizing the transmit power for each user. This was further extended in \[27\], where alternative strategies to constrain the transmit power at the BS have been discussed. All of these space-frequency precoding schemes were derived considering that no channel equalization is performed at the MTs, while a combination of the precoding techniques and channel equalization at the receiver was proposed in \[22\].

In this chapter, we study an analytical bit error rate (BER) performance of a DL TDD MC-CDMA with a precoding transmitter antenna array at the BS. In \[44\], asymptotic BER of a precoded random spreading CDMA system in additive white Gaussian noise (AWGN) channels was analyzed. In \[27\], the performance of different space-frequency precoding methods was compared by numerical simulations. In \[22\], two space-frequency schemes with multiuser pre-filtering techniques for DL MC-CDMA were proposed and the performance of the proposed schemes was compared to other transmitter precoding approaches by simulation. However, not many analytical performance studies have been done for the precoded DL MC-CDMA. By conducting analytical study, we can predict and compare the performance of various precoding techniques.
The remainder of this chapter is organized as follows: Section 6.2 elaborates on a system model of a DL TDD MC-TDCS. Then, various single-user equalization methods are discussed in Section 6.3. Section 6.4 describes how to mitigate the MAI with help of the space-frequency diversity and the precoding at the transmitter. The performance analysis and verification by simulation are presented in Section 6.4.3 and Section 6.5, respectively. Finally, Section 6.6 summarizes this chapter.

6.2 System Model

In this section, we elaborate on both the system architecture and mathematical model of a DL TDD MC-CDMA. The MC-CDMA is a multi-carrier transmission where its bandwidth can be divided into smaller sub-bands.Precoding techniques in [22, 24–27, 36, 37] require channel state information (CSI) at the transmitter in order to work properly. This can be achieved in TDD systems by exploiting the channel reciprocity between alternative uplink and downlink transmission. If channel variations are sufficiently slow, the channel estimation derived at the BS during an uplink time slot can be reused for precoding in the subsequent downlink time slot [26, 43].

We consider a DL of the MC-CDMA network where the total number of sub-carriers $N_c$ is divided into $M$ smaller groups of $L$ elements of the sub-carriers where $M = N_c/L$. We assume that the BS has $P$ transmitter antennae and uses the sub-carriers of a given group to communicate $K$ active users ($K \leq L$). Therefore each user $k$ ($1 \leq k \leq K$) transmits $M$ data symbols per OFDM symbol. Hence, each OFDM symbol has a data rate proportional to $M$ times the original input data symbols. Active users are separated by their specific spreading code $c_k$ of the $k$th user, usually chosen from an orthogonal set. Let’s assume the $L$ sub-carriers of a given group are uniformly distributed over the signal bandwidth to better exploit frequency diversity. Let $i_n^m$ denote a sub-carrier index of the $m$th symbol of a user with $i_n^m = m + (n - 1)N/L$ and $1 \leq n \leq L$.

Figure 6-1 shows the block diagram of a DL TDD MC-CDMA system under investigation. The data symbol vector $\mathbf{a}_k$ of the user $k$ is fed into the serial-to-parallel
Figure 6-1. Architecture of MC-CDMA transceiver with multiple transmitter antennae, precoding and receiver-based equalization
block and the $m$th symbol of the $k$th user, $a_k^m$, is spread by $L$ chips using the spread sequence $c_k = [c_k(1), \cdots, c_k(L)]^H$ of the $k$th user where $c_k(n) \in \{\pm 1/\sqrt{L}\}$ and $(\cdot)^H$ denotes conjugate transpose. The resulting $a_k^m c_k$ is weighted by the precoding coefficient $u_{k,p}$ of the $k$th user at the $p$th antenna and is fed to each antenna. The weighted output $w_{k,p} = [w_{k,p}(1), \cdots, w_{k,p}(L)]^H$ of the $k$th user of the $p$th antenna is a vector with entries $w_{k,p}(n) = c_k(n) u_{k,p}(n)$ for $n = 1, \cdots, L$.

The contribution of all $K$ users are summed together in each sub-carrier index $i_n^m$ ($1 \leq n \leq G$) to form the following multiuser signal at the $p$th antenna

$$s_p^m = \sum_{k=1}^{K} a_k^m w_{k,p}, \quad p = 1, \cdots, P$$

(6-1)

Then, each $s_p^m$ is uniformly mapped on $L$ sub-carriers using the chip mapper. After an OFDM modulation for each antenna, $N_G$-point cyclic prefix (CP) (or guard interval (GI)) is added in the transmitted signals to avoid interference between adjacent OFDM blocks.

The transmitted signals by the BS antennae array propagate through multipath channels and experience frequency selective fading. The $j$th MT with a single antenna recombines signals from $P$ antennae branches at the BS. The received signal after the OFDM demodulation and CP removal of the $j$th MT is given by

$$X_j^m = \sum_{p=1}^{P} \sum_{k=1}^{K} a_k^m H_{j,p} w_{k,p} + n_j$$

(6-2)

where $H_{j,p} = \text{diag}\{H_{j,p}(i_1^m), \cdots, H_{j,p}(i_L^m)\}$ is a diagonal matrix of size $L \times L$, representing channel frequency response between $p$th transmitter antenna and $j$th MT over $L$ sub-carriers, and $H_{j,p}(i_n^m)$ denotes complex flat fading channel of the $n$th sub-carrier on the $p$th antenna, $n_j = [n_j(1), \cdots, n_j(G)]^T$ is thermal noise with zero mean and covariance matrix $\sigma_n^2 I_L$. 
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The decision variable at the input of the demodulator for the desired $j$th user with a frequency domain equalization and despreading $q_{k'}$ is given by:

$$\hat{a}_j^m = q_{j}^T X_j^m = a_j^m q_j^T \left( \sum_{p=1}^{P} H_{j,p} w_{j,p} \right) + \left( \sum_{k=1,k\neq j}^{K} a_k^m q_k^T \sum_{p=1}^{P} H_{j,p} w_{k,p} \right) + q_j^T n_j \quad (6-3)$$

where $q_k = [q_k(1), \cdots, q_k(L)]^T$ is a vector of size $L$ that account for both despreading and channel equalization operations. As mentioned, the performance of the MC-CDMA is predetermined by the 2nd term in (6-3). Several receiver channel equalization methods for single user detection will be discussed in the sequel.

### 6.3 Single User Equalization at Receiver

For single user detection, the equalization coefficients are given by:

$$q_j = G_j c_j^* \quad (6-4)$$

where $(\cdot)^*$ denotes the complex conjugate and $G_j = \text{diag}\{g_j(1), \cdots, g_j(L)\}$ is a diagonal matrix of size $L \times L$, representing coefficients of the frequency domain channel equalization.

If we use only the precoding at the transmitter antennas, we can use the pure despreading (PD) in order to keep the MTs at very low complexity. Then, the despreading and channel equalization vector $q_k$ is the same as the user’s despreading code as follows:

$$q_j = c_j^* \quad (6-5)$$

### 6.3.1 Maximal Ratio Combining

$$g_j(n) = \left( \sum_{p=1}^{P} H_{j,p} (v_n^m) \right)^* \quad n = 1, \cdots, L \quad (6-6)$$

In maximal ratio combining (MRC), a stronger signal is assigned a higher weight by the diversity combiners than a weaker signal, since its contribution is more reliable.
6.3.2 Equal Gain Combining

\[ g_j(n) = \frac{\left(\sum_{p=1}^{P} H_{j,p}(i_n^m)\right)^*}{\left|\sum_{p=1}^{P} H_{j,p}(i_n^m)\right|} \quad n = 1, \ldots, L \tag{6-7} \]

The equal gain combining (EGC) attempts to correct the channel-induced phase rotations, leaving the faded magnitudes uncorrected.

6.3.3 Orthogonality Restoring Combining

\[ g_j(n) = \frac{\left(\sum_{p=1}^{P} H_{j,p}(i_n^m)\right)^*}{\left|\sum_{p=1}^{P} H_{j,p}(i_n^m)\right|^2} \tag{6-8} \]

If we cancel the effect of the channel transfer function by estimating it and reversing its effects, the orthogonality of the different users can be maintained if orthogonal codes are used. This is the aim of the orthogonality restoring combining (ORC) or zero forcing (ZF) equalization.

6.3.4 Minimum Mean Square Error Equalization

\[ g_j(n) = \frac{\left(\sum_{p=1}^{P} H_{j,p}(i_n^m)\right)^*}{\left|\sum_{p=1}^{P} H_{j,p}(i_n^m)\right|^2 + \sigma_n^2} \tag{6-9} \]

To mitigate the noise enhancement of ORC, particularly at lower SNR values, the minimum mean square error (MMSE) equalization can be used.

6.4 Space-Frequency Precoding

The purpose of precoding schemes is to remove the MAI and channel distortions at MTs. In this section, we discuss various space-frequency precoding approaches for the MC-CDMA system in Section 6.2. If we don’t use the precoding at the transmitter antennae, we can use the pure spreading (PS). The weighted output \( w_{j,p} \) of the \( j \)th user of the \( p \)th antenna in (6-3) for the PS is the same as the \( j \)th user spreading code. That is:

\[ w_{j,p} = c_j \tag{6-10} \]
6.4.1 Filter Design

The 2nd term in (6–3) is the interference of the \( j \)th MT on the \( k \)th MT. That is:

\[
MAI(j \rightarrow k) = q_k^T \sum_{p=1}^{P} H_{k,p} w_{j,p}
\]  

(6–11)

The joint precoding and spreading weight vector \( w_{j,p} \) of the \( j \)th MT at the \( p \)th transmit antenna is then obtained by constraining the desired signal part of its own decision variable to a given constant while canceling (or zero-forcing) the MAI contribution at all other MTs. This leads to the following set of conditions:

\[
\begin{align*}
q_j^T \sum_{p=1}^{P} H_{j,p} w_{j,p} &= \alpha_j \\
q_k^T \sum_{p=1}^{P} H_{k,p} w_{j,p} &= 0 \quad \forall k \neq j
\end{align*}
\]  

(6–12)

where \( \alpha_j \) is a positive real value that is chosen to meet some constraints. Note that the multiuser channel in (6–3) is decoupled into \( K \) single user parallel AWGN channel in (6–12) with transmission gains given by a specific value \( \alpha_j \), computed to meet some design criterion. By doing so, the purpose of the precoding is to eliminate the MAI caused by the \( j \)th user to other \( K-1 \) MTs and to mitigate the channel distortions of the \( j \)th user data symbol \( a_j \) at the \( j \)th MT. To compute the weight vector \( w_{j,p} \), we have to solve \( K \) linear equations given by:

\[
Qw_j = \alpha_j b_j
\]  

(6–13)

where \( Q \) is a complex channel and user code matrix of size \( K \times PG \) and \( b_j \) is a vector of size \( K \) given by:

\[
Q = \begin{bmatrix}
q_1^T H_{1,1} & \cdots & q_1^T H_{1,p} & \cdots & q_1^T H_{1,P} \\
\vdots & \ddots & \vdots & \ddots & \vdots \\
q_j^T H_{j,1} & \cdots & q_j^T H_{j,p} & \cdots & q_j^T H_{j,P} \\
\vdots & \ddots & \vdots & \ddots & \vdots \\
q_K^T H_{K,1} & \cdots & q_K^T H_{K,p} & \cdots & q_K^T H_{K,P}
\end{bmatrix}, \quad b_j = \begin{bmatrix}
0 \\
\vdots \\
1 \\
\vdots \\
0
\end{bmatrix} \quad \leftarrow j \text{th entry}
\]  

(6–14)
If we use the PD in (6–5) at the MT in (6–14) instead of the joint precoding and equalization in Section 6.3, the complex channel and user code matrix in (6–14) become:

\[
Q = \begin{bmatrix}
  c_1^H H_{1,1} & \cdots & c_1^H H_{1,p} & \cdots & c_1^H H_{1,P} \\
  \vdots & \ddots & \ddots & \ddots & \vdots \\
  c_j^H H_{j,1} & \cdots & c_j^H H_{j,p} & \cdots & c_j^H H_{j,P} \\
  \vdots & \ddots & \ddots & \ddots & \vdots \\
  c_K^H H_{K,1} & \cdots & c_K^H H_{K,p} & \cdots & c_K^H H_{K,P}
\end{bmatrix},
\]

\[
b_j = \begin{bmatrix}
  0 \\
  \vdots \\
  1 \\
  \vdots \\
  0
\end{bmatrix} \leftarrow j\text{th entry}\quad (6–15)
\]

where \((\cdot)^H\) denotes complex conjugate transpose. We want to minimize the transmitter power subject to \(K\) constraint given by (6–13). Thus the precoding optimization problem can be written as:

\[
\min_{w_j} w_j^H w_j \quad \text{subject to} \quad Qw_j = \alpha_j b_j
\]

(6–16)

This optimization can be solved by the Lagrange multipliers method. The minimum-norm solution becomes:

\[
w_j = \alpha_j Q^H (QQ^H)^{-1} b_j = \alpha_j \bar{w}_j
\]

(6–17)

where \(QQ^H\) is a complex square and Hermitian matrix of size \(K \times K\), and \(\bar{w}_j\) represents the weight vector without power scaling and the transmitted power becomes:

\[
p_{t,j} = \bar{w}_j^H \bar{w}_j = b_j^H (QQ^H)^{-1} b_j
\]

(6–18)

### 6.4.2 Power Allocation Strategies

Several linear power allocation approaches that can be used to limit the transmit power at a given constant will be discussed in this section. If we apply the weight vectors in (6–17) to (6–3), the decision variable of the \(j\)th MT becomes:

\[
a_j^m = \alpha_j a_j^m + q_j^T n_j
\]

(6–19)
The decision variable takes the same value as it would in a unitary gain AWGN channel, if the constraint $\alpha_j$ in (6–17) is normalized to 1 for a particular case. This implies that the received power is constrained to one at each MT, but there is no constraint on the transmitted power at the BS. Once the MAI is completely eliminated by using weight vectors in (6–17), different strategies can be used to constrain the transmit power subject to a given constraint [22]. There are several power constraint strategies in the literature [22, 25, 26, 46] for MC-CDMA such as maximization of the sum capacity, minimization of the average error probability, and linear power allocation approaches. However, we only consider linear power allocation approaches for the sake of simplicity.

The aim of linear power allocation approaches is to find simple expressions for the constraints $\alpha_j$ that can be easily implemented in practical mobile terminals. Overall transmitted power of all $K$ active users is

$$\sum_{j=1}^{K} \alpha_j^2 \|\bar{w}_j\|^2 = K \tag{6–20}$$

The constraint $\alpha_j$ can be obtained simply from (6–20),

$$\alpha_j = \sqrt{\frac{K}{\sum_{j=1}^{K} \|\bar{w}_j\|^2}} \quad \forall j = 1, \cdots, K \tag{6–21}$$

In this case, the total transmitted power is normalized to $K$ and the same constraint is used for all $K$ active users as proposed in [43]. Another approach, called total interference removal (TIR), is to constrain the transmitted power to a given constant in order to normalize the weight vector $\bar{w}$ according to [22, 24, 25, 65],

$$p_{t,j} = 1 \quad \forall j = 1, \cdots, K \tag{6–22}$$

In this case, the transmitted power is constrained to one, i.e., $\alpha_j^2 \|\bar{w}_j\|^2 = 1$, for all $K$ active users, and $\alpha_j$ is given by:

$$\alpha_j = \sqrt{\frac{1}{\|\bar{w}_j\|^2}} \tag{6–23}$$
where \( \| \cdot \| \) represent the Euclidian norm. In [22, 26], a modification, called m-TIR (modified-TIR), of the power constraint given by (6–23) was proposed. The idea is to minimize the sum of the inverse of SNR, not SNR under the constraint given by (6–13) which the total transmitter power is constrained to \( K \). Thus, the following cost function was introduced in [22, 26].

\[
J_{m\text{-TIR}} = \sum_{j=1}^{K} \frac{\sigma_n^2}{\alpha_j^2} + \lambda \left( K - \sum_{j=1}^{K} \alpha_j^2 \| w_j \|^2 \right) \tag{6–24}
\]

The \( \alpha_j \) for each user \( j \) by the m-TIR is given by:

\[
\alpha_j = \sqrt{\frac{K}{\| w_j \| \sum_{j=1}^{K} \| w_j \|}} \tag{6–25}
\]

Intuitively, the constraints given by (6–25) and (6–21) only give better performance than the one given by (6–23) for the case where we do not have enough degree of freedom to minimize the transmit power [22].

### 6.4.3 Performance Analysis

In this section, we study the BER performance of linear power allocation approaches in the previous section. The BER of the user \( j \) in (6–19) is given by:

\[
P_e (\alpha_j) = \mathbb{E}_{\alpha_j} \left[ Q \left( \sqrt{\frac{\sigma_n^2}{\alpha_j^2}} \right) \right] \tag{6–26}
\]

from (6–19) with \( Q(x) = 1/\sqrt{2\pi} \int_{x}^{\infty} e^{-t^2/2} dt \) where \( \mathbb{E} [\cdot] \) denotes expectation. If we use the \( \alpha_j \) in (6–23), the BER of the user \( j \) can be written as follows:

\[
P_{e, TIR} (\alpha_j) = \mathbb{E}_{\alpha_j} \left[ Q \left( \sqrt{\frac{1}{\sigma_n^2 \| w_j \|^2}} \right) \right] = \mathbb{E}_{\alpha_j} \left[ Q \left( \sqrt{\frac{1}{\sigma_n^2 R_{j,j}^{-1}}} \right) \right] \tag{6–27}
\]
since
\[ ||\bar{w}_j||^2 = \bar{w}_j^H \bar{w}_j \]
\[ = b_j^H (QQ^H)^{-1} b_j \]
\[ = b_j^H R^{-1} b_j = R_{j,j}^{-1} \]

where \( R_{j,j}^{-1} \) denotes the \((k, k)\) element of the inverse of the scatter matrix \( R = QQ^H \). Let \( Q = U\Sigma V^H \) denote the singular value decomposition of \( K \times LM \)-sized \( Q \) where \( U \) is the \( K \times K \) unitary left singular vector matrix, \( \Sigma \) is \( K \times LM \) diagonal singular value matrix with nonnegative real numbers on the diagonal, and \( V^H \) denotes the conjugate transpose of \( V \), an \( LM \times LM \) unitary right singular vector. Then, the scatter matrix \( R \) can be factored into
\[ R = QQ^H \]
\[ = U\Sigma V^H \Sigma^H U^H \]
\[ = U\Lambda U^H \]

where \( \Lambda \) is the diagonal matrix, the entries of which are eigenvalues \( \lambda_j \) for \( j = 1, \cdots, K \). Since \( R^{-1} = U\Lambda^{-1} U^H \) and \( R_{j,j}^{-1} = \Lambda_{j,j}^{-1} = \lambda_j^{-1} \), \( \alpha_j = \sqrt{\lambda_j} \). Therefore, the BER of the \( j \)th user with \( \alpha_j \) in (6–23) becomes:
\[ P_{e,TIR}(\alpha_j) = E_{\lambda_j} \left[ Q \left( \sqrt{\frac{\lambda_j}{\sigma_n^2}} \right) \right] \]
\[ (6–30) \]

If we use the gain \( \alpha_j \) in (6–25) and (6–21), the BER of the \( j \)th user becomes
\[ P_{e,SINR}(\alpha_j) = E_{\lambda_j} \left[ Q \left( \sqrt{\frac{K}{\sigma_n^2 \sum_{k=1}^K ||\bar{w}_k||^2}} \right) \right] \]
\[ = E_{\lambda_j} \left[ Q \left( \sqrt{\frac{K}{\sigma_n^2 \sum_{k=1}^K \lambda_k^{-1}}} \right) \right] \]
\[ (6–31) \]
and

\[
P_{c,m-TIR}(\alpha_j) = E_{\alpha_j} \left[ Q \left( \sqrt{\frac{K}{\sigma^2_n \| \bar{w}_j \| \sum_{k=1}^{K} \| \bar{w}_k \|}} \right) \right]
= E_{\lambda_j} \left[ Q \left( \sqrt{\frac{K \lambda_j^{1/2}}{\sigma^2_n \sum_{k=1}^{K} \lambda_k^{-1/2}}} \right) \right]
\]

(6–32)

Note that the BER performance of the \( j \)th user in (6–27), (6–31), and (6–32) depends on the eigenvalues of the scatter matrix \( R = QQ^H \). The numerical average BER becomes:

\[
P_{avg} = \frac{1}{K} \sum_{j=1}^{K} P_e(\alpha_j)
= \frac{1}{K} \sum_{j=1}^{K} Q \left( \frac{\alpha_j}{\sigma_n} \right)
\]

(6–33)

### 6.5 Simulation and Verification

To evaluate the performance of various linear power allocation approaches discussed Section 6.4 with the SUD in Section 6.3 for the MC-CDMA system in Section 6.2, we use system parameters based on the 802.11a physical layer standard. We assume that the distance between transmit antennae is far apart to consider \( P \) independent channels for each user.

The main simulation parameters used in this simulation are the number of sub-carrier \((N_c)\) set to 64; OFDM symbol duration is 3.2\( \mu s \); system bandwidth is 20MHz; number of data symbol \((M)\) per frame is 8; length of spread code \((L)\) or spreading factor \((SF)\) is 8; cyclic prefix contains 16 samples or 0.8\( \mu s \); number of active users is 1, 4, or 8 \((K \leq L)\); modulation is BPSK; and channel is modeled as Rayleigh fading with AWGN channel. We use Walsh-Hadamard spreading sequences for a DL synchronized transmission. The channel is flat at least between two sub-carriers and is kept fixed over an OFDM symbol duration, but it varies from OFDM symbol to symbol. As mentioned, we assume a perfect CSI knowledge for the unlink channel at the BS and for the DL at the MT (if the single
user detection schemes are employed). No channel coding scheme is employed for the sake of simplicity.

It is interesting to observe the effects of number of active users \( K \leq L \) and the number of transmitter antennae, \( P \), on the BER performance when the PS in (6–10) and MRC in (6–6) are used at both the BS and MTs, respectively. We refer this approach as the PS/MRC and the same notation will be used in the sequel. The effect of MRC is equivalent to that of the matched filtering, where the filtering is matched to the channel transfer function. Matched filtering constitutes the optimal filtering, which maximizes the SNR at the output of the decision device. The achievable BER, \( P_e \), of the single user performance of MRC over Rayleigh fading channel having \( D \)-independent propagation paths (or diversity order) is given by:

\[
P_e = \left[ \frac{1}{2} \left( 1 - \mu \right) \right]^D \sum_{k=0}^{D-1} \binom{D-1+k}{k} \left[ \frac{1}{2} \left( 1 + \mu \right) \right]^k
\]

(6–34)

where \( \mu \) is defined as

\[
\mu \simeq \sqrt{\frac{\bar{\gamma}_b}{D + \bar{\gamma}_b}}
\]

(6–35)

and \( \bar{\gamma}_b \) is the average energy per bit, \( \bar{E}_b \), divided by the noise power spectral density, \( N_0 \) [23]. The signal-to-interference-noise ratio (SINR) in (6–3) of PS/MRC with \( P = 1 \) is

\[
\bar{\gamma}_{b,SINR} = \frac{\bar{E}_b}{N_I + N_0} = \frac{\bar{E}_b}{\bar{E}_b(K-1)/L + N_0}
\]

(6–36)

Simulation results for SF=8 with one transmit antenna \( P = 1 \) is shown in Figure 6-2. The analysis curves are drawn by (6–34) with (6–35) and (6–36) for \( K = 1 \) and \( K = 8 \). As the number of active users was increased, the BER increased significantly due to the increased amount of the 2nd term in (6–3). Figure 6-3 shows effects of array gain on the BER performance of the PS/MRC with \( P = 1, 2, \) and 4 transmit antennae for single user \((K = 1)\). As the number of transmit antennae was increased, the BER decreased due to the array gain.
Figure 6-2. Average BER of synchronous MC-CDMA downlink using PS/MRC for single user \((K = 1)\) and full load \((K = 8)\) with \(P = 1\) over Rayleigh fading channel.

Figure 6-3. Effect of array gain on the average BER using PS/MRC for single user \((K = 1)\) with \(P = 1, 2, 4\) over Rayleigh fading channel.
Next, we analyze the average BER performance of a joint space-frequency precoding with the TIR/MRC scheme. As mentioned in Section 6.4.1, the multiuser channel is decoupled into $K$ single user parallel AWGN channels with transmission gain given by a specific constant $a_j$ in (6–23), which is constrained to one for all $K$ active users by (6–22). Since the MRC is employed, the gain $a_j$ is to choose the weights to be faded to each sub-carrier. Therefore, we can use the single user performance in (6–34) with the diversity order $D$. Since we use both the space diversity and frequency diversity at the same time in the joint precoding, the diversity order is a function of these diversities. Figure 6-4 shows the average performance of the TIR/MRC approach. Analysis curves in Figure 6-4 are drawn by (6–34) with the diversity order, $D_{TIR/MRC} = D_{PS/MRC} + P - 1$, and average signal-to-noise ratio $\bar{\gamma}_{b,TIR/MRC} = P\bar{E}_b/N_0$. This analytical performance can provide an efficient prediction of various combinations of the joint precoding schemes in Section 6.4.

Figures 6-6 to 6-9 are simulation results of various combinations of joint precoding and single user equalization with respect to the TIR/MRC scheme. The performance results of different space-frequency precoding approaches are derived for the MC-CDMA in terms of the average BER as a function of SNR.

We can see that the BER performance is enhanced as the number of transmit antennae increased due to array gain. The performance with m-TIR in (6–25) and SINR in (6–21) is, in general, better than that of TIR in (6–23), since these schemes can redistribute the transmission power among active users according to the CSI. However, the performance with ORC in Figure 6-8 indicates that the ORC with unequal power constraints can degrade the performance with respect to equal power constraint.

From Figure 6-5 and Figure 6-7, the performance of the precoding with the PD and EGC is basically the same; only minor differences in terms of gains is observed. The use of an equalizer at the MTs brings some benefits, since the burden of mitigating channel impairments can be distributed among the BS and MTs when the BS is equipped with only one or two transmit antennae. This may incur increasing computational complexity.
at the MTs. If we have enough space diversity, the MTs may not be required to use single user equalization schemes.

Figure 6-4. Average BER of synchronous MC-CDMA downlink using TIR/MRC for K=8 active users with $P = 1, 2, 4$ over Rayleigh fading channel

Figure 6-5. Performance comparison of synchronous MC-CDMA downlink using PD for K=8 active users with $P = 1, 2, 4$ over Rayleigh fading channel
Figure 6-6. Performance comparison of synchronous MC-CDMA downlink using MRC for K=8 active users with $P = 1, 2, 4$ over Rayleigh fading channel.

Figure 6-7. Performance comparison of synchronous MC-CDMA downlink using EGC for K=8 active users with $P = 1, 2, 4$ over Rayleigh fading channel.
Figure 6-8. Performance comparison of synchronous MC-CDMA downlink using ORC for $K=8$ active users with $P = 1, 2, 4$ over Rayleigh fading channel

Figure 6-9. Performance comparison of synchronous MC-CDMA downlink using MMSE for $K=8$ active users with $P = 1, 2, 4$ over Rayleigh fading channel
6.6 Summary

We analyze the performance of joint space-frequency precoding approaches in terms of the average BER performance. Several linear transmitter power allocation strategies incorporated together with single user equalization schemes are compared to a joint precoding with an equal power constraint at the BS and MRC at the MTs. The performance of various linear space-frequency precoding schemes is a function of eigenvalues of the scatter matrix which can be computed by the channel state information and spreading codes of all active users. It is very clear from the presented results that the precoding schemes allow a significant performance improvement over one transmit antenna at the BS exploiting space-frequency diversity.
CHAPTER 7
MULTI-CARRIER TRANSFORM DOMAIN COMMUNICATION SYSTEM: AN INTERFERENCE AVOIDANCE MULTI-CARRIER SYSTEM

7.1 Introduction

Wireless communication security both for the civilian and military parties is a critical issue. Though the same may be said of all communication systems, wireless communication systems have special requirements and vulnerabilities, therefore we have a special concern for securing those systems [13, 66].

A cost effective transmission technique that can use scarce spectral resource is in need for wireless services. Multi-carrier code division multiple access (MC-CDMA) has been developed as a candidate air-interface, especially for downlink (DL), to provide high bit rates. However, the performance of MC-CDMA is essentially limited by multiple access interference (MAI), and low computational complexity or resource usages are desired at mobile terminals (MTs) [21–23]. Especially for the military communication system, it is very important to be able to operate in the presence of both jamming and unintentional interference.

To mitigate the MAI, the use of pre-filtering with MC-CDMA systems has also been considered recently. Pre-filtering approaches designed in frequency and space for DL time division duplex (TDD) MC-CDMA systems have been proposed in [22, 24–27]. However, not much work has been done to mitigate jamming for the MC-CDMA. The MC-CDMA has anti-jamming capability due to usage of spread sequence, not interference avoidance capability.

Transform domain communication system (TDCS) can provide the interference avoidance capability for single-carrier (SC) communication system [9, 11]. In the TDCS, an interference avoiding waveform is adaptively generated both at the transmitter and receiver side in frequency domain via a spectral environment estimation and spectral notching process. Several approaches have been proposed to mitigate narrow band interference (NBI) and to enhance performance of the single-input single-output (SISO)
SC-TDCS under jamming and additive white Gaussian noise channel (AWGN) [9, 10, 19, 34].

For multiple-input multiple-output (MIMO), especially vertical-Bell Laboratories layered space-time (V-BLAST) system, the fundamental concept of transform domain processing (TDP) and zero-forcing (ZF) V-BLAST was combined to mitigate NBI in [12]. However, the approach used in [12] did not work well for non-stationary interferences because of the noise enhancement of the ZF detector. In [35], authors extend our previous approach in [34] to V-BLAST to provide non-stationary as well as stationary interference avoidance capabilities to the V-BLAST system.

A performance comparison of the SC-TDCS and (multi-carrier) OFDM based cognitive radio for MIMO system using V-BLAST receiver architecture to reconstruct the transmitted data in Rayleigh fading channel was presented in [32]. A modification of both the transmitter and the receiver block diagram according to [11] had been made in their system. CR with OFDM consistently outperforms the CR with TDCS architecture by more than 5 – 6 dB signal-to-noise ratio (SNR) per bit gain either for a single transmit and receive antenna or MIMO system with a balanced design of transmit and receive antennae\(^1\) with antipodal modulation scheme and frequency domain zero-forcing equalizer. Since the zero-forcing equalizer removed the frequency selectivity of the channel transfer function, there is no room for improvement with the aid of the frequency domain diversity. Therefore, we need to enhance the bit error rate (BER) performance of the TDCS under Rayleigh fading with the help of the frequency domain diversity combining techniques.

OFDM-based transform domain communication system in CR for control message transmission was proposed in [29]. However, only a SISO antenna configuration was considered and the performance under the intentional interference was not investigated.

\(^1\) See Figure 7 in [32].
Research results aimed at characterizing TDCS performance in multiple access environment (MAE) under AWGN channel was presented in [28] and that performance under multipath fading was studied in [29].

The purpose of this chapter is to propose a multi-carrier TDCS (MC-TDCS). The concept of TDP processing and multi-carrier modulation (MCM) are combined together in MC-TDCS to avoid intentional interference and to combat multipath fading. We also study the performance under multiuser and incorporate a precoding at transmitter antenna array to mitigate the MAI at the transmitter, not at the receiver.

The contributions of this chapter are: (i) the performance improvement of TDCS under multipath fading with the help of frequency domain diversity, (ii) the mitigation of jamming and provision of the interference avoidance capability, (iii) the transmitter antenna array precoding (or pre-filtering) to mitigate the MAI interference, and (iv) analytical performance evaluation of the proposed MC-TDCS. Therefore, the proposed MC-TDCS will be a viable option for the TDCS over multipath fading with AWGN.

The remainder of this chapter is organized as follows: Section 7.2 elaborates on a system model of the proposed MC-TDCS and describes a mathematical model of the proposed system. Then, various single user equalizer performance for the single user detection is investigated in Section 7.3. Section 7.4 describes how to mitigate the MAI with helps of the transmitter diversity and the precoding at the transmitter. The performance under NBI is validated in Section 7.5. Finally, Section 7.6 summarizes this chapter.

7.2 MC-TDCS System Model

In this section, we elaborate on both the system architecture and mathematical model of the proposed DL MC-TDCS. Figure 7-1 shows the proposed DL MC-TDCS transmitter of the base station (BS) and the receiver of the $k'$th user mobile terminal (MT). The BS and MTs jointly use a pre-filtering and frequency domain equalizer, respectively. MC-TDCS is a multi-carrier transmission where its bandwidth can be divided into smaller
Figure 7-1. Transmitter and receiver architecture of MC-TDCS with multiple transmitter antennae, pre-filtering and receiver-based equalization.
sub-bands. In MC-TDCS, instead of applying an interference-free signature wave in time
domain [9, 11], we can apply them in frequency domain, mapping a different chip of a
fundamental modulation signature waveform (FMW) to an individual OFDM sub-carrier
adaptively.

The total number of sub-carriers $N_c$ is divided into $M$ smaller groups of $L$ elements
of the sub-carriers where $M = N_c/L$ in the DL MC-TDCS networks. Therefore each user
$k$ transmits $M$ data symbols per OFDM symbol. Hence each OFDM symbol has a data
rate proportional to $M$ times the original input data symbols. We assume that the BS
has $P$ transmitter antennae and uses the sub-carriers of a given group to communicate
$K$ active users ($K \leq L$). Active users are separated by their specific FWM $B_k$ of the
$k$th user, adaptively generated by spectrum magnitude $A_k$, and random phase vector $\Theta_k$.
Let’s assume the $M$ sub-carriers of a given group are uniformly distributed over the signal
bandwidth to better exploit frequency diversity. Let $i_{mn}^m$ denote a sub-carrier index of the
$m$th symbol of the $k$th user with $i_{mn}^m = m + (n - 1)N/L$ and $1 \leq n \leq L$. After estimation
of the spectral environment, a sub-band exceeds that of the noise level by a factor of a
threshold level, interference is claimed to be present and the sub-band is notched out,
assigning magnitude value ‘0’. Otherwise, the sub-bands are retained and set to the value
of ‘1’. That is:

$$A_k(n) = \begin{cases} 
0 & \text{if jammed} \\
1 & \text{otherwise} 
\end{cases} \quad (7-1)$$

The spectrum magnitude vector $A_k = [A_k(1) \cdots A_k(L)]^T$ of the $k$th user is an element-by-element
product of a random phase vector $\Theta_k = [\theta_k(1) \cdots \theta_k(L)]^H$ of the user $k$ where $\theta_{k,p}(n)$
is generated by $r$-bit outputs of a linear feedback shift register (LFSR) and $(\cdot)^{T(H)}$
denotes the (conjugate) transpose. If $r = 3$, for example, $\theta_k(n)$ has a value among
\[1, e^{j2\pi/8}, \ldots, e^{j2\pi(3^r-1)/8}\] with an equal probability \(1/2^r = 1/8\). Figure 7-2 shows the pseudo-random phase vector for \(r\) bit outputs of a LFSR. ²

![Diagram showing pseudo-random phase vectors for MC-CDMA (r = 1) and MC-TDCS (r = 3)]

**Figure 7-2.** Pseudo-random phase vector for \(r\), where \(r\) denotes the number of random sequence bits generated by LFSR

Then, the unscaled \(B_k\) becomes:

\[
B_k^b = A_k \odot \Theta_k
\]

\[= [A_k(0)\theta_k(0), \ldots, A_k(L)\theta_k(L)]^H \tag{7-2}\]

where \(\odot\) denotes the Hadamard product (or entry-wise product). The energy-scaled FMW \(B_k\) of the \(k\)th user is:

\[
B_k = B_k^b \frac{1}{\sqrt{\sum_{n=1}^{L} |A_k(n)\theta_k(n)|^2}} \tag{7-3}
\]

The data symbol vector \(a_k\) of the user \(k\) is fed into the serial-to-parallel block and the \(m\)th symbol of the \(k\)th user, \(a_k^m\), is spread by \(L\) chips using the FMW sequence \(B_k = [B_k(1), \ldots, B_k(L)]^H\) of the \(k\)th user. The resulting \(a_k^m B_k\) is weighted by a pre-filtering coefficient \(u_{k,p}\) of the \(k\)th user at the \(p\)th antenna and is fed to each antenna. The weighted output \(w_{k,p} = [w_{k,p}(1), \ldots, w_{k,p}(L)]^H\) of the \(k\)th user of the \(p\)th antenna is

² The proposed MC-TDCS can be regarded as a generalization of MC-CDMA.
a vector with entries \( w_{k,p}(n) = c_k(n)u_{k,p}(n) \) for \( n = 1, \cdots, L \). If the pre-filtering is not employed at the transmitter antennae, \( w_{k,p} = c_k \) and \( u_{k,p} = 1_L \) where \( 1_L \) denotes the \( L \times 1 \) matrix with one. The contribution of all \( K \) users are summed together in each sub-carrier index \( i^m_n (1 \leq n \leq L) \) to form the following multiuser signal at the \( p \)th antenna

\[
\mathbf{s}_p^m = \sum_{k=1}^{K} a^m_k \mathbf{w}_{k,p}, \quad p = 1, \cdots, P 
\]  

(7–4)

Then, each \( \mathbf{s}_p^m \) is uniformly mapped on \( L \) sub-carriers using the chip mapper\(^3\). After an OFDM modulator for each antenna, a \( N_G \)-point cyclic prefix (CP) (or guard interval (GI)) is added in the transmitted signals to avoid interference between adjacent OFDM blocks.

The transmitted signals by the BS array propagate through multipath channels and experience frequency-selective fading. We assume each MT has a single antenna and let \( \mathbf{h}_{k,p} = [h_{k,p}(0), \cdots, h_{k,p}(L_{k,p} - 1)]^T \) be the discrete channel state information (CSI) between the \( p \)th transmission antenna and the \( k \)th MT. We assume the CSIs are practically constant over the DL time slot and perfect CSI is assumed at the BS for simplicity.

The transmitted signals from the \( P \) transmission antennae are recombined by the receiver antenna and are passed to an OFDM demodulator. The demodulator outputs \( \mathbf{X}_{k'} = [X_{k'}(1), \cdots, X_{k'}(L)]^H \) correspond to the \( L \) sub-carriers of the considered group of the \( k' \)th user MT. If we assume ideal frequency and timing synchronization, we have

\[
\mathbf{X}_{k'}^m = \sum_{p=1}^{P} \sum_{k=1}^{K} a^m_k \mathbf{H}_{k',p} \mathbf{w}_{k,p} + \mathbf{n}_{k'} 
\]  

(7–5)

where \( \mathbf{H}_{k',p} \) is a diagonal matrix

\[
\mathbf{H}_{k',p} = \text{diag} \{ H_{k',p}(i^m_1), \cdots, H_{k',p}(i^m_L) \} 
\]  

(7–6)

---

\(^3\) The chip mapper and de-mapper can use another mapping and de-mapping policy, while we only consider the uniform mapping and de-mapping, for simplicity.
and $H_{k',p}(i_n^m)$ is the channel frequency response over the $i_n^m$th sub-carrier and is computed by taking the discrete fourier transform of $h_{k,p}$

$$H_{k',p}(i_n^m) = \sum_{l=0}^{L_{k',p}-1} h_{k',p}(l) e^{-j2\pi l i_n^m}, \quad n = 1, \ldots, L \quad \& \quad m = 1, \ldots, M$$  \hspace{1cm} (7-7)

and $n_{k'} = [n_{k'}(1), \ldots, n_{k'}(L)]^T$ is thermal noise with zero mean and covariance matrix $\sigma_n^2 I_L$.

The decision variable at the input of the demodulator for the desired $k'$th user is given by

$$\hat{a}_{k'}^m = q_{k'}^T X_{k'}^m = a_{k'}^m q_{k'}^T \left( \sum_{p=1}^{P} H_{k',p} w_{k',p} \right) + \sum_{k=1, k \neq k'}^{K} a_{k}^m q_{k}^T \sum_{p=1}^{P} H_{k',p} w_{k,p} + q_{k'}^T n_{k'}$$  \hspace{1cm} (7-8)

where $q_k = [q_k(1), \ldots, q_k(L)]^T$ is a vector of size $L$ that account for the both despreading and channel equalization operations. If we only use the pre-filtering at the transmitter antennae, we can use the pure despreading (PD) in order to keep the MTs at very low complexity. The despreading and channel equalization vector $q_k$ is the same as the user’s FMW $B_k$ for the PD. Several channel equalization methods for single user detection will be discussed in the sequel.

### 7.3 Single User Detection

Three signal components in (7-8) predetermine the performance of the single user detection considered in this section. For single user detection, the equalizer coefficients are given by:

$$q_k = G_k B_k^*$$  \hspace{1cm} (7-9)

where $*$ denotes the complex conjugate and $G_k = \text{diag} \{g_k(1), \ldots, g_k(L)\}$ is a diagonal matrix of size $L \times L$ representing coefficients of the channel equalizer, while the joint
pre-filtering and spreading coefficient becomes $w_{k,p} = B_k$. Therefore, the decision variable at the input of the demodulator in (7–8) becomes:

$$
\hat{a}_{m_k'} = q_{k'} X_{m_k'}^T
$$

$$
= \left( G_{k'} B_{k'}^* \right)^T X_{m_k'}^T
$$

$$
= \sum_{p=1}^{P} H_{k',p} B_{k'}
$$

$$
= \left( \begin{array}{c} \sum_{k=1, k \neq k'}^{K} a_{m_k} \left( G_{k} B_{k}^* \right)^T \sum_{p=1}^{P} H_{k,p} B_{k} \\ \sum_{k=1, k \neq k'}^{K} a_{m_k} \left( B_{k}^H G_{k} \right) \sum_{p=1}^{P} H_{k',p} B_{k'} \\ \left( B_{k'}^H G_{k'} \right) n_{k'} \end{array} \right)
$$

$$
= \alpha_s + \zeta_s + \eta_s
$$

(7–10)

where the subscript $s$ denotes the SUD.

### 7.3.1 Maximal Ratio Combining

In maximal ratio combining (MRC) a stronger signal is assigned a higher weight by the diversity combiners than a weaker signal, since its contribution is more reliable. The corresponding equalization gain $G_k$ is given as:

$$
g_k(n) = \left( \sum_{p=1}^{P} H_{k,p} i_{m}^{n} \right)^* n = 1, \cdots, L
$$

(7–11)

The corresponding user’s received signal component, $\alpha_s$, is given by

$$
\alpha_s = a_{m_k} B_{k'}^H G_{k'} \sum_{p=1}^{P} H_{k',p} B_{k'}
$$

$$
= a_{m_k} B_{k'}^H \left( \sum_{p=1}^{P} H_{k',p}^{*} \sum_{p=1}^{P} H_{k',p} \right) B_{k'}
$$

(7–12)

$$
= a_{m_k} \sum_{p=1}^{P} \left| H_{k',p} \right|^2
$$
On the other hand, the MAI associated with MRC is given by

\[
\zeta_s = \sum_{k=1, k \neq k'}^K a_m^k B_k^H G_k \sum_{p=1}^P H_{k,p} B_k
\]

\[
= \sum_{k=1, k \neq k'}^K a_m^k B_k^H \sum_{p=1}^P H_{k,p}^* \sum_{p=1}^P H_{k,p} B_k
\]

\[
= \sum_{k=1, k \neq k'}^K a_m^k B_k^H \left( \sum_{p=1}^P |H_{k,p}|^2 \right) B_k
\]  

(7–13)

Finally, the noise term, \( \eta_s \), is obtained by

\[
\eta_s = B_{k'}^H \left( \sum_{p=1}^P H_{k',p} \right) n_{k'}
\]

(7–14)

The effect of the matched filtering is equivalent to that of the MRC. Matched filtering constitutes the optimal filtering, which maximizes the SNR at the output of the decision device. The single user performance of MRC over Rayleigh fading channel having \( L_{k,p} \) independent propagation paths for \( P = 1 \) is given by:

\[
\bar{P}_e = \left[ \frac{1}{2} (1 - \mu) \right]^{L_{k,p} - 1} \sum_{k=0}^{L_{k,p} - 1} \binom{L_{k,p} - 1 + k}{k} \left[ \frac{1}{2} (1 + \mu) \right]^k
\]

(7–15)

where \( \mu \) is defined as

\[
\mu \simeq \sqrt{ \frac{\bar{\gamma}_b}{L_{k,p} + \bar{\gamma}_b} }
\]

(7–16)

and \( \bar{\gamma}_b \) is the average energy per bit, \( \bar{E}_b \), divided by the noise power spectral density, \( N_0 \) [23]. A simulation result is shown in Figure 7-3 for \( N_c = 1024 \) sub-carriers, \( L = 256 \) code lengths, and \( P = 1 \) single antenna while varying the number of independent multipath \( L_{k,p} \) paths over \( E_b/N_0 = 0, \cdots, 14\)dB. Note that the simulated BER performance of the MC-TDCS is the same as the analytical BER performance in (7–15).

It is interesting to observe the effects of the number of users and the number of transmitter antennae on the BER performance, when MRC is used. The BER performance of the proposed MC-TDCS is essentially limited by the MAI, \( \zeta_s \), in (7–10) due to
Figure 7-3. BER performance of the synchronous MC-TDCS downlink using MRC with single user and single transmit antenna over $L_{k,p}$-path Rayleigh fading multipath fading. We study the performance of the DL (from BS to MT) MC-TDCS with pure spreading (PS) at BS, while the MTs use the MRC combiner.

The probability of bit error of the multiuser SC-TDCS in AWGN channel [28] is given by:

$$P_b(K, N_c) = Q\left(\sqrt{\frac{2E_b}{N_0 + N_I}}\right)$$

where $K$ denotes the number of users, while $N_c$ denotes the code length of the FWM (or basis function) of the TDCS. Note that the MAI interference $N_I$ increases as the number of users $K$ increases (7–17). Now we need to consider the statistical properties of $\alpha_s$ and $\zeta_s$ in (7–12) and (7–13). Assuming statistically independent data symbols $a_{k,m}^m$ with zero mean unit variance, from (7–10) we can see that the SINR at the $k'$th MT is given by:

$$\text{SINR}_{k'} = \frac{E[\alpha_s^2]}{E[\eta_s^2] + E[\zeta_s^2]}$$

(7–18)
where $E$ denotes the expected value. Since $\sum_{l=0}^{L_{k,p}-1} |h_{k,p}(l)|^2 = 1.0$ and $\sum_{n=1}^{N_c} |H_{k,p}(i_n^m)|^2 = N_c$ according to the discrete Parseval’s theorem, we can assume that

$$E \left[ \sum_{n=1}^{L} |H_{k,p}(i_n^m)|^2 \right] = L \quad (7-19)$$

Then the average signal power $E[\alpha_s^2]$ becomes

$$E[\alpha_s^2] = E \left[ \left( \sum_{p=1}^{P} |H_{k,p}|^2 \right)^2 \right]$$

$$= E \left[ (a_k^m)^2 \right] E \left[ \left( \sum_{p=1}^{P} |H_{k',p}|^2 \right)^2 \right]$$

$$= E \left[ (a_k^m)^2 \right] E \left[ \left( \sum_{p=1}^{P} \sum_{n=1}^{L} |H_{k',p}(i_n^m)|^2 \right)^2 \right] \quad (7-20)$$

$$= E_b \left[ \left( \sum_{p=1}^{P} \sum_{n=1}^{L} |H_{k',p}(i_n^m)|^2 \right)^2 \right]$$

$$= E_b (P \cdot L) \left( E \left[ |H_{k,p}(i_n^m)|^4 \right] - E \left[ |H_{k,p}(i_n^m)|^2 \right]^2 \right) = E_b (P \cdot L)$$

where $E_b$ is the signal energy per bit during the bit interval. If we assume that the absolute value of the sub-carrier channel transfer function, $H_{p,k}(i_n^m)$, obeys an independent identically distributed (iid) Rayleigh process with $E \left[ |H_{k,p}(i_n^m)|^2 \right] = 2\sigma_{k,p}^2 = 1$ and $B^*_k(i_n^m)B_k(i_n^m)$ has an equal probability. Then,

$$E \left[ \zeta_s^2 \right] = E \left[ \left( \sum_{k=1}^{K} a_k^m B_k^H \sum_{p=1}^{P} |H_{k,p}|B_k \right)^2 \right]$$

$$= E[(a_k^m)^2] (K - 1) E \left[ \left( \sum_{p=1}^{P} \sum_{n=1}^{L} B^*_k(i_n^m)B_k(i_n^m)|H_{k',p}(i_n^m)|^2 \right)^2 \right]$$

$$= E_b \frac{K - 1}{L} E \left[ \left( \sum_{p=1}^{P} \sum_{n=1}^{L} |H_{k',p}(i_n^m)|^2 \right)^2 \right] \quad (7-21)$$

$$= E_b \frac{K - 1}{L} \cdot P \cdot L \cdot \left( E \left[ |H_{k,p}(i_n^m)|^4 \right] - E \left[ |H_{k,p}(i_n^m)|^2 \right]^2 \right)$$

$$= E_b (K - 1) \cdot P$$
where \( \mathbb{E}[|H_{k,p}(r_n)|^4] = 8\sigma_{k,p}^4 \) is used and \( \mathbb{E}[\eta_n^2] = L\sigma_n^2 \).

Therefore, the SINR in (7–18) becomes:

\[
\text{SINR}_{k'} = \frac{\mathbb{E}[\alpha^2]}{\mathbb{E}[\zeta^2] + \mathbb{E}[\eta^2]}
= \frac{E_bPL}{E_b(K-1)P + L\sigma_n^2}
= \frac{E_bP(K-1) + L\sigma_n^2}{PL}
= \frac{P(K-1) + L\sigma_n^2}{E_b}
\]  

(7–22)

This analysis in (7–22) is supported by the Figure 7-4. As the number of transmitter antennae increase, the BER performance is enhanced. Since \( K = 1 \), \( \text{SNR}_{k'} = PE_b/N_0 \) according to (7–22). When \( P = 2 \), there is about 3dB enhancement in the BER. In so-called half \( (K = L/2) \) and fully \( (K = L) \) loaded conditions, the multiple access interference (MAI) dominates the system performance as opposed to the noise and the number of transmitter antennae. The corresponding simulation results are given in Figure 7-5 and 7-6 for \( P = 2 \) and \( P = 4 \), respectively.

![Figure 7-4](image-url)

Figure 7-4. BER performance of the synchronous MC-TDCS downlink using MRC with single user \((K = 1)\) and multiple antennae over \( L_{k,p} = 2\)-path Rayleigh fading.
Figure 7-5. BER performance of the synchronous MC-TDCS downlink using MRC with two transmitter antennae ($P = 2$) over $L_{k,p} = 2$-path Rayleigh fading

Figure 7-6. BER performance of the synchronous MC-TDCS downlink using MRC with four transmitter antennae ($P = 4$) over $L_{k,p} = 2$-path Rayleigh fading
7.3.2 Equal Gain Combining

The equal gain combining (EGC) attempts to correct the channel-induced phase rotations, leaving the faded magnitudes uncorrected. In this case, the equalization gain is given by:

$$g_k(n) = \frac{\left(\sum_{p=1}^{P} H_{k,p}(i_n^m)\right)^*}{\left|\sum_{p=1}^{P} H_{k,p}(i_n^m)\right|} \quad n = 1, \ldots, L \quad (7-23)$$

Then, the corresponding three components $\alpha_s$, $\zeta_s$, and $\eta_s$, are given as:

$$\alpha_s = a_k^m \sum_{p=1}^{P} |H_{k',p}| \quad (7-24)$$

$$\zeta_s = \sum_{k=1,k\neq k'}^{K} a_k^m B_k^H G_k \sum_{p=1}^{P} H_{k,p} B_k$$

$$= \sum_{k=1,k\neq k'}^{K} a_k^m B_k^H \left(\frac{\sum_{p=1}^{P} H_{k,p}}{\sum_{p=1}^{P} \left|H_{k,p}\right|}\right) \sum_{p=1}^{P} H_{k,p} B_k$$

$$\eta_s = B_{k'}^H \left(\frac{\sum_{p=1}^{P} \left|H_{k',p}\right|}{\sum_{p=1}^{P} \left|H_{k',p}\right|}\right) n_k$$

The simulation result is shown in Figure 7-7. Note that overall EGC BER performance of the MC-TDCS is worse than the MRC in Section 7.3.1.

7.3.3 Orthogonality Restoring Combining

If we cancel the effect of the channel transfer function by estimating it and reversing its effects, the orthogonality of the different users can be maintained. This is the aim of the orthogonality restoring combining (ORC) or zero forcing (ZF) equalization with the equalization gain, $g_k$

$$g_k(n) = \frac{\left(\sum_{p=1}^{P} H_{k,p}(i_n^m)\right)^*}{\left|\sum_{p=1}^{P} H_{k,p}(i_n^m)\right|^2} \quad (7-27)$$
Figure 7-7. BER performance of the synchronous MC-TDCS downlink using MRC with single user \((K=1)\) over \(L_{k,p}\)-path Rayleigh fading.

The corresponding two components are:

\[
\alpha_s = a_{k}^m B_k^H G_k' \sum_{p=1}^{P} H_{k',p} B_{k}'
\]

\[
= a_{k}^m B_k^H \frac{\sum_{p=1}^{P} H_{k',p}}{\left| \sum_{p=1}^{P} H_{k',p} \right|^2} \cdot \sum_{p=1}^{P} H_{k',p} B_{k}'
\]

\[
= a_{k}^m B_k^H B_{k}'
\]

(7–28)

On the other hand, the MUI associated with MRC is given by

\[
\zeta_s = \sum_{k=1,k\neq k'}^{K} a_{k}^m B_k^H G_k \sum_{p=1}^{P} H_{k,p} B_k
\]

\[
= \sum_{k=1,k\neq k'}^{K} a_{k}^m B_k^H \frac{\sum_{p=1}^{P} H_{k,p}}{\left| \sum_{p=1}^{P} H_{k,p} \right|^2} \cdot \sum_{p=1}^{P} H_{k,p} B_k
\]

\[
= \sum_{k=1,k\neq k'}^{K} a_{k}^m B_k^H B_k
\]

(7–29)
Finally, the noise term, $\eta_s$, is obtained by

$$\eta_s = B_k^H \frac{\sum_{p=1}^{P} H_{k',p}^*}{\left| \sum_{p=1}^{P} H_{k',p} \right|} \mathbf{n}_k'$$  \hspace{1cm} (7-30)

Simulation result is shown in Figure 7-8. Since the ORC scheme using perfect channel estimation had already removed the frequency selectivity of the channel transfer function, leaving no room for improvement with the aid of the frequency domain diversity. The source of the performance degradation is the noise enhancement, particularly at lower SNR values.

Figure 7-8. BER performance of the synchronous MC-TDCS downlink using ORC with single user over $L$-path Rayleigh fading where $L$ is the diversity order

7.3.4 Minimum Mean Square Error Equalization

To mitigate the noise enhancement of ORC, particularly at lower SNR values, the minimum mean square error (MMSE) can be used with the equalization gain, $g_k$

$$g_k(n) = \frac{\left( \sum_{p=1}^{P} H_{k,p}(i_n^m) \right)^*}{\left| \sum_{p=1}^{P} H_{k,p}(i_n^m) \right|^2 + \sigma_n^2}$$  \hspace{1cm} (7-31)
The corresponding three components

\[
\alpha_s = a_m^m B_{k'}^H \left| \sum_{p=1}^{P} H_{k',p} \right|^2 B_{k'} + \sigma_n^2 I_L \tag{7-32}
\]

\[
\zeta_s = \sum_{k=1,k\neq k'}^{K} a_k^m B_k^H \left| \sum_{p=1}^{P} H_{k,p} \right|^2 B_k \tag{7-33}
\]

\[
\eta_s = B_{k'}^H \sum_{p=1}^{P} \left| H_{k',p}^* \right|^2 n_{k'} \tag{7-34}
\]

Simulation result is shown in Figure 7-9. The overall BER performance of MMSE is almost better than that of EGC, but is worse than MRC.

Figure 7-9. BER performance of the synchronous MC-TDCS downlink using MMSE with single user (K=1) over \( L_{k,p} \)-path Rayleigh fading where \( L_{k,p} \) is the diversity order

7.4 Multiple Access Interference Mitigation

In this section, we will enhance the BER performance of the proposed MC-TDCS with a pre-filtering transmitter antenna arrays at the BS. As shown in Section 7.3, the performance of the proposed MC-TDCS is essentially limited by the MAI, caused by the loss of the orthogonality among users in multipath environments. In fact, while
in DL transmissions (i.e., from the BS to the MTs), the SUD techniques are typically employed, guaranteeing reasonable trade-off between performance and system complexity, in uplink (i.e., from the MTs to the BS), multiuser detection (MUD) techniques seems to be mandatory.

The idea behind pre-equalization (or pre-filtering) is to vary the gain assigned to each sub-carrier so that the interference is reduced and a low complex detection scheme can be employed at the receiver. In order to work properly, the pre-equalization techniques require CSI at the transmitter. The use of the pre-filtering has several advantages: (i) reducing the MAI at MTs by the pre-filtering at the BS so that the received signal at the decision point is free from interference, (ii) moving most signal processing tasks from MTs to BS, and (iii) keeping the MTs at a very low complexity level. There are several pre-filtering methods proposed in the literature [22, 24–27] for MISO DL MC-CDMA. The pre-filtering methods are based on minimization of the transmitted power subject to MAI elimination. In the sequel, we will elaborate on the joint pre-filtering and spreading approach in [22] in the proposed MC-TDCS.

7.4.1 Filter Design

Recall that the 2nd term in (7–8) is the interference of the $k'$th MT on the $k$th MT. That is:

$$MAI(k' \rightarrow k) = q_k^T \sum_{p=1}^{P} H_{k',p} w_{k',p}$$ (7–35)

The joint pre-filtering and spreading weight vector of the $k'$th MT is then obtained by constraint the desired signal part of its own decision variable to a given constant while canceling (or zero-forcing) the MAI contribution at all other MTs. This leads to the following set of conditions:

$$\left\{ \begin{array}{l}
q_{k'}^T \sum_{p=1}^{P} H_{k',p} w_{k',p} = \alpha_{k'} \\
q_k^T \sum_{p=1}^{P} H_{k,p} w_{k',p} = 0 \quad \forall k \neq k' 
\end{array} \right.$$ (7–36)
where $\alpha_k'$ is a positive real value that is chosen to meet some constraints. Note that the multiuser channel in (7–8) is decoupled into $K$ single user parallel AWGN channel in (7–36) with transmission gains given by the specific value $\alpha_k'$. To compute the weight vector $w_{k,p}$, we have to solve $K$ linear equation given by:

$$Qw_k = \alpha_k b_k \quad (7–37)$$

where $Q$ is a complex channel and user code matrix of size $K \times PL$ and $b_k$ is a vector of size $K$ given by:

$$Q = \begin{bmatrix}
q_{1,1}^T & \cdots & q_{1,p}^T & \cdots & q_{1,P}^T \\
\vdots & \ddots & \vdots & \ddots & \vdots \\
q_{k,1}^T & \cdots & q_{k,p}^T & \cdots & q_{k,P}^T \\
\vdots & \ddots & \vdots & \ddots & \vdots \\
q_{K,1}^T & \cdots & q_{K,p}^T & \cdots & q_{K,P}^T
\end{bmatrix} \quad b_k = \begin{bmatrix}
0 \\
\vdots \\
1 \leftarrow k\text{th entry}
\end{bmatrix} \quad (7–38)$$

If we use the pure despreading (PD) at the MT in (7–38) instead of the joint pre-filtering and despreading, the complex channel and user code matrix becomes:

$$Q = \begin{bmatrix}
B_{1,1}^T & \cdots & B_{1,p}^T & \cdots & B_{1,P}^T \\
\vdots & \ddots & \vdots & \ddots & \vdots \\
B_{k,1}^T & \cdots & B_{k,p}^T & \cdots & B_{k,P}^T \\
\vdots & \ddots & \vdots & \ddots & \vdots \\
B_{K,1}^T & \cdots & B_{K,p}^T & \cdots & B_{K,P}^T
\end{bmatrix} \quad b_k = \begin{bmatrix}
0 \\
\vdots \\
1 \leftarrow k\text{th entry}
\end{bmatrix} \quad (7–39)$$

We want to minimize the transmitter power subject to $K$ constraint. Thus the pre-filtering optimization problem can be written as:

$$\min_{w_k} w_k^H w_k \quad \text{subject to} \quad Qw_k = \alpha_k b_k \quad (7–40)$$
This optimization can be solved by the Lagrange multipliers method. The minimum-norm solution becomes:

\[ w_k = \alpha_k Q^H (QQ^H)^{-1} b_k = \alpha_k \bar{w}_k \]  

(7–41)

where \((QQ^H)\) is a complex square and Hermitian matrix of size \(K \times K\), and \(\bar{w}_k\) represents the weight vector without power scaling.

### 7.4.2 Power Allocation Schemes

See Section 6.4.2.

### 7.4.3 Performance Analysis

See Section 6.4.3.

### 7.4.4 Simulation and Comparison

To evaluate the performance of the pre-filtering schemes for DL MC-TDCS system, we study the average BER performance of a full-loaded MC-TDCS with TIR/MRC scheme. The main simulation parameters are the number of sub-carriers \((N_c)\) set to 1,024; the number of users \((K \leq L)\) is 256 for full-load; the frame contains \(M = 4\) OFDM symbols; modulation is BPSK. We consider perfect knowledge CSI at BS and the channel

---

**Figure 7-10.** BER performance of a full-loaded MC-TDCS with TIR/PD scheme
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is considered to be flat at least between two sub-carriers and is kept fixed over the OFDM symbol duration.

Analysis curves of MC-CDMA in Figure 7-10 are drawn by (6–34) with the diversity order, $D_{TIR/MRC} = D_{PS/MRC} + P - 1$, and average signal-to-noise ratio $\bar{\gamma}_{b,TIR/MRC} = P\bar{E}_b/N_0$. Comparing Figure 7-4, Figure 7-5, and Figure 7-10, we can see that the pre-filtering enhances the average BER performance as the number of transmitter antennae increased. Since the FMWs of MC-TDCS are not orthogonal each other, the performance of the MC-TDCS is poorer than that of MC-CDMA for $P = 2$. However, as the number of transmitter antennae increases, the performance of two systems is almost the same for $P = 4$. Therefore, the MC-TDCS can mitigate the MAI by the space-frequency precoding scheme.

7.5 Performance under Jamming

In this section, we will study the BER performance of the proposed MC-TDCS under various intentional interferences. We will use the MRC equalization gain in (7–11) and the single user performance in (7–15) in the sequel.

7.5.1 Performance under Barrage Noise Jamming

Barrage noise jamming (BNJ) belongs to a broadband noise jamming form. In this case, the jammer interferes with the whole bandwidth by injecting a band-limited noise to the system. Its effect is the same as that of the additive white Gaussian noise (AWGN), so the power spectral density (PSD) of total noise becomes:

$$\text{PSD}_N = N_0 + N_J$$

where $N_0$ is the noise PSD of complex AWGN and $N_J$ is the PSD of complex BNJ. Therefore, $\bar{\gamma}_b$ in (7–16) becomes the average energy per bit, $\bar{E}_b$, divided by the total noise power spectral density, $N_0 + N_J$. Simulation results are shown in Figure 7-11 and Figure 7-12 for MRC and EGC with SNR=10dB, respectively. Note that the simulated BER performance of the MC-TDCS is the same as the analytical BER performance in (7–15)
with (7–42), while the overall EGC BER performance of the MC-TDCS is worse than MRC under BNJ.

Figure 7-11. BER performance of the synchronous MC-TDCS downlink using MRC under BNJ over $L$-path Rayleigh fading where $L$ is the diversity order

Figure 7-12. BER performance of the synchronous MC-TDCS downlink using EGC under BNJ over $L$-path Rayleigh fading where $L$ is the diversity order
7.5.2 Performance under Partial Band Jamming

Partial band jamming (PBJ) occupies a continuous range of system bandwidth. As mentioned, the PBJ is stationary jamming. Simulation result for 10% PBJ is shown in Figure 7-13 for MRC. MC-TDCS avoids the interfered regions by the spectral shaping. Therefore, its performance with the spectral shaping is almost the same as that of the no-jamming case in Figure 7-3.

Figure 7-13. BER performance of the synchronous MC-TDCS downlink using MRC under 10% PBJ over $L$-path Rayleigh fading where $L$ is the diversity order.
7.5.3 Performance under Multi-Tone Jamming

Multi-tone jamming (MTJ) divides its total power into \( q \) distinct, equal power, and random phase tones. Every jamming tone can be modeled as:

\[
j(t) = A_J e^{j(2\pi f_J t + \phi_J)}
\]  \hspace{1cm} (7-43)

where \( \phi_J \) is a random phase, which is uniformly distributed over \([0, 2\pi]\). \( A_J \) and \( f_J \) are amplitude and frequency, respectively. Note that single-tone jamming (STJ) is a special case of multi-tone jamming with \( q = 1 \). The MTJ is a wide-sense stationary jamming, since the mean \( E[j(t)] = 0 \) and the autocorrelation \( E[j^*(t)j(t + \tau)] = R(\tau) \) where \( E[\cdot] \) denotes the expectation.

Simulation result for STJ and MTJ is shown in Figure 7-14 and Figure 7-15 with MRC, respectively. The proposed MC-TDCS mitigates STJ and MTJ with spectral shaping in frequency domain.

7.6 Summary

Secure transmission over a hostile wireless channel is desired by both civilian and military parties. In this chapter, we propose the MISO MC-TDCS in which the concept of TDP processing and multi-carrier modulation are combined together to avoid intentional interference and to combat multipath fading. We elaborate on both the system architecture and the mathematical model of the DL MC-TDCS. The proposed MC-TDCS also mitigates the MAI by the multiple antenna arrays (joint) precoding and mitigates jamming by TDP in frequency-domain. We also analyze the performance of the MC-TDCS under interference and verify the performance by simulations. The MC-TDCS is a generalized MC-CDMA while it has the interference avoidance capability in addition to properties of the MC-CDMA and exploits the frequency diversity and transmitter diversity.
Figure 7-14. BER performance of the synchronous MC-TDCS downlink using MRC under STJ over $L$-path Rayleigh fading where $L$ is the diversity order.
Figure 7-15. BER performance of the synchronous MC-TDCS downlink using MRC under MTJ over $L$-path Rayleigh fading where $L$ is the diversity order.
8.1 Summary of the Dissertation

In this section, we summarize the research presented in this dissertation. We considered physical layer techniques in wireless communication security. We addressed how to crack the adversary’s secure communication which uses direct-sequence spread-spectrum (DS-SS) and how to protect wireless communication systems against jamming and unintentional interference.

In Chapter 1, we introduced and motivated the problem. In Chapter 2, we leveraged on investigating the performance of various wireless communication systems at physical layer under interference, since interference can disrupt communications by decreasing the signal-to-noise (SNR) ratio. By doing so, we can predict the performance of wireless communication systems under interference as well as motivate us to mitigate interference for a reliable communication.

In Chapter 3, we considered how to crack an adversary’s communication, which uses DS-SS. To eavesdrop on a secure adversary’s communication, one needs to (a) identify the start position of a data symbol in the spread signal for symbol synchronization purpose, (b) remove the pseudo-random (PN) sequence, (c) estimate the PN sequence, and (d) estimate the generator polynomial. We addressed these four problems with effective methods in Chapter 3. To identify the start position of a data symbol, we developed a method that uses the spectral norm of the sample covariance matrix. After symbol synchronization, a method based on the cross-correlation was used to estimate data symbols up to an unknown multiplicative factor. In addition to obtaining the PN sequence and the data symbols, we also proposed a zigzag estimator to identify the code generator polynomial and proposed a method to identify the polarity in the intercepted signal. We also analyzed the probability of error of the zigzag estimator. Our validation by simulation and theoretical analysis show the effectiveness of our proposed method.
In Chapter 4, we proposed an enhanced transform domain communication system (ETDCS) which can secure a single-carrier single-input single-output (SC-SISO) system against stationary and non-stationary interference. The proposed ETDCS with Capon’s Method (CM) can properly estimated intentional interference considered in Section 2.2.1. Analytical bit error rate (BER) study and simulation results verified that the ETDCS offers a significant interference avoidance capability for both the stationary and non-stationary interference.

In chapter 5, we considered the problem of mitigating the narrow band interference (NBI) for vertical-Bell Laboratories layered space-time (V-BLAST) system. The proposed V-BLAST system combined advantages of the transform domain processing (TDP) based on CM method in Chapter 4 and V-BLAST detection based on minimum mean square error (MMSE) under intentional interference. These combinations mitigated both stationary and non-stationary interference effectively. The performance of the proposed V-BLAST was verified by simulation results.

In Chapter 6, we studied an analytical BER performance of a downlink (DL) time division duplex (TDD) multi-carrier code division multiple access (MC-CDMA) with a precoding transmitter antenna array at the base station (BS). We analyzed the average BER performance of various linear space-frequency precoding approaches with linear power allocation strategies at the BS. The performance of precoding schemes is a function of eigenvalues of a channel scatter matrix based on the channel state information and spreading sequences of all active users. It was very clear that the precoding schemes allow a significant performance improvement over one transmit antenna at the BS exploiting space-frequency diversity. By conducting these studies, we can predict and compare the performance of various precoding techniques.

In Chapter 7, we proposed a multi-carrier TDCS (MC-TDCS) which can protect a MC multi-input single-output (MC-MISO) communication system against jamming and multiple access interference (MAI). The proposed MISO MC-TDCS combined the TDP
and multi-carrier modulation (MCM) in order to combat interference as well as multipath fading. We leveraged on both the system architecture and the mathematical model of the DL MC-TDCS. The MAI, which predetermines the performance of multiuser system, was mitigated by a pre-filtering transmitter antenna array at base-station in a downlink multiuser system.

In summary, this research studied physical layer measures in wireless communication security. Although there are still many issues to be resolved, we believe that our approaches in both protecting wireless communication systems under interference and cracking the foe’s secure DS-SS communication system will provide physical layer means for security of wireless communication systems.

8.2 Future Work

The purpose of this dissertation is to study physical layer techniques in wireless communication security. In this section, we point out future research directions for two research areas.

8.2.1 Cracking Secure Wireless Communication Systems

In this dissertation, we eavesdropped on a secure DS-SS systems and presented an analytical probability of error of an eavesdropper without a priori knowledge about a spread sequence in Chapter 3. We will extend our research to study another type of spread-spectrum, namely, frequency-hopping spread-spectrum (FH-SS).

The FH-SS is a method of transmitting radio signals by rapidly switching a carrier among many frequency channels, using a PN sequence known to both transmitter and receiver. We will design and implement an eavesdropper which can intercept a secure FH-SS signal. We will also leverage on reverse engineering a PN sequence of the intercepted signals without a priori knowledge about transmitter and receiver.

8.2.2 Protecting Wireless Communication Systems Against Interference

In this dissertation, we studied the performance of wireless communication systems under interference in Chapter 2, and we leveraged on countermeasures for SC-SISO,
V-BLAST, and MISO multi-carrier system in Chapter 4, Chapter 5, Chapter 6, and Chapter 7, respectively.

We will use antenna array processing to mitigate interference, since it can provide interference avoidance capability due to its capability of nullifying interference signals coming from a certain direction. In this research, we will use detection and estimation theory to detect jamming/interference and estimate the angle of arrival of the interfering signal; we will design and implement antenna array processing techniques to counter the detected interference; we will evaluate the performance of the proposed countermeasure under different types of jamming and interference signals; we will also analyze the cost of the proposed countermeasure.
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