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Point defects play a significant role in materials properties. On the one hand, point defects are exploited in applications such as fuel cells; on the other hand, they are deleterious to performance of in such applications as nuclear fuels. To tailor materials with desired properties, it is thus important to understand point defect behavior in materials under specific environments/applications. This thesis is focused on understanding the evolution of point defects in materials, primarily fluorite-related, used in solid oxide fuel cell (SOFC) and nuclear applications. Molecular-dynamics simulation (MD) and density functional theory (DFT) are used as materials modeling tools.

Cubic bismuth oxide \((\delta-\text{Bi}_2\text{O}_3)\) is a promising SOFC electrolyte and a fluorite-based model material, in which, it is found that while intrinsic oxygen vacancies contribute in high oxygen diffusion, under certain circumstances, they themselves act as limiting factors by forming a \(<110>-<111>\) vacancy-ordered system. It is found that high cationic polarizability plays a significant role in achieving high oxygen diffusivity. It is also found that the oxygen diffusivity may be limited due to the formation of covalent character bonds by some Bi ions.

Fluorite-structured \(\text{UO}_2\) is the fuel in almost all operating nuclear reactors. Due to irradiation, \(\text{UO}_2\) undergoes damage resulting in the formation of Frenkel pairs (FPs) on both
uranium and oxygen sub-lattices. It is found that, while damage on oxygen sub-lattice alone is not deleterious, in that oxygen FPs annihilate by mutual recombination, presence of FPs on uranium sub-lattice cause long-lasting damage and make UO$_2$ less radiation tolerant. Regardless of FPs on oxygen sub-lattice, FPs on uranium sub-lattice nucleate new O FPs, which form clusters. The oxygen vacancies’ sequestration by uranium vacancies is found to be the mechanism of cluster formation.

The point-defect evolution is rocksalt MgO is also elucidated. MgO is an important engineering material and has nuclear applications. As in UO$_2$, it is found that when defects are present on both Mg and O sub-lattice, new FPs, in this case, both on Mg and O are formed. Defects present only on either Mg or O sub-lattice annihilate by mutual recombination.

While UO$_2$ and MgO studies are done on single crystals to elucidate FPs elimination by mutual recombination only, to understand their evolution in the presence of GBs, similar studies are done on nanocrystalline Mo. This allows elucidation of dominant mechanism of point-defect elimination. It is found that for the grain size and temperature under study, mutual recombination of FPs dominates and GBs have little effect on the point-defect elimination.
1.1 Sources of Energy

Availability of different forms of energy is essential for the development of an economy. Affordable energy has enabled industrialization and human development. Since industrialization, man has used different forms of energy and explored more. On the one hand, the pursuit of energy has enabled the discovery of new materials, on the other, materials have been used to produce energy and convert it from one form to another; nuclear materials and photovoltaic silicon cells are respectively two good examples. Energy and materials therefore hold a very close relationship.

There are different fuels for energy production depending on their availability and affordability, e.g., coal, oil, hydro, nuclear. Figure 1-1 gives a graphical view of the energy derived from different sources/materials over the last 30 years.¹

![Figure 1-1. World’s primary energy consumption by fuel-type in year 1973 and year 2004 (adapted from reference 1). It shows the world’s significant dependence on the fossil fuels.](image)

A comparison shows that there is only modest change of the energy consumed from one source to another. Coal and oil have been used as the major sources of energy for a
long period of time. Even now, coal continues to contribute the same share, primarily due to its widespread availability and developed infrastructure. In contrast, the dependence on oil has decreased by 10% and the nuclear has risen by 6%. Nevertheless, overall the graph shows that there is still significant dependence on the fossil fuels.

With fossil fuels being so indispensable, their depletion is worrisome as more countries industrialize. The energy consumption of the world has increased 20 times from year 1850 to 2000. In 2005, total energy consumption was estimated to be around 447 quads (quadrillion BTUs, or quads). If we continue to use resources at the same rate, the world is expected to run out of fossil fuels before end of the century. While coal is still expected to last for another 164 years, other sources of energy are not so abundantly available. Uranium deposits are only sufficient for another 70-80 years. Similarly, with a 2% increase in production per year, the oil resources are likely to peak in the year 2016. The energy consumption is further compounded by the highly populous and fast-growing economies, in particular China and India. The demand for energy will increase tremendously as they make strides towards development. To put the energy situation into perspective, if people in these two countries were to enjoy the same transport-lifestyle as in the United States, the demand for oil would increase by 100 million barrels per day (BPD) above the present 83 million BPD. This exemplifies the enormous energy challenge that the world faces in the near future. To fulfill the energy needs of future generations, it is important to develop new methods and sources of energy production. In addition to the future energy problem, the world also faces an imminent problem of even bigger magnitude - the challenge to maintain Earth’s environment clean.
1.2 Energy and Environment

The reliance on fossil fuels is causing long lasting damage to the environment. All combustible fossil fuels result in the production of greenhouse gases such as CO₂, CH₄ and N₂O. A major environmental concern with the emission of the greenhouse gases is entrapment of the additional energy in the environment at levels far above the pre-industrial levels. It is now widely accepted that the heat entrapment directly contributes to climate change; the most obvious effect is global warming. Figure 1-2 shows the concentration of the CO₂ in the atmosphere over the last millennium.⁶ Over the period 1000-1800, the CO₂ concentration remained virtually constant. In contrast, with the industrialization since then, the CO₂ concentration has gradually increased and is now reaching alarming concentrations.

![Figure 1-2. Concentration of CO₂ in the atmosphere over the last millennium. The concentration of CO₂ has increased exponentially over the last 50-100 years, matching the industrialization around the world. Red line indicates sharp increase in the last 150 years. (Adapted from reference 6)](image)

This increase in the CO₂ concentration has led to global warming. It has been shown from various scientific studies that the earth temperature increased by 0.6 ± 0.2 °C in the 20th century.³ The plot in Figure 1-3 illustrates the increase in the temperature of
the Earth over a period of 150 years. There has been 0.2 °C increase per decade in the earth’s temperature over the last 30 years. The Intergovernmental Panel for Climate Change estimates an increase of 1.8-4°C in the Earth’s temperature within the next century.\(^7\) Another simulation study predicts that even with the greenhouse gases levels stabilized to year 2000 level, by the end of 21\(^{st}\) century, the earth’s temperature will increase by 0.5 °C.\(^8\) Clearly, the unchecked emissions of the greenhouse gases will severely raise sea levels and pose serious threats to people living on the coastal cities such as London, New York, Mumbai, Shanghai and other low-lying areas.

![Figure 1-3. Increase in the earth temperature over the last 150 years. The increase in the temperature corresponds with the increase in the concentration of the CO\(_2\). Red line indicates alarming increase in the last 30 years. (Adapted from reference 6)](image)

1.3 Clean Technology

The projected impacts of CO\(_2\) on the environment indicate that significant and immediate measures are required to save the planet from further environmental degradation. While there are measures for developing new technologies and improving upon current ones, reducing CO\(_2\) concentration by alternative means is also among the prospective solutions. One of the proposed ways of reducing CO\(_2\) from the environment
is its sequestration. Capturing CO₂ from industrial sites and burying it deep under the ground is being approached as a possibility. It can also be transported and stored deep under the oceans. These methods are still under consideration and some ongoing projects are in their initial stages. However, there are concerns for their success: besides the large-scale infrastructure required for such an effort, one of the key concerns is the long-term stability of CO₂ underground. Quite possibly, if the sequestered CO₂ reservoir breaks and CO₂ makes its way to the surface of earth, being heavier than air, it can displace oxygen from the surface.⁹ There are also concerns over the impacts to the marine life if CO₂ were to be stored deep inside the ocean.¹⁰ Research is still going on to make CO₂ sequestration a realizable prospect.

Current environmental demands, on the one hand, require a limited or diminishing use of the fossil fuels; ever-increasing energy demands on the other, entail development of environmental-friendly new feasible methods of energy production. A swift transition from the current energy system to an efficient and environment friendly one will require multiple technological advances. Some of the possible technologies are nuclear fission, solar, hydro, wind, natural gas, fuel cells. Some of these technologies have been used for a long period of time, while others are relatively new. However, by no measure are any of these capable of carrying the weight of the economy as a whole, some due to lack of availability while others due to their drawbacks. Nuclear fission provides high power density and small waste volume but the potential for groundwater contamination and nuclear accidents is worrisome. Solar photovoltaics have no significant air pollution but can lead to land competition. Hydropower has a sustainable energy supply but it can impact fish habitat and lead to loss of terrestrial habitat. Geothermal energy has no
significant air pollution; however, there can be potential impacts from brine disposal. Only a judicious use of the each will ensure that in pursuit of more energy and reducing greenhouse emission, they do not harm the environment significantly. We can say that driven by the huge energy demands, all of the technologies will have to advance simultaneously.

1.4 Challenges in Materials Science

Technological advancement in all these areas poses formidable challenges for materials science. If fossil fuels remain the most important sources of energy before other sources take the forefront, CO2 levels have to be controlled. In industry, the CO2 can be absorbed by materials and released during regeneration so that it can be sequestered underground. Amines are one class of promising materials; development of other low cost, more efficient materials is required. To take advantage of wind energy, development of stronger and lighter materials for wind turbine blades is required. Currently, the blades are made of fiber composite materials. Off-shore installation requires much stronger materials that can withstand severe environmental conditions. Some of the other challenges are, providing sufficient stiffness to blades to prevent them from deflection, adequate fatigue life under variable wind load and prevention from bucking fracture. Similarly, challenges lie ahead for the photovoltaics, which are very promising renewable sources of energy. Increased cell efficiency and reduced manufacturing costs are the foremost; application of thin films instead of silicon to reduce overall cost. Devices that can work for much larger wavelengths of sunlight spectrum are also needed for the realizing solar power as a dependable source of energy. Hydrogen is being looked as another major energy carrier in the future. However, to realize a hydrogen economy, better materials for transport through pipes,
storage without loss, easy accessibility, lightweight materials for car-fuel tanks, and efficient conversion of hydrogen into electricity are required. Improvement in the storage capacity of the batteries and faster recharging capability are also materials challenges in the battery industry. There are also significant challenges for the fuel-cell industry including high efficiency, longer lifetime comparable to that of the vehicle, reducing losses. Nuclear fission processes are very good energy producers but challenges lie for the safe and longtime storage of the nuclear wastes, the reuse of the spent fuel, and lower installation costs.

1.5 Motivation for This Work

There is extensive ongoing research in all the above-mentioned fields. (For a review please see reference 14). The research in this thesis is centered on two energy-related fields: solid oxide fuel cells (SOFCs) and nuclear materials. In particular, the focus is on understanding fundamental mechanisms in the evolution of the intrinsic point defects that play key role in materials performance.

Defects in materials play a very significant role in determining the properties of the materials. On the one hand, they can be deleterious to the strength of materials, whereas on the other, they can be useful in tailoring the materials’ properties to desired performance. The advantages of the defects can be observed in the functioning of the SOFCs. The high diffusivity of the oxygen vacancies (point defects) in the electrolyte material is one of the keys in achieving high ionic conductivity, which is important for good power density. In contrast, due to certain structural (atomistic and electronic) changes, the oxygen diffusivity can be limited. To avoid such structural changes, it is therefore important to understand the fundamental mechanisms that lead to them.
In nuclear reactors, the point defects are highly deleterious as they damage the materials and its performance. UO₂ is used as a fuel in nuclear reactors. It is damaged under extreme environments by the irradiating particles, thus creating point defects. Severe damage due to high concentration of the point defects can limit the time of the fuel in the nuclear reactor. In order to enhance the radiation tolerance of UO₂, the fundamental mechanism of damage, i.e., point-defect evolution under different conditions needs to be understood.

The challenges in materials science lie over various length scales; in this thesis, they are attacked from the atomistic scale (using computer simulation).

1.6 Significance of Simulation

Atomistic simulations play a significant role in complementing experiments by revealing mechanisms that are either interconnected and not easy to disentangle, or are not accessible on the experimental length and time scale. For example, dopants added to stabilize cubic phase of Bi₂O₃ lower its ionic conductivity, which ultimately reduces power density. The dopants have different atomic radii and ionic polarizability than the host cation (Bi). Experimentally, it is not clear if the conductivity decrease is due to the difference in the radii or the ionic polarizability of the dopant. Using atomistic simulations, artificial dopants can be created, in which the ionic polarizability can be varied while keeping the atomic radii constant and vice-versa. The dependence of ionic conductivity on polarizability or radii can then be disentangled.

In a nuclear reactor, irradiation events take place on a very short time scale (~ nanoseconds); capturing them on the experimental time scale is not possible. Atomistic simulations are very helpful in not only capturing those events but are also capable in revealing the fundamental mechanisms of irradiation-induced processes.
Another exemplification of atomic simulation can be seen in understanding the role of the grain boundaries (GBs). It has been suggested that nanocrystalline materials are more radiation tolerant than their bulk counterparts.\textsuperscript{15} The point defects formed due to irradiation are eliminated by two mechanisms (1) by vacancy-interstitial recombination, (2) elimination at the GBs. Not only do these mechanisms occur a very short time scale but also take place simultaneously. Using simulations, it is possible to disentangle them and reveal the dominant mechanism between the two. In the following chapters the above examples are discussed in more detail.

1.7 Objective of This Work

This work is focused on understanding the evolution of the intrinsic point defects in three ceramic materials Bi$_2$O$_3$, UO$_2$ and MgO, and one metallic material Mo. While to some extent, point defects are advantageous in fuel-cell electrolyte materials, they are certainly disadvantageous in nuclear materials. The objective of this work is to understand the fundamental materials’ responses to point defects, thus revealing the conditions under which materials lose their desired properties. In Bi$_2$O$_3$, while desirable oxygen vacancies act as charge carries and enhance power density; under certain atomistic environments they themselves act as degradation agents. The environments that have not been understood from experiments until now are unraveled here. In nuclear materials, while the point defects are deleterious, they are not always damaging to materials. Only under specific atomistic environments do materials get damaged, understanding of such environments can help in tailoring better materials. During the course of this research, it was found that conventional radiation-damage MD simulation is not capable enough to reveal complete evolution of point defects. Hence, a new methodology is developed to perform such simulations. In additions to MD, density
functional theory (DFT) is also used to validate MD simulation results and to reveal certain electronic phenomena that are beyond MD. To characterize materials from structural viewpoint, crystallography is also used to illustrate the crystal structures.

1.8 Organization of Dissertation

The dissertation is organized on the basis of materials. It begins by giving some fundamentals of materials science relevant to this work in Chapter 2. Important aspects of MD simulation are provided in Chapter 3. Chapters 4, 5 and 6 are focused on Bi$_2$O$_3$, where the point-defect evolution, oxygen diffusion and their effect on the structure of Bi$_2$O$_3$ are discussed in detail. Chapters 7 and 8 are focused on the fundamentals of radiation damage and point-defect evolution in MgO and UO$_2$. Finally, the effect of microstructure on the evolution of point defects in BCC Mo is elucidated in Chapter 9. The conclusions of this work and envisioned future work are given in Chapter 10.
CHAPTER 2
DEFECTS IN SOLIDS

2.1 Introduction

On the atomic level, a crystalline material is a collection of atoms that are arranged in a periodic fashion providing three-dimensional long-range structural and chemical order. There are a large number of different crystal structures, varying from simple structures of pure metals to more complex ones found in ceramic materials. During processing of materials, it is very difficult to maintain an infinite three-dimensional long-range order. More often, this long-range order is disrupted by defects. These defects can be of different kinds classified by the spatial dimensions: point defects (zero-dimensional), dislocations and stacking faults (one-dimensional), grain boundaries and surfaces (two-dimensional), pores and cracks (three-dimensional). In this work, the effect of point defects on the materials behavior is studied.

2.2 Intrinsic Point Defects

Intrinsic Point defect involves one atom, which is either missing from a crystalline site or is additionally present in an open space in a crystal. An atom missing at its crystalline site is called a vacancy; an additionally present atom is known as an interstitial. Figure 2-1 (a) shows a two dimensional long range lattice of atoms. A missing atom in Figure 2-1 (b) shows a vacancy and an additional atom in the open space represents an interstitial (Figure 2-1 (c)). In this simple perfect lattice, all nearest neighbor atoms are equidistant from each other, whereas, the lattice is locally strained in the presence of the vacancy or interstitial. The vacancy creates an open space into which the neighboring atoms relax, as shown in Figure 2-1 (b). In contrast, the interstitial
constrains the neighboring atoms because the open space between the crystalline atoms is usually smaller than the size of the interstitial (Figure 2-1 (c)).

![Figure 2-1. Point defects. A) 2-D lattice of atoms. B) a vacancy. C) an interstitial](image)

### 2.2.1 Frenkel Defect

A Frenkel defect is a vacancy-interstitial pair formed when an atom jumps from its crystal lattice site to an interstitial site leaving behind a vacancy. A Frenkel defect is shown schematically in Figure 2-2 (a). It was first observed by a Russian scientist Yakov Frenkel in 1926, and hence the name.

![Figure 2-2. Point defects in ionic materials. A) Frenkel pair B) Schottky defect](image)

Using Kröger-Vink notation, the Frenkel defect on the cation (Mg) lattice can be expressed as:

$$Mg^{x}_{Mg} \leftrightarrow Mg^{**}_{Mg} + V^{*}_{Mg}$$  \hspace{1cm} (2-1)
2.2.2 Schottky Defect

A Schottky defect occurs when a stoichiometric units of cation and an anion leave the crystal site and segregate at an external surface (grain boundary, surface, etc.) leaving behind a vacancy each on cation and anion site. A Schottky defect is shown in Figure 2-2 (b). This defect is unique to ionic materials and stoichiometric numbers of cations and anions have to be missing to maintain electroneutrality in the material. This defect was first discovered by German scientist Walter H. Schottky. The Schottky defect in MgO crystal can be expressed as:

\[ \textit{nil} \Leftrightarrow V^*_{Mg} + V^{**}_O \]  

(2-2)

There are other defects, both intrinsic and extrinsic, which are prevalent in the materials. However, we limit ourselves to the above two point defects that are most central to this thesis.

2.2.3 Thermodynamics of Point Defects: Equilibrium Concentration

Point defects are a part of the equilibrium state of a chemically pure ideal crystal. Any material under equilibrium has a specific concentration of point defects. It appears unintuitive because it would cost energy (enthalpy change, \(\Delta H\)) to create a point defect, which will increase from the lattice energy of a defect-free crystal. However, the equilibrium state of the crystal is determined not by the lowest lattice energy but by the lowest total free energy. With the creation of a defect (say, a vacancy), there are entropy changes. The increase in the entropy of the crystal lowers the total free energy of the crystal, thereby, stabilizing the crystal by forming an equilibrium concentration of vacancies. For a given temperature, the equilibrium concentration of vacancies can be analytically calculated as shown below.\(^{16}\)
Free energy of a perfect crystal

The free energy is given as:

\[ G_{\text{perf}} = H_{\text{perf}} - TS_{\text{perf}} \]  \hspace{1cm} (2-3)

where \( H \) is the enthalpy, \( S \) is the entropy and \( T \) is the absolute temperature of crystal.

The total entropy consists of contributions from two types of entropies, the configurational entropy and the vibrational entropy.

\[ S = S_{\text{config}} + S_T \]  \hspace{1cm} (2-4)

Configurational entropy is due to the different arrangements that the atoms can have. For a perfect crystal, \( S_{\text{config}} = 0 \) as there is only one way of arranging \( N \) atoms. In Equation 2-4, the vibrational entropy, \( S_T \), is the contribution to the entropy due to the vibration of the atoms. In simple terms, it can be given by

\[ S_T = Nk\left(\ln\frac{kT}{h\nu} + 1\right) \]  \hspace{1cm} (2-5)

where \( N \) is the number of atoms involved, \( k \) is the Boltzman’s constant and \( \nu \) is the vibrational frequency of the atoms in the perfect crystal. Therefore, putting back to Eq. 2-3,

\[ G_{\text{perf}} = H_{\text{perf}} - NkT\left(\ln\frac{kT}{h\nu} + 1\right) \]  \hspace{1cm} (2-6)

Equation 2-6 is used later to compare against the \( G_{\text{def}} \) to calculate the equilibrium concentration of vacancies for a given temperature. Now the attention is turned to the crystal with defects to formulate \( G_{\text{def}} \).

Free energy of the crystal with defects

If it takes \( h_d \) joules to create one defect, and if the number of defects created are \( n_v \) then,

\[ H_{\text{def}} = H_{\text{perf}} + h_d n_v \]  \hspace{1cm} (2-7)
In the defected crystal, since there are \(n_v\) new crystal lattice sites, therefore, \(N\) atoms can now be distributed on \(N + n_v\) sites. There is a change in the configurational entropy, which is represented as:

\[
S_{\text{config}} = -k(N \ln \frac{N}{N + n_v} + n_v \ln \frac{n_v}{n_v + N})
\] (2-8)

Due to the presence of the vacancies, the nearest neighbor atoms will essentially vibrate with a different frequency, \(\nu'\). If the coordination number of each vacancy is \(\zeta\), the total number of atoms affected by the creation of new vacancies is \(n_v \zeta\). The vibrational entropy of term is given by:

\[
S = k(N - \zeta n_v)(\ln \frac{kT}{\hbar \nu} + 1) + n_v \zeta k(\ln \frac{kT}{\hbar \nu'} + 1)
\] (2-9)

By combining Equations 2-7 to 2-9, the free energy of a crystal containing defects is:

\[
G_{\text{def}} = H_{\text{perf}} + n_v \hbar_d - T(S_{\text{config}} + S)
\] (2-10)

The change in the free energy by creating the defects is given as:

\[
\Delta G = G_{\text{def}} - G_{\text{perf}}
\] (2-11)

i.e.,

\[
\Delta G = n_v \hbar_d + kTn_v \zeta \ln \frac{\nu'}{\nu} + kT(N \ln \frac{N}{N + n_v} + n_v \ln \frac{n_v}{n_v + N})
\] (2-12)

At a constant \(T\), a \(\Delta G\) versus \(n_v\) plot goes through a minimum which illustrates that the creation of defects lowers the free energy of the system thus making it energetically favorable. Beyond the equilibrium concentration of the defects, further increase in the defects is no longer energetically favorable and the free energy increases again. The equilibrium number of vacancies, \(n_{eq}\), can be obtained at the minimum of the curve, i.e., when \(\partial \Delta G / \partial n_v = 0\).
\[ \frac{n_{eq}}{N} \approx \exp\left( -\frac{h_d - T\Delta S_{vib}}{kT} \right) \]  \hspace{1cm} (2-13)

Hence, the system is thermodynamically driven towards \( n_{eq} \) under equilibrium. This feature of point defects will be witnessed in Chapter 9 in which the creation of the vacancies from the grain boundaries driving the system towards equilibrium concentration of vacancies will be illustrated.

2.3 Transport

2.3.1 Atomistic Theory of Diffusion

Atoms constantly vibrate due the energy provided by the surroundings. At sufficiently high temperatures, the energy is high enough for a vigorous vibration, which can overcome the migration energies (and attempt frequencies) leading to diffusion of atoms. There are various materials’ phenomenon that occur due to diffusion: carbonization, ionic conduction, creep to name a few.

Under a concentration gradient, the randomly diffusing atoms are directed in specific direction resulting in a flux. Fick’s law gives the relationship between the flux of atoms under a concentration gradient. The flux of atoms, \( J \), and the concentration gradient, \( dc/dx \) are related by:

\[ J = -D \frac{\partial c}{\partial x} \]  \hspace{1cm} (2-14)

where \( D \) is the self-diffusion coefficient.

The self-diffusion coefficient, \( D \), of a diffusing ion or atom is given by:

\[ D = \Omega \lambda^2 \alpha \]  \hspace{1cm} (2-15)
where $\Omega$ is the frequency of the successful jumps, $\lambda$ is the elementary jump distance and $
alpha$ is a geometric constant. If the diffusion is by a vacancy mechanism, then, $\nalpha = 1/\zeta$ ($\zeta$ is the coordination number of the vacancy).

The jump frequency, $\Omega$, can be written in terms of the probability of having an energy to make a jump, $\nu$, and $\theta$, the probability that the adjacent site is vacant. That is

$$\Omega = \nu \theta$$  \hspace{1cm} (2-16)

$$\nu = \nu_o \exp\left(-\frac{\Delta H_m}{kT}\right)$$  \hspace{1cm} (2-17)

$\nu_o$ is the vibration of the atoms.

Since a vacancy can make a jump to any of the available sites surrounding it, $\theta \approx 1$.

Putting all the variables,

$$D_{\text{vac}} = \alpha \zeta \lambda^2 \nu_o \exp\left(-\frac{\Delta H_m}{kT}\right)$$  \hspace{1cm} (2-18)

In atomistic simulations, the self-diffusivity, $D_A$, of the atoms can be directly calculated from the mean square displacement (MSD) of the atoms.

$$D_A = \frac{1}{6t} \left\langle |r_i - r_o|^2 \right\rangle$$  \hspace{1cm} (2-19)

The vacancy diffusivity $D_v$ and the interstitial diffusivity $D_i$ are given by:

$$D_v = \frac{D_A}{c_v f_v}$$  \hspace{1cm} (2-20)

$$D_i = \frac{D_A}{c_i f_i}$$  \hspace{1cm} (2-21)

where $f_v$ and $f_i$ are the correlation factors. Correlation factor depends upon the crystal structure and diffusion mechanism.
2.3.2 Diffusion Mechanisms

To understand the role of different atomistic species in diffusion, it is important to understand their diffusion mechanisms. Atoms, vacancies and interstitials have different diffusion mechanisms.17

2.3.2.1 The vacancy mechanism

An atom diffuses by a vacancy mechanism when it moves into a vacancy occupying a nearest neighbor lattice site. In this mechanism, the atom and the vacancy swap lattice sites; they move in the opposite direction to each other. Figure 2-3 shows the diffusion of an atom through the vacancy mechanism.

Figure 2-3. Diffusion by vacancy mechanism. An atom in (A) diffuses in the direction shown by arrow. (B) Atom and vacancy swap positions.

By this mechanism, the vacancy has a higher diffusivity than ion because the ion has to wait for a vacancy to come in its vicinity, whereas, a vacancy can exchange sites with any of the neighboring atoms.

2.3.2.2 The interstitial mechanism

In this mechanism, the defect (interstitial) occupies an interstitial site before and after the diffusion jump. Since the diffusing species and the defect are the same, they move in the same direction. Figure 2-4 shows the diffusion through the interstitial
mechanism. The interstitial can occupy the lattice site only if it comes across a vacancy (vacancy site).

![Diagram](image)

**Figure 2-4. Diffusion by interstitial mechanism.** An interstitial in (A) diffuses in the direction shown by arrow in (B).

### 2.3.2.3 The interstitialcy mechanism

This is a displacement diffusion mechanism in which an interstitial atom displaces a lattice atom from the site and occupies it. Each interstitial makes only one jump and has to wait for another interstitial to displace it from its lattice site.

![Diagram](image)

**Figure 2-5. Diffusion by interstitialcy mechanism.** An interstitial in (A) knocks a lattice atom and occupies the lattice site in (B).

Figure 2-5 shows the interstitialcy mechanism of diffusion.
2.4 Crystallography of Materials

In this section, the crystal structure of the materials under investigation is introduced. In this thesis, while the primary focus is on the evolution of point defects in the fluorite-based materials (δ-Bi₂O₃ and UO₂), some key point-defect mechanisms are elucidated from other materials (MgO and Mo), which are used as general model materials. δ-Bi₂O₃ and UO₂ have fluorite crystal structures, MgO has a rocksalt crystal structure, and Mo has body centered cubic (BCC) structure.

2.4.1 Fluorite Crystal Structure: δ-Bi₂O₃ and UO₂

In the fluorite crystal structure, the cations form an FCC network with the anions occupying all the eight tetrahedral sites thereby forming a simple cubic lattice (Figure 2-6).

Figure 2-6. Fluorite crystal structure. The cations (shown in blue) form a FCC network and anions (in red) occupy the tetrahedral sites forming a simple cubic lattice.

There are therefore four cations and eight anions in a fluorite unit cell. The coordination number of the cations is eight and that of anions is four. The space group of fluorite crystal structure is \( Fm\overline{3}m \) (number 225). The cations occupy the Wyckoff site 4\( a \) and the anions occupy 8\( b \).
While UO₂ has fluorite crystal structure, δ-Bi₂O₃ has a fluorite-related crystal structure. In δ-Bi₂O₃, there are six anions instead of eight and remaining two anion sites are vacant. Due to the vacant sites, the crystal structure is distorted and has the lower symmetry space group, $Fm\bar{3}$. The structural implications will be discussed later in detail in Chapter 6. For now, δ-Bi₂O₃ is analyzed within the $Fm\bar{3}m$ space group.

### 2.4.2 Rocksalt Crystal Structure: MgO

In the rocksalt crystal structure, both cations and anions form interpenetrating FCC networks (Figure 2-7). In a rocksalt unit cell, there are equal number of cations and anions, therefore, the structure has a stoichiometric ratio of 1:1. The space group of rocksalt crystal structure is same as that of the fluorite, i.e., $Fm\bar{3}m$.

![Rocksalt crystal structure](image)

Figure 2-7. Rocksalt crystal structure.

Both cations and anions have a multiplicity of 4, therefore they occupy Wyckoff sites 4a and 4b respectively.

### 2.4.3 Space Group $Fm\bar{3}m$

All the three materials mentioned above have a space group of $Fm\bar{3}m$. The number of this space group is 225 and the point group symmetry is $m\bar{3}m$. $Fm\bar{3}m$ is more fully
written as $\frac{4}{m} \overline{3} \frac{2}{m}$. The first letter, the centering type, represents the translational symmetry in three dimensions. Here, $F$ represents a Face Centered Cubic symmetry operation. The three entries following the centering type are three kinds of symmetry directions of the lattice belonging to the space group. According to their position in the sequence, the symmetry directions are referred to as primary, secondary and tertiary directions. For the cubic lattice, the primary symmetry directions are $\langle 100 \rangle$, i.e., [100], [010] and [001]; the secondary symmetry directions are $\langle 111 \rangle$; and the tertiary symmetry directions are $\langle 110 \rangle$.

![Schematics showing three different symmetry operations](image)

Figure 2-8. Schematics showing three different symmetry operations represented by the space group $\frac{4}{m} \overline{3} \frac{2}{m}$. A) A four-fold rotation symmetry along [100]. B) A three-fold inversion symmetry along [111]. C) A two-fold rotation symmetry along [110].

In the $\frac{4}{m} \overline{3} \frac{2}{m}$ symmetry, 4/m represents four-fold rotational symmetry along the primary direction and two perpendicular mirror planes in perpendicular direction to rotation. $\overline{3}$, represents the roto-inversion along the body diagonal of the unit cell which is also the secondary direction. The symmetry operation 2/m represents the two-fold rotation along the edge of the unit cell (tertiary direction) along with two perpendicular
mirror planes in perpendicular direction to the rotation. The symmetry operations for four-fold rotation, three-fold roto-inversion and two-fold rotation are given schematically in Figures 2-8 (a), (b) and (c) respectively using a fluorite crystal structure.

2.4.4 Body-Centered Cubic: Space Group $\text{Im}\overline{3}m$

Mo has a BCC crystal structure with one atom occupying the center of a cubic unit cell. The schematic representation is given in Figure 2-9. The space group of BCC crystal structure is $\text{Im}\overline{3}m$. The space group number is 229, the Wyckoff position is $2a$, and the point group symmetry is also $m\overline{3}m$. In this space group, $I$ represents body-centered translational symmetry. The rest of the symmetry directions are same as the fluorite crystal structure.

Figure 2-9. Body-centered crystal structure.
CHAPTER 3
SIMULATION METHODOLOGY

3.1 Simulation Methodologies

In principle, all properties of materials are describable by using quantum mechanics (QM). However, unraveling all materials properties from QM is unrealistic due to small system sizes \((10^2 - 10^3)\) atoms that QM can handle; materials engineering, in contrast, involve larger length scales up to the order of \(10^{22}\) atoms. To elucidate various materials’ behaviors over wide length scale, different simulation methodologies are used to bridge this gap. At the engineering scale \((10^{-3} \text{ m and above})\), macroscopic stresses, large temperature gradients, etc., that drive the materials behavior are captured by continuum simulation methods. One step down the length scale is the mesoscale \((10^{-6} - 10^{-3})\); grain boundaries (GBs), voids, etc. that govern the properties of materials at this scale are modeled by kinetic Monte Carlo and phase-field methods. Further down the length scale lie atomistic scale, modeling of which is done by using molecular dynamics simulation \((10^{-10} - 10^{-6})\) using interatomic potentials and force fields. Atomic diffusion, dislocations and other atomistic phenomenon are accurately captured by this method. At the lowest level lies the electronic scale \((10^{-12} - 10^{-10})\), modeling of which is done by QM methods to elucidate various electronic phenomenon such as atomic bonding and surface adhesion. While electronically and atomistically-informed multiscale modeling is an area of intense study, individual methods are widely used to understand specific properties in more detail.

The work in this thesis focuses primarily on the atomistic scale, hence, molecular-dynamics (MD) simulation is used to understand materials’ behavior. However, to develop a profound understanding and to validate the hypothesis derived at various
3.2 Molecular Dynamics Simulation

MD simulation involves modeling of atoms as point particles, the interactions among which are defined by an empirical potential (plus Coulombic interactions if particles are charged). The dynamics is obtained from the Newton’s equations of motion. The system of atoms is set-up with basic initial conditions like temperature, pressure and number of particles. Each atom is assigned a mass, charge and position, and the evolution of the system is obtained by advancing time using an integration scheme. With progressing time, the evolution of the system is followed and various properties including radial distribution functions, dynamics structure factor, phase-diagrams, thermal-expansion coefficient, diffusion, plastic deformation can be calculated. The accuracy of the calculated properties, however, depends entirely upon the fidelity of the interatomic potential used to model the material. Before discussing the potential and its implications, general MD simulation algorithm is discussed.

3.3 General MD Algorithm

In MD simulation of a crystalline solid, all atoms are initially assigned with the positions that define the crystal structure of the material. The atoms are also assigned random velocities based on the temperature given by the expression:

$$\frac{1}{2}mv^2 = \frac{3}{2}k_BT$$

(3-1)

where, $m$ and $v$ are the mass and velocity of the atoms, $k_B$ is the Boltzmann’s constant and $T$ is the desired temperature. Before beginning the simulation, the angular momentum is set to zero.
The forces on the atoms are calculated from the interatomic potential (described later) as:

$$\vec{F}_i = -\frac{\partial U}{\partial \vec{r}_i}$$  \hspace{1cm} (3-2)

where, $U$ is the potential energy that an atom $i$ experiences due to atom $j$, $r_i$ is the distance between the two atoms, and $\vec{F}_i$ is the force. The motion of the atom $i$, is expressed by the second law of motion where the force, $\vec{F}_i$, is related to the acceleration as

$$\vec{F}_i = m_i \vec{a}_i$$  \hspace{1cm} (3-3)

where, $m_i$ and $a_i$ is the mass and acceleration of atom $i$.

Equation 3-2 may also be written as

$$m_i \frac{\partial^2 \vec{r}_i}{\partial t^2} = \vec{F}_i$$  \hspace{1cm} (3-4)

The velocity and position of atoms at a time $t$, can be calculated from the acceleration of atoms. To advance time by a small increment $dt$, an integrator is used to obtain the position, velocity and acceleration of the atoms. There are various types of integrating algorithms available including Verlet,\textsuperscript{27} leap-frog,\textsuperscript{28,29} velocity-Verlet, Beeman’s,\textsuperscript{30} predictor-corrector\textsuperscript{31} and symplectic integrators;\textsuperscript{32,33} they differ by accuracy and computational load. In this thesis, a 5\textsuperscript{th}-order Gear predictor-corrector method\textsuperscript{34} is used as an integrating method built in our in-house MD code. This method uses a higher-order Taylor expansion of the atomic position about the current position, $x(t)$, up to the 5\textsuperscript{th} derivative. The positions of the atoms at the next time increment are predicted by using the current position, velocity, acceleration, third, fourth and fifth order derivatives of $x(t)$ given as:
\[
x^p(t+dt) = \ddot{x}(t) + \ddot{v}(t)dt + \frac{1}{2!} \dddot{x}(t)dt^2 + \frac{1}{3!} \frac{d^3}{dt^3}(t)dt^3 + \frac{1}{4!} \frac{d^4}{dt^4}(t)dt^4 + \frac{1}{5!} \frac{d^5}{dt^5}(t)dt^5 \quad (3-5)
\]

Similarly, velocity, acceleration and higher order derivatives are also predicted. This prediction is not very accurate as it is mere a Taylor expansion. The second step in the predictor-corrector method is the force evaluation step. Here, the forces on the atoms are evaluated using the predicted positions. Using this force, the correct accelerations \(a^c(t+dt)\) may then be calculated. The error between the predicted acceleration \(a^p(t+dt)\) and the correct acceleration \(a^c(t+dt)\) can be given by:

\[
\Delta \ddot{a}(t+dt) = \ddot{a}^c(t+dt) - \ddot{a}^p(t+dt) \quad (3-6)
\]

The position, velocity and higher order derivatives are then corrected based on the corrected acceleration. The corrected position, velocity and acceleration is be given by:

\[
\begin{align*}
\dddot{x}^c(t+dt) &= \dddot{x}^p(t+dt) + c_0 \Delta \dddot{a}(t+dt) \quad (3-7) \\
\dddot{v}^c(t+dt) &= \dddot{v}^p(t+dt) + c_1 \Delta \ddot{a}(t+dt) \quad (3-8) \\
\dddot{a}^c(t+dt) &= \dddot{a}^p(t+dt) + c_2 \Delta \dddot{a}(t+dt) \quad (3-9)
\end{align*}
\]

where, \(c_0, c_1, c_2\) are empirically-determined numerical constants \(\frac{3}{20}, \frac{251}{360}\) and \(1\) respectively. The higher order derivatives are corrected similarly.

The predictor step provides an initial guess to which the successive corrective step should converge to correct trajectories. Iterative corrective steps can be employed to obtain a highly accurate answer; in MD however, only one or two corrective iterations are performed to save the computation time. This process is repeatedly followed for a desired amount of time or until the system researches equilibrium or the dynamical behavior of interest has taken place.

The time step used for advancing the simulation time is one of the most crucial entities. To capture the atomic motion correctly, time step, \(dt\), is typically taken to be \(1\) fs.
It is however necessary to calculate the correct time step from test simulations by checking the conservation of the energy.

3.4 Periodic Boundary Condition

There are two major types of boundary conditions: isolated boundary condition (IBC) and periodic boundary condition (PBC). In IBC, the atoms are surrounded by vacuum and are assumed to be far away from any kind of external forces. IBC is generally suited for studying clusters of atoms. In contrast, PBC is more prevalent boundary condition for studying bulk materials. In PBC, the cubic super-cell is replicated in three dimensions thus filling the space to form an infinite lattice (Figure 3-1).

Figure 3-1. Two-dimensional periodic system of a simulation cell. The shaded box is the actual simulation box; surrounding boxes are its periodic images. Also shown is the displacement of atom (marked as 1) by an arrow going out of the box. Due to PBC, its images also displace in same fashion and another atom enters the simulation box from bottom. (Reproduced from reference 34)

By applying PBC, the problem of surfaces is overcome. In a PBC simulation, if an atom moves in the super-cell, its image also moves exactly in the same way in the neighboring super-cells. Further, if an atom leaves the super-cell, its image enters from the other side of the super-cell. PBC also allows traveling waves in the system thus allowing the system to behave like a large medium. In this manner, PBCs allows to
model a three-dimensional bulk system. However, if applied incorrectly, an atom can interact with its own image and cause artifact in the results. It is particularly true in the case of defects. To prevent such interaction, a large enough system of atoms is therefore necessary to model materials such that the images are fairly separated and do not interact with each other. *(For a detailed discussion on PBC, reader is directed to reference 34).*

### 3.5 Interatomic Interactions

The origin of interatomic-forces theory can be traced back to the work of Maxwell, Clausius and others (before 1900). It was around that time that an understanding of the atom was being fully accepted, though it was still thought as indivisible. Certainly before that time, the understanding on the origin of the interatomic forces was not prevalent. Clausius introduced the virial theorem in which he showed that the virial coefficients depend \((B, C, \text{ etc.})\) on the forces that atoms exert on each other.\(^{36}\)

\[
pV = RT(1 + \frac{B}{V} + \frac{C}{V^2} + \ldots) \tag{3-10}
\]

\(B\) is due to collision between pair of atoms, \(C\) is due to tertiary collision, etc. The nature of forces was however not known. Van der Waals first showed that the interaction energy between the atoms in a gas consisting of attractive and repulsive potential can be approximated by:

\[
(p + \frac{a}{V^2})(V - b) = nkT \tag{3-11}
\]

He suggested that atoms could not come close beyond certain distance without overcoming the repulsive forces. It became clearer that at smaller distances, repulsive forces were the dominant forces and an inverse power law could be used to represent the interatomic potential.
\[ U(r) = \frac{C_1}{r^n} - \frac{C_2}{r^m} \]  \hspace{1cm} (3-12)

where, \( C_1 \) and \( C_2 \) are constants, \( n \) and \( m \) are integers \((n>m)\) and \( r \) is the distance between two atoms. The first term is the repulsive term and second term is the attractive term.

(The Lennard-Jones R-6 potential is based on the same form). More broadly though, the origin of the attractive and repulsive forces was still not clear. The fundamental understanding was later developed by the theories from Pauli (1925), London (1930) and others when the quantum nature of particles was recognized. They will be discussed later in some detail.
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Figure 3-2. Inter-ionic potential between \( \text{Zr}^{4+} \) and \( \text{O}^{2-} \) as a function of distance between the two ions. The total potential \( (E_{\text{Total}}) \) is a sum of short-range \( (E_{S-R}) \) and Coulombic \( (E_{\text{Coul}}) \) potential. The short-range potential is mainly repulsive and the Coulombic is attractive. The parameters for the potential are taken from Khan et al.\(^{37}\)

The above discussion is based only on the short-range interatomic forces, which were then being understood in small molecules, primarily gases like \( \text{H}_2, \text{N}_2 \) and noble gases. During the same period, theory behind ionicity of materials was also being developed
with the first works done by Madelung and Born.\textsuperscript{16} It was realized that in the ionic crystals, that atoms were charged and therefore also interacted through Coulombic forces. These interactions are long-range and go beyond nearest neighbors. Hence, ionic materials not only have the short-range interactions but also long-range Coulombic interactions. To illustrate both types of potentials and their effective sum, the inter-ionic potential energy as a function of distance between Zr\textsuperscript{4+} and O\textsuperscript{2−} ions is shown in Figure 3-2. Since this thesis primarily deals with ionic materials, the origin of both kinds of potentials will be delved into. The long-range, difficult to calculate, Coulombic interactions are discussed first.

3.5.1 Long-range Interactions

The long-range forces arise from the Coulombic interaction of the charged ions, here shown are Zr\textsuperscript{4+} and O\textsuperscript{2−}. In ionic system, ions are periodically arranged with all cations being at a specific distance from anions. To arrange the atoms in the periodic fashion, the work done to bring ions from infinity to a distance \( r \) apart is given by the Coulombic law:

\[
E_{\text{Coul}} = \frac{q_1 q_2}{r}
\]

(3-13)

where, and \( q_1 \) and \( q_2 \) are the charges of the ions (here, +4 and -2) and \( E_{\text{Coul}} \) is the Coulombic energy in eV and \( r \) is the inter-ionic spacing in Å. If two ions are oppositely charged, there is an attractive force between them and the Coulombic energy is negative. If the ions are of the same charge, then they repel each other and the Coulombic energy is positive. The Coulombic interactions are not limited to the closest neighbors but span large distances, as illustrated by the long \( E_{\text{Coul}} \) tail in Figure 3-2. To accurately calculate \( E_{\text{Coul}} \) experienced by every ion, one has to essentially extend to very long (virtually
infinite) distances, which under is not computationally feasible. As a result, one has to truncate the Coulombic interactions at a certain distance, $R_c$, which can lead to non-convergence (discussed later). To overcome non-convergence, there are methods to accurately calculate $E_{\text{Coul}}$ term. Two prevalent methods are the Ewald method\textsuperscript{34} and direct summation method.\textsuperscript{38} Ewald summation method is more precise but is also more computationally cumbersome than the direct-summation method. The computational load, in the Ewald summation method, increases as an order of $N^2$ in comparison to $N$ in the direct-summation method. Since throughout this thesis, the focus is on understanding the equilibration of point defects, which occurs on longer MD time scale, a relatively less expensive, direct-summation method is chosen. The method has been shown to work well not only for crystalline but also disordered systems.\textsuperscript{38}

**Direct-summation method**

The foremost problem that causes non-convergence is that with choice of any truncation radius ($R_c$), the system summed over is practically never charge neutral.

To overcome this problem, in the direct-summation method,\textsuperscript{38} charge neutrality is achieved by viewing an ionic crystal system as a charge-neutral molecule consisting of Bravias lattice sites such that the molecules are never broken so as to preserve charge neutrality. For example, instead of considering NaCl as two interpenetrating FCC networks of Na and Cl, it is thought of as $(\text{NaCl})_4$ molecule. When it is truncated at radius $R_c$, the molecule as a whole is retained. To achieve this, in the direct-summation method, the net charge on the truncation sphere is neutralized by adding extra charge on the surface of the truncation sphere of every ion, thus enabling good energy convergence. Let's discuss by taking examples, both, for the problem and its remedy from reference 38.
Without applying any convergence criteria, Figure 3-3 shows a comparison between the energy per ion as a function of cut-off radius, $R_c$, and a fully-converged value ($R_c \to \infty$). The energy for cut-off $R_c$ is shown as open circles and the fully converged result is shown as a horizontal broken line. It is clear that the energy deviates considerably from the correct value when the system is left charged after truncation.
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Figure 3-3. Total Coulombic energy per ion obtained by summing the Coulomb pair potential over a cut-off radius $R_c$ (shown in open circles). The straight line indicates the fully converged value ($R_c \to \infty$). The arrows mark those truncations that have exactly or nearly neutral systems. (Reproduced from reference 38)

Some of the data points that lie on the line (shown by arrows) are those that are summed over neutral or nearly neutral units. The solution proposed in the direct-summation method is to place neutralizing charges on the surface of the truncation sphere, such that all those ions that are incomplete molecules can form charge-neutral molecules. This is shown in Figure 3-4. The correct energy ($E^{\text{Mad}}$: Madelung energy) can then be calculated by subtracting the neutralizing energy from the calculated energy before neutralizing.
Figure 3-4. For every charge $q_i$, an opposite charge $q_j$ is placed on the surface of the truncation sphere of radius $R_c$. (Reproduced from reference 38)

It can be represented as:

$$E_{\text{tot}}^{\text{Mad}} (R_c) = E_{\text{tot}} (R_c) - E_{\text{tot}}^{\text{neur}} (R_c)$$  \hspace{1cm} (3-14)

$$\approx \frac{1}{2} \sum_{i=1}^{N} \sum_{j \neq i \ (r_{ij} < R_c)} \frac{q_i q_j}{r_{ij}} - \frac{1}{2} \sum_{j=1}^{N} \sum_{i=1 \ (r_{ij} < R_c)} \frac{q_i q_j}{r_{ij}}$$  \hspace{1cm} (3-15)

With the neutralizing charges, there is a dramatic effect on the Madelung energy of the spherically truncated sphere. A comparison between the charged-neutralized and charged truncated sphere is shown in Figure 3-5. The plot shows a significant decrease in the energy fluctuation. However, even with the charge-neutralization scheme, the approximated Madelung (from equation 3-15) is still not comparable with the exact Madelung energy. A comparison between the two is shown in Figure 3-6, in which the solid circles are same as in Figure 3-5 but on much finer scale. The approximate Madelung energy oscillates about the exact Madelung energy in a slightly damped manner.
Figure 3-5. A comparison between the energies of the charge-neutralized and charged systems. The solid spheres represent charge-neutralized system and the open spheres represent charge system. (Reproduced from reference 38)

Figure 3-6. A comparison of the exact Madelung energy with the approximate Madelung energy. The approximate Madelung energy oscillates about the exact Madelung energy in a slightly damped manner. (Reproduced from reference 38)

In order to decrease the fluctuation, a damping function is introduced via the complementary error function. In simple terms, the damped, charge-neutralized coulomb pair potential can be expressed as:
\begin{equation}
E_{\text{tot}}^{\text{Madel}}(R_c) \approx \frac{1}{2} \sum_{i=1}^{N} \sum_{j \neq i \ (r_{ij} < R_c)} \left( \frac{q_i q_j \text{erfc}(\alpha r_{ij})}{r_{ij}} - \lim_{r_{ij} \to R_c} \left\{ \frac{q_i q_j \text{erfc}(\alpha r_{ij})}{r_{ij}} \right\} \right)
\end{equation}

\begin{equation}
\left( \frac{\text{erfc}(\alpha R_c)}{2 R_c} + \frac{\alpha}{\sqrt{\pi}} \right) \sum_{i=1}^{N} q_i^2
\end{equation}

where $\alpha$ is the damping parameter. The damped charge-neutralized Madelung energy can now be compared with the undamped charge-neutralized (Figure 3-6). Such comparison is shown in Figure 3-7. The damped charge-neutralized energy oscillates much as in comparison to the undamped charge-neutralized energy. Further, the energy converges well to the exact Madelung energy within a distance of two lattice parameters.

Figure 3-7. A comparison of the damped charge-neutralized Madelung energy with the undamped charge-neutralized energy. The plot also shows the exact Madelung energy represented by broken horizontal line. (Reproduced from reference 38)

The direct-summation method is built into our in-house MD code and has been used throughout the thesis.
3.5.2 Short-Range Interactions

Previously, it is discussed that the short-range interactions are mainly repulsive. However, there are also small attractive forces that act between the atoms. *(The short-range potential between Zr$^{4+}$ and O$^{2-}$ is shown in Figure 3-2, represented by diamonds in blue).* In this section, the origin of both the short-range interaction types, including the classic works of Pauli, Debye, Lennard-Jones,39,40 Buckingham,41 Born and London42 will be discussed.

From equation 3-13, the long-range attractive potential between the oppositely charged ions should bring the two atoms closer to each other such that as the distance between them goes to zero, the atoms should collapse and fuse! However, this does not happen. It follows that there must be some repulsive potential that keeps the two atoms certain distance apart.

To understand the repulsive forces, one has to go back to Pauli’s exclusion principle,26 which states that no two electrons can have the same quantum numbers. From the orbital viewpoint, there can be only two electrons in one orbital and they have to be of opposite spin. It follows that when two atoms are brought closer to each other, the electron clouds (orbitals) of both atoms penetrate into each other, which creates high density of electrons in a small region, thus, increasing the energy. The charged electron clouds repel each other giving rise to repulsive potential. This is the repulsive potential that is expressed as first term in the Lennard-Jones expression, $C/r^n$. The repulsive energy increases rapidly as the two atoms are brought close to each other. Hence, the interpenetration of the electronic clouds is the reasoning behind the short-range repulsive forces.
By using quantum methods to analyze noble gases, Bleick and Mayer\textsuperscript{36} later gave a more refined form that shows that the repulsive energy follows as exponential form rather than power law. With this in mind, equation 3-11 can now be given as:

\[ U(r) = C_1 e^{-\alpha r} - C_2 r^{-6} \]  \hspace{1cm} (3-17)

where, \( C_1, C_2 \) and \( \alpha \) are the adjustable parameters. This is the form given in the Buckingham potential widely used in the ionic systems.

While the understanding on the repulsive forces was primarily achieved after the advent of the quantum mechanics, some understanding on the attractive part of the Van der Waals forces was established before the development of quantum theory. In 1912 and later, Keesom suggested that the dipole moment, \( \mu \), was the most important constant of the forces between two molecules.\textsuperscript{42} The orientation of the two dipoles was regarded as the interaction force between the two molecules, and was given as the interpretation for the attractive part in the Van der Waals forces. Later, Debye and Falckenhagen (1920-1922) suggested that apart from orientation effect, there is also an induction effect; that the charge distribution around a molecule changes in the presence of an electric field (due to polarizability \( \alpha \)).\textsuperscript{42} At this point, London (1930) questioned both concepts and argued from quantum mechanics that rare gases were spherically symmetrical and none showed these interactions. He showed that interaction between the rare molecules could only be explained by the dispersion effect.\textsuperscript{42} (For detailed discussion, please refer reference 42). The sole reasoning was based on the uncertainty principle that a particle cannot be at absolute rest. He considered two spherically symmetrical isotropic harmonic oscillators with no permanent moment, and each with polarizability \( \alpha \). Using elastic and dipole
interactions energies, and the harmonic oscillator with frequency $\nu$, he showed that the attractive energy between two rare gas molecules is given by:

$$U = -\frac{3}{4} \frac{h \nu \alpha^2}{r^6}$$  \hspace{1cm} (3-18)

According to London, this is the force that illustrates the Van der Waals attractive force between the two uncharged rare atoms, the existence of which is without any permanent dipole or higher multiple preconditioning. The attractive force here is proportional to $r^{-6}$, which is the second (attractive) term in the Lennard-Jones expression, or for that matter, in the Buckingham potential form.

Hence, by combining all forces acting on an atom due to the surrounding atoms, the energy expression can be given as:

$$U(r) = \frac{q_1 q_2}{r} + A \exp\left(-\frac{r}{\rho}\right) - \frac{C}{r^6}$$ \hspace{1cm} (3-19)

where, the first term is the long range Coulombic term, second term is the short-range repulsive term and third term is the Van der Waals attractive term. $A, \rho$ and $C$ are adjustable parameters. In this thesis, this potential form has been used to model all ionic materials.

3.5.3 Electronic Polarizability – Shell Model

The electronic polarizability, $\alpha$, is a measure of the effectiveness of an electric field $E$, in polarizing a material. It can be expressed as

$$\alpha = \frac{p}{E}$$ \hspace{1cm} (3-20)

where, $p$ is the dipole moment. To account for the electronic polarizability of the atoms in MD simulation, the shell model devised by Dick and Overhauser$^{43}$ is often used. In the shell model, an atom is described as consisting of a core and a shell. It is analogous to a
real atom, which has a nucleus surrounded by a cloud of electrons. In the shell model, core and shell represent nucleus and inner core electrons, and valence electrons of the atom respectively. The core and shell carry charge $X \cdot e$ and $Y \cdot e$ respectively; the total charge of the atoms is given by $(X+Y) \cdot e$. The shell is attached to the core by a spring of force constant $k$, such that the polarizability of the atom can be given by

$$\alpha = \frac{1}{4\pi\varepsilon_o} \left(\frac{Y^2}{k}\right)$$

or,

$$\alpha = 14.3994 \left(\frac{Y^2}{k}\right)$$

where, $\varepsilon_o$ is the permittivity of the free space. The units of polarizability are Å$^3$.

### 3.5.4 Thermodynamic Conditions (ensemble) for Materials Simulation

In an MD simulation, certain pre-conditions are set to model materials, which replicate the environmental conditions for a real material. That is, the number of atoms, their position and chemical identity, temperature, pressure, volume are pre-defined in simulation to obtain certain physical properties. A system under a fixed number of atoms (N), constant volume (V) and temperature (T), is a simulation under canonical ensemble (NVT). Similarly, fixed number of atoms, constant pressure (P) and constant temperature constitute an isothermal-isobaric ensemble. There are other system conditions, such as micro-canonical ensemble (NVE), grand-canonical ensemble ($\mu$VT) and isobaric-isoenthalpic ensemble (NPH) under which systems can be simulated. Here, $\mu$ and $H$ represent chemical potential and enthalpy respectively. In this work, all the simulations have been performed using the isothermal-isobaric ensemble (NPT), the methodologies for which are discussed in brief.
There are various algorithms that can be applied to maintain constant pressure.\textsuperscript{44,45} In the extended Lagrangian method given by Andersen,\textsuperscript{44} one can imagine a set of pistons of certain mass is attached to the system of atoms. The force on the pistons is varied which changes the volume of the simulation box and maintains a constant pressure. The time scale for the box-volume fluctuations is roughly the same as the time for the sound waves to cross the simulation box.\textsuperscript{44} This method applied pressure hydrostatically to the simulation cell. Parrinello and Rahman\textsuperscript{46,47} later extended this method to allow changes in shape and size of the box. In this thesis, the P-R method is used to simulate the system under NPT conditions.

To control the temperature of the atoms in the simulation box, a thermostat is used. The working of the thermostat is based on equation (3-1). To achieve a desired temperature, the velocities of the atoms are rescaled such that the total kinetic energy matches the desired temperature. One of the simplest of the many thermostats\textsuperscript{48,49,50} is the velocity-rescaling thermostat. In this method, to achieve a desired temperature $T_d$, the rescaled velocity $v_s$ of the atoms is given by:

\[
v_s = \sqrt{\frac{T_d}{T}} v_i
\]

(3-23)

where, $v_i$ is the initial velocity of the atoms and $T_i$ is the initial temperature. Other widely used methods to control temperature of the system are Nosé-Hoover,\textsuperscript{48,51} Berendsen\textsuperscript{52} and generalized Langevin.\textsuperscript{50}
CHAPTER 4
IONIC CONDUCTIVITY OF SOLID-OXIDE FUEL CELL ELECTROLYTE

4.1 Fuel Cell

A fuel cell is a device that converts electrochemical energy into electricity. Generally, the sources of electrochemical energy are oxygen/air and hydrogen, or oxygen/air and hydrocarbons. The reaction between the hydrogen and oxygen ions releases electrons, flow of which generates electricity. The main byproducts of the reaction are water and heat. Compared to conventional (non-renewable) sources of energy, byproducts of the fuel cell are relatively more environmental friendly. Also to some extent, fuel cells can decrease our dependability on the non-renewable sources of energy, particularly, coal and oil.

There are various kinds of fuel cells, such as phosphoric acid fuel cell (PAFC), polymer electrolyte membrane fuel cell (PEMFC), molten carbonate fuel cell (MCFC), and solid oxide fuel cell (SOFC). The fuel cells are characterized by the electrolyte used in them. For example, in PAFCs, the electrolyte used is phosphoric acid, in PEMFCs, the electrolyte used is a polymer. Similarly, in MCFCs, the electrolyte used is molten carbonate and in SOFCs, a solid ceramic electrolyte is used. Fuel cells can also be distinguished by the ion that carries the charge. PAFCs and PEMFCs rely on hydrogen ion whereas MCFCs and SOFCs use oxygen transport. In the working of a fuel cell, the transporting ion diffuses through the electrolyte that is sandwiched between a cathode and an anode. If hydrogen is the charge carrier ion, it reacts with oxygen on the cathode. Otherwise, if the transporting ion is oxygen, it reacts with hydrogen on the anode. In both cases, the reaction between hydrogen and oxygen produces electrons, which travel through the outer circuit producing electricity. The general characteristics of these fuel
cells are listed in Table 4-1. Since these fuel cells have widely ranging power productions, they have different applications. Broadly speaking, PEMFCs are used for transportation energy generation and small communication devices; MCFCs can be used in marine equipments while PAFCs and SOFCs have anticipated applications in distributed-electricity generation. This thesis is focused on SOFCs.

Table 4-1. Characteristics of different fuel cells.

<table>
<thead>
<tr>
<th>Fuel Cell</th>
<th>Electrolyte</th>
<th>Charge Carrier</th>
<th>Operating Temperature (°C)</th>
<th>Fuel</th>
</tr>
</thead>
<tbody>
<tr>
<td>PAFC</td>
<td>Phosphoric</td>
<td>H⁺</td>
<td>100 - 200</td>
<td>H₂</td>
</tr>
<tr>
<td>PEMFC</td>
<td>Polymer</td>
<td>H⁺</td>
<td>90</td>
<td>H₂</td>
</tr>
<tr>
<td>MCFC</td>
<td>Molten Carbonate</td>
<td>CO₃²⁻</td>
<td>650</td>
<td>CH₄</td>
</tr>
<tr>
<td>SOFC</td>
<td>Ceramic</td>
<td>O²⁻</td>
<td>600 - 800</td>
<td>CH₄</td>
</tr>
</tbody>
</table>

4.2 Solid Oxide Fuel Cell

A SOFC is shown schematically in Figure 4-1. At the cathode, oxygen molecules (O₂) ionize to form oxygen ions (2O²⁻). The oxygen ion transports through the solid electrolyte to the anode where it reacts with hydrogen to produce water and electrons as shown in the schematic. The electrons travel through the outer circuit thus producing electricity.

Figure 4-1. Working of a SOFC. (Reproduced from reference 53)

Fast transport of the oxygen ion through the high conducting electrolyte is important for achieving high power density in the SOFC. Efficient conductors are
therefore required to achieve high oxygen conductivity. Doped zirconia is one such high-oxygen conducting electrolytes and is widely used in current SOFCs. A comparison of
the conductivity-temperature plot of yttria-stabilized zirconia (YSZ) with other electrolytes is shown in Figure 4-2. In addition to high conductivity, it also has good chemical stability in both the oxidizing and reducing environments that commonly occur in SOFCs.\textsuperscript{54,55} Hence, for working temperatures around 1000 °C, YSZ is a very good SOFC electrolyte.

![Conductivity versus temperature relationship of various electrolytes used in SOFCs. (Adapted from Reference 56, courtesy S. Omar\textsuperscript{57})](image)

However, such high temperatures cause problems including degradation of electrode due to demixing.\textsuperscript{58} More importantly, it requires an all-ceramic construction, as metals cannot withstand such high temperatures. This in turn raises cost of the fuel cell.

To avoid these problems, intermediate temperatures, i.e., 500-700 °C, are therefore the desirable working temperatures of SOFCs. While intermediate temperatures prevent materials degradation, on the downside, the conductivity of the electrolyte also
decreases. Therefore, one of the foremost challenges in SOFC design is to develop materials that can maintain high conductivity at intermediate temperatures. Doped ceria (gadolinium-doped ceria (GDC) shown in Figure 4-2) is one such material. However, it has associated problem of low transference number. Transference number, $t_i = \sigma_i / (\sigma_i + \sigma_e)$, $\sigma_i$ and $\sigma_e$ are ionic and electronic conductivities respectively, i.e., it shows appreciable electronic conductivity, thus decreasing the open-circuit potential (OCP) of the cell.

$\delta$-Bi$_2$O$_3$ is a material that does not suffer from either of these problems. It has higher conductivity than both YSZ and stabilized ceria (plot for $\delta$-Bi$_2$O$_3$ in Figure 4-2) and also has a high transference number. Because of these properties, it is a candidate material for electrolyte in SOFCs. However, it has other associated problems that are discussed later.

4.3 Fluorite-Based Cubic Bismuth Oxide

4.3.1 A Model Material

Cubic bismuth oxide ($\delta$-Bi$_2$O$_3$) serves as a model material to understand oxygen diffusion and other atomistic phenomenon in the fluorite-based materials.

Fluorite-structure materials, e.g., ZrO$_2$ and CeO$_2$ cannot be directly used as electrolytes in SOFCs. In the operating oxygen partial pressure conditions, since the oxygen conduction takes place by vacancy mechanism, to facilitate conduction, oxygen vacancies are required. In a non-primitive fluorite unit cell, for example ZrO$_2$, there are four Zr$^{4+}$ cations and eight O$^{2-}$ anions (Figure 4-3 (a)). As such there are no inherently present oxygen vacancies. Oxygen vacancies are therefore extrinsically created. A standard procedure to create stoichiometric vacancies is by doping with trivalent oxides.
(e.g. lanthanides: Y$_2$O$_3$, Er$_2$O$_3$, Gd$_2$O$_3$). An electrochemical reaction for doping of ZrO$_2$ by Y$_2$O$_3$ using Kröger-Vink notation can be given as:

\[
\frac{Y_2O_3}{2ZrO_2} \rightarrow 2Y''_{Zr} + 3O''_O + V''_O
\]

(4-1)

When a trivalent dopant oxide (Y$_2$O$_3$) is introduced into tetravalent oxide (ZrO$_2$), the fewer number of oxygen atoms present in dopant oxide are balanced by oxygen vacancies to maintain stoichiometry. The positively-charged oxygen vacancies mediate in oxygen conduction. However, incorporation of the dopant creates charge and size imbalance on the cation sites. The doped cation sites (negatively charged) and vacant anion sites (positively charged) tend to associate with each other through electrostatic Coulombic interactions. Consequently, it leads to formation of associated defect structures such as $Y''_{Zr} - V''_O - Y''_{Zr}$. In contrast, it has been shown recently that oxygen vacancies tend to associate with Zr$^{4+}$ ions instead of Y$^{3+}$ ions and is due to larger size of Y$^{3+}$ ion. Regardless of the underlying mechanism, oxygen vacancy association limits oxygen diffusion and hence, decreases conductivity. Hence, although dopants provide vacancies for oxygen conduction, the oxygen conductivity gets limited due to associated

Figure 4-3. Fluorite crystal structure. A) ZrO$_2$. B) δ-Bi$_2$O$_3$. Ideal fluorite crystal structure in (a) has all eight oxygen sites filled, in contrast to (b) which has two vacant oxygen sites (vacancies). Color scheme – in blue are cations, in brown are anions and in green are oxygen vacancies.
phenomena. Furthermore, dopant cation has different polarizability (usually lower) than host cation that also contributes in decreasing conductivity.

The delta phase of bismuth oxide, $\delta$-Bi$_2$O$_3$, is a very convenient model material for doped fluorite electrolytes in that it allows these individual effects to be understood separately. $\delta$-Bi$_2$O$_3$ has a fluorite-based crystal structure but it has six oxygen ions instead of eight (Figure 4-3(b)). Since Bi is a trivalent cation, for every two Bi cations, only three oxygen ions are required to balance it stoichiometrically. Therefore, the structure can be considered as a fluorite structure with an intrinsic deficiency of two oxygen atoms per unit cell. Although not strictly crystallographically correct since they are an intrinsic part of the structure, it is convenient to refer to the two unoccupied crystallographic sites that would be occupied in fluorite as “vacant sites” or “vacancies”. Because these vacancies are present in a stoichiometric structure, they are charge neutral. The presence of these intrinsic oxygen vacancies in $\delta$-Bi$_2$O$_3$ means that it has the oxygen vacancy density of a highly doped fluorite structure, however without the dopants themselves. As a result, in pure $\delta$-Bi$_2$O$_3$ the effects of dopant cation size and polarizability are absent, allowing the effects of the oxygen vacancies on the structure to be determined in isolation. In addition to being a model for highly-doped fluorite electrolytes, doped-Bi$_2$O$_3$ itself has considerable potential as SOFC material. In particular, DyWSB (Dy$_2$O$_3$ and WO$_3$ co-doped Bi$_2$O$_3$) has the highest ionic conductivity$^{62}$ (0.53 S/cm at 500ºC) among all the fluorite-based materials thus far characterized.

### 4.3.2 $\delta$-Bi$_2$O$_3$ Limitations

Although $\delta$-Bi$_2$O$_3$ is a promising material, it has still not found wide applications. One of the noticeable limitations from the conductivity plot (Figure 4-2) is its limited
phase stability. Pure $\delta$-Bi$_2$O$_3$ fluorite phase is stable only over the very short temperature range between 825 °C and 730 °C; it melts beyond 825 °C$^{63}$ and transforms to a monoclinic phase below 730 °C.$^{64,65}$ For its use in intermediate-temperature SOFC (IT-SOFC), melting is not as much a problem as is the phase transformation, upon which, the oxygen conductivity decreases considerably. Hence, the high conducting fluorite phase has to be stabilized at intermediate temperatures. Lanthanide dopants are added to $\delta$-Bi$_2$O$_3$ to stabilize its high temperature fluorite phase at lower temperatures. However, doping concomitantly decreases its conductivity. A conductivity profile of yttria-stabilized $\delta$-Bi$_2$O$_3$ in Figure 4-2 shows lower conductivity than pure $\delta$-Bi$_2$O$_3$.

Nevertheless, it is still higher than other materials justifying its usage.

4.3.3 Ionic Radii or Polarizability?

Doping decreases the ionic conductivity of $\delta$-Bi$_2$O$_3$. A relative conductivity plot as a function of time (in hours) for different doped $\delta$-Bi$_2$O$_3$ systems is shown in Figure 4-4. The conductivity profile for different dopants illustrates that time taken for decrease in conductivity varies for different dopants. While in Yb doped system, the relative conductivity decreases quickly, in Dy-doped system, the conductivity decay is less marked. As discussed above, two possible factors for decreased conductivity are different dopant radius and polarizability from host cation. To elucidate their individual effect, Figure 4-5 shows plots of the conductivity decay time constant as a function of dopant radius (Figure 4-5(a)) and polarizability (Figure 4-5(b)). Time constant is defined as the time taken for significant conductivity decrease. Both plots show that the time constant follows a linear dependence on the cation radius and polarizability. Collectively, it means that as the ionic radii and polarizability are increased, the conductivity decrease is less
severe. However, the individual effect of either radii or polarizability cannot be elucidated separately as both increase linearly and simultaneously for any given dopant.

Figure 4-4. Relative conductivity of $\delta$-Bi$_2$O$_3$ doped with different dopants. The time taken for conductivity decrease varies for different dopants. (Reproduced from reference 66)

Figure 4-5. Comparison of time constant for different doped $\delta$-Bi$_2$O$_3$ systems. The dopants are characterized based on (A) cation radii and (B) polarizability. (Reproduced from references 67 and 66)
To engineer better materials for longer-lasting conductivity, understanding the individual effect of either is necessary; while experiments are limited on this front, computer simulations prove very useful.

4.4 Simulation Methodology

Conventional MD simulation methods as discussed in chapter 3 are used with the interactions between ions described by a combination of electrostatic interactions between the ions, and empirical potentials to describe the short-ranged, mainly repulsive, interactions. The form of Jacobs and MacDónaill, 68 is adopted in which the interactions are:

\[ V(r) = \frac{Z_1 Z_2 e^2}{r} + A \exp\left(-\frac{r}{\rho}\right) + B \exp\left(-\frac{r}{\sigma}\right) - C \frac{1}{r^6} \]  

(4-3)

As discussed in chapter 2, the first term in the potential describes the Coulombic interactions; \( r \) is the separation between two ions of charges \( Z_1 \) and \( Z_2 \) respectively; \( e \) is the charge on an electron. The second and third terms are short ranged repulsive interactions, parameterized by \( A, B \) (energy scales for the repulsive interactions), and \( \rho \) and \( \sigma \) (the range of the repulsive interactions). The last term is the attractive Van der Waals interactions characterized by \( C \). The parameters \( A, B, \rho, \sigma \) and \( C \) were fitted to experimental values of pertinent physical properties, including the lattice parameter, high frequency dielectric constant for \( \alpha \) and \( \gamma \) phases, and the cohesive energies. The details of the potential can be found in Jacobs and Mac Dónaill. 68 The potential parameters for the Bi-Bi, Bi-O, and O-O are given in Table 4-2. The polarizability of the ions can be accounted for via the shell model, 43 as discussed in Chapter 3; the atom consists of a shell of charge \( Y|e| \) which moves with respect to the massive core of charge \( X|e| \).
Table 4-2. Parameters for the short-range potential for $\delta$-Bi$_2$O$_3$ from Jacobs and Mac Donaill$^{68}$

<table>
<thead>
<tr>
<th></th>
<th>$A$ (eV)</th>
<th>$\rho$ (Å)</th>
<th>$B$ (eV)</th>
<th>$\sigma$ (Å)</th>
<th>$C$ (eV/Å$^6$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>O$^{2-}$ - O$^{2-}$</td>
<td>1290.0</td>
<td>0.3011</td>
<td>47683.4</td>
<td>0.14438</td>
<td>71.3</td>
</tr>
<tr>
<td>Bi$^{3+}$ - Bi$^{3+}$</td>
<td>15983.1</td>
<td>0.25643</td>
<td>3087441.4</td>
<td>0.10406</td>
<td>40.36</td>
</tr>
<tr>
<td>Bi$^{3+}$ - O$^{2-}$</td>
<td>323.0</td>
<td>0.41631</td>
<td>5745.0</td>
<td>0.27279</td>
<td>0.00</td>
</tr>
</tbody>
</table>

The shell and the core are attached by a harmonic spring with force constant $k$. In the presence of an internal or external electric field, the displacement of the shell with respect to the core describes the polarizability of the ion, given by equation 3-22. The values of $Y$ and $k$ are also taken from Jacobs and Mac Dónaill. For Bi$^{3+}$, $Y=-30.0$ and $k=6600.0$ eV Å$^{-2}$ and for O$^{2-}$, $Y=-3.0$ and $k=33.0$ Å$^{-2}$.

The simulation cell consists of a cubic arrangement of 4x4x4 non-primitive cubic unit cells, each cell containing four bismuth and six oxygen atoms for a total of 640 atoms. Periodic boundary conditions are applied in all three spatial directions. Before starting the simulation, the oxygen vacancies are randomly distributed on the tetrahedral sites. The time step of 0.05 fs is smaller than is typically used, so as to ensure good energy conservation in microcanonical ensemble simulations.

4.5 Results

4.5.1 Polarizability Indeed

Using shell model$^{43}$ MD simulation, it is possible to create artificial dopants in which the ionic polarizability can be varied while keeping the ionic radii constant, and vice-versa. Keeping one constant and varying the other can disentangle the individual effect of either. Figure 4-6 shows a plot of the ionic radii and calculated polarizabilities of corresponding ions. The radii of the ions are taken from Shannon$^{69}$ and the polarizabilities
are derived from the relationship between polarizability $\alpha$, and ionic radius $r$, (to account for Coulombic screening of outer electrons by $4f$ electrons) as given by Shirao et al.:\textsuperscript{70}

$$\alpha_\infty = -1.375 + 3.176r^3$$ (4-2)

Using this relationship, the plot illustrates that the dopants added to $\delta$-Bi$_2$O$_3$ have radius and polarizability considerably less than Bi.

Figure 4-6. Ionic radius and polarizability of different dopants added in $\delta$-Bi$_2$O$_3$. Both radius and polarizability of all dopants are considerably less than Bi.

Figure 4-7. Oxygen ion diffusion through two Bi ions (shown in blue). The displacement of electronic cloud by Bi ions facilitates oxygen diffusion.

To understand a physical effect of polarizability, a schematic representation of oxygen ion diffusion through two Bi ions is shown in Figure 4-7.
If Bi ions are polarizable, one can imagine that diffusion of a negatively-charged oxygen ions would be facilitated if the negatively-charged electronic cloud of Bi ions can displace itself away from the oxygen ion. With away electronic displacement, oxygen ion faces less repelling force and hence can easily diffuse through two Bi ions. Therefore, higher ionic polarizability may facilitate higher oxygen diffusion. This is characterized in the next section.

4.5.1.1 Polarizable and non-polarizable ions

Using MD simulation, two different systems distinguished by ionic polarizability are modeled. In one system, the ions (Bi and O in δ-Bi₂O₃) are kept fully polarizable, while in the other, both are treated as completely non-polarizable. A varying degree of polarizability can by understood from the schematic representation Bi ion in Figure 4-8. A rigid ion model in Figure 4-8 (a) represents a non-polarizable Bi ion with $\alpha_{Bi} = 0$. Figures 4-8 (b) and (c) represent weakly and strongly polarizable models of Bi ions respectively.

![Figure 4-8](image.png)

Figure 4-8. Gradually increasing Bi polarizability. A) non-polarizable, B) weakly polarizable and C) strongly polarizable.

In the presence of electric field, the electronic cloud of a non-polarizable model remains un-effected. In contrast, a weakly polarizable and a strongly polarizable models alter their electric fields corresponding to their degree of polarizability.
A fully-polarizable $\delta$-Bi$_2$O$_3$ model represents real $\delta$-Bi$_2$O$_3$, whereas, a non-polarizable system represents an idealized case of lower polarizable dopant system. In the simulations, the radii of the ions are kept constant in both systems. Mean square displacement (MSD) of the oxygen ions is used as the physical property to distinguish the effect of ion radii or polarizability on oxygen diffusion. MSD is related to diffusivity by the relationship given in equation 2-19. During the simulation, oxygen ions are the only ones that diffuse; since bismuth ions have no vacant sites for diffusion, they vibrate at their respective positions. The MSD profiles of oxygen in two systems are given in Figure 4-9. As expected, a fully-polarizable system ($\alpha_{\text{Bi}} = 2.85\text{Å}^3$ and $\alpha_{\text{O}} = 3.92\text{Å}^3$) allows continuous oxygen diffusion, as given by a linear MSD profile (Figure 4-9(a)).

Figure 4-9. Mean-squared displacement (MSD) of oxygen in polarizable and non-polarizable $\delta$-Bi$_2$O$_3$. A) Constant increase in MSD is observed in polarizable $\delta$-Bi$_2$O$_3$ compared with non-polarizable $\delta$-Bi$_2$O$_3$ where the diffusion stops after < 150 ps. B) A magnified view of the oxygen MSD in the non-polarizable $\delta$-Bi$_2$O$_3$.

In contrast, oxygen diffusion is very limited in the non-polarizable system. The oxygen atoms diffuse only for first few pico-seconds (< 150 ps) during which the system equilibrates. After equilibration, the oxygen diffusion essentially ceases as shown by the
plateau in the MSD plot (Figure 4-9 (b)). As characterized later in chapter 5, this rapid cessation of oxygen diffusion is a result of the development of a vacancy-ordered structure. By contrast, in the polarizable δ-Bi2O3, there is no such vacancy ordering on the time scale of MD simulations (0.5 nanoseconds). This qualitative difference in the behavior of the polarizable and non-polarizable systems clearly identifies the polarizability of the ions as being a determinant of the diffusion behavior.

4.5.1.2 Only-oxygen ions polarizable

To further distinguish the effect of the cation and anion polarizability, similar simulations are performed in which, one of the ions (either cation or anion) is treated as polarizable and other is treated as non-polarizable.

Figure 4-10. MSD of the oxygen ions in different systems with gradually increasing oxygen polarizability. Bismuth ions are kept non-polarizable. MSD profile matches with the Figure 4-9 (b) suggesting that oxygen polarizability has little effect on oxygen diffusion.
Figure 4-10 shows the MSD of the oxygen ions for the system where bismuth ions are treated as non-polarizable ($\alpha_{Bi} = 0$) and the oxygen polarizability is increased gradually in different systems. To put into context, $\alpha_{Bi} = 0$ Å³ means that the Bi ions are treated as rigid atoms and the electron cloud (or the shell in shell-model) does not respond at all to the electric field. In the same way, $\alpha_{O} = 0$ Å³ treats oxygen as a rigid atom. $\alpha_{O} = 3.92$ Å³ is the real oxygen polarizability observed experimentally. The MSD profile for various systems shows a similar behavior to that of the non-polarizable system in Figure 4-9 (b). Once the vacancy ordered structure is formed, the oxygen diffusion ceases after the system equilibrates and MSD reached a plateau. This illustrates that oxygen polarizability does not control oxygen diffusion. In contrast, when polarizability on ions is reversed, i.e., when bismuth ions are gradually polarized and oxygen ions are treated as non-polarizable, it reveals a different behavior.

### 4.5.1.3 Only-bismuth ions polarizable

A gradual increase in the bismuth polarizability gradually increases oxygen diffusion. Figure 4-11 shows oxygen MSD for the gradually increasing bismuth polarizability while keeping zero oxygen polarizability ($\alpha_{O} = 0$). The bottom-most line in Figure 4-11 is the MSD profile for the non-polarized bismuth system, which is same as seen above in Figure 4-9 (b). Gradually increasing the Bi polarizability increases the oxygen diffusion by a corresponding amount. The most polarizable (shown in red) bismuth system’s MSD matches with the fully polarizable system in Figure 4-9 (a). The simulations further indicate that there is a certain minimum ionic polarizability required to prevent vacancy ordering. In particular, below a critical polarizability, ordering takes place on an MD-accessible time scale, while for higher polarizabilities, there is
considerable diffusion, with no sign of vacancy ordering. This elucidates the reasoning behind the vacancy ordering observed experimentally when Bi$_2$O$_3$ is doped. Hence, this suggests that bismuth (cation) polarizability is most significant to oxygen diffusion.

Figure 4-11. MSD of the oxygen ions in different systems with gradually increasing bismuth polarizability. Here, oxygen ions are kept non-polarizable. MSD profile increases gradually as bismuth polarizability is increases. The most polarizable bismuth system matches with Figure 4-9 (a) suggesting that bismuth polarizability is important for high oxygen diffusion.

Taken together, simulations elucidate that high polarizable dopants should be considered for phase stabilization to achieve high conductivity.

4.5.2 Oxygen Diffusion Mechanism

In this section, the oxygen diffusion in a crystallographic direction in Bi$_2$O$_3$ is discussed. In a Bi$_2$O$_3$ unit cell, to occupy a vacancy, oxygen atoms can diffuse in three different directions, (a) $<100>$, (b) $<110>$ and (c) $<111>$. They are schematically shown in Figure 4-12. In Figure 4-12, any of the six oxygen atoms having sufficient activation
energy can make a jump to occupy either of the two available vacancies. In a unit cell, 
<100> is the shortest diffusion path (=0.5a₀), <110> has intermediate diffusion path 
length along the face diagonal of oxygen sub-lattice (√2/2 a₀) and <111> has the longest 
path length along the body diagonal of oxygen sub-lattice (√3/2a₀).

Figure 4-12. Possible oxygen diffusion directions. A) <100>, B) <110> and C) <111>.

Using MD simulations, the path of any migrating atom can be followed and the prominent diffusion direction can be statistically calculated. From multiple simulations, it is found that oxygen ion prefers to diffuse along <100> diffusion direction. A time averaged plot of Bi and O atoms in the unit cell is shown in Figure 4-13. A three-dimensional and a two-dimensional view of the unit cell are shown Figures 4-13(a) and 4-13 (b) respectively. The time-averaged path of all Bi atoms is shown in black color and all other colors represent oxygen atoms. The paths of all Bi atoms are limited around ideal Bi positions, thus illustrating only small atomic vibration with no diffusion jump. Similar to Bi atoms, the time-averaged path of five oxygen atoms, i.e., two shown in dark blue, one each in light blue and green, and one of the two in red show vibration at their corresponding sites. These five oxygen atoms do not diffuse for the MD time represented in this plot. The sixth oxygen atom in the unit cell undergoes two diffusion jumps marked as 1 and 2 and shown in pink and red lines respectively. In both diffusion processes,
oxygen jumps in $<100>$ direction. Two-dimensional view of these diffusion processes clearly show $<100>$ jumps.

4.6 Discussion

According to Boyapati et al., $\delta$-doped $\delta$-Bi$_2$O$_3$ forms an ordered structure below 600°C in which the vacancies tend to order in $<111>$ (occupational ordering), with concomitant oxygen displacement (positional ordering). The occupational and the positional ordering increase as smaller and less polarizable dopants (e.g., Yb$^{3+}$ and Er$^{3+}$) are added, which result in a decrease in the oxygen conductivity. These dopants have been observed to lead to shorter time constants for oxygen ordering than the time constants associated with bigger and more polarizable dopants, such as Dy$^{3+}$. In addition, for Dy$^{3+}$ doped systems Boyapati et al. did not observe complete ordering with ageing. This means that even at relatively low temperatures, the formation of vacancy ordered structure can be prevented by the presence of larger and more polarizable dopants. While the system simulated is different in that there are no dopants, the simulation results are
consistent with these experiments. The simulations show that polarizability is much more important for high conductivity. Further, the simulations for the fully-polarizable system show no indication of either kinds of ordering. In contrast, the non-polarizable system (the extreme limit of low polarizability; low polarizability ions Yb$^{3+}$ and Er$^{3+}$) produce both occupational and positional ordering in doped Bi$_2$O$_3$. Hence, MD simulation elucidates the reasoning behind loss of conductivity with time. The occupational ordering will be discussed (vacancy ordering) in Chapter 5. The implication of vacancy ordering on the structure will be discussed in Chapter 6 when the ions’ displacement from crystallochemical viewpoint is discussed. This constitutes positional ordering.

Oxygen diffusion direction was previously observed experimentally by Boyapati et al. Similar to observation made here, they also observed <100> direction as prominent oxygen diffusion direction. They further showed that exact oxygen path is not along straight <100> direction but is curved, i.e., the oxygen atom diffuses through the empty octahedral position in the center of the unit cell. However, results observed here are partly in agreement. The preferential diffusion is along <100> essentially along straight line with no indication of oxygen passing through octahedral site. It is important to mention here that this diffusion illustration is for the non-polarizable system (Figure 4-8(b)). The exact oxygen diffusion path in the simulated polarizable system could differ, i.e., might occur through octahedral site, as was the case in the systems considered by Boyapati et al.
CHAPTER 5
VACANCY-ORDERED STRUCTURE OF CUBIC BISMUTH OXIDE

5.1 Introduction

In the previous chapter, using MD simulation, it is found that the non-polarizability of ions leads to oxygen diffusion cessation. In this chapter, the implications of cessation on the structure of $\delta$-Bi$_2$O$_3$ is discussed. Evidently, the cessation is related to the ordering of the vacancies intrinsically present in $\delta$-Bi$_2$O$_3$. On the one hand, diffusing oxygen vacancies contribute to high oxygen diffusivity; however, on the other, their ordering limits it. In this chapter, the focus is on the non-polarized ionic system of $\delta$-Bi$_2$O$_3$ to elucidate the vacancy-ordering mechanism, and the structural changes that occur in $\delta$-Bi$_2$O$_3$.

Up to this point, MD is used to analyze the system. It has allowed to observe oxygen diffusion at high temperatures in a large system of atoms. However, it is well known that MD methods are intrinsically limited in their materials fidelity. By contrast, electronic structure methods, particularly density-functional theory (DFT) approaches are known to give a much better description of materials structure. Hence, in this chapter, both MD and DFT are used to provide further corroboration for the structure determined from MD simulations and experiments.

A non-primitive unit cell of $\delta$-Bi$_2$O$_3$ is shown in Figure 4-3 (b). Similar to fluorite crystal structure, bismuth ions form a FCC network and oxygen ions sit at the tetrahedral sites. As also mentioned previously, $\delta$-Bi$_2$O$_3$ has six oxygen ions instead of eight, leaving two vacant sites (vacancies). These vacancies can be at any of the eight available anion sites. If the vacancies were to form a simple ordered array, it would seem likely that they would order along <100>, <110> or <111> directions, i.e., <100> as first nearest
neighbors, <110> as second nearest neighbors, and <111> as third nearest neighbors. The structure of δ-Bi₂O₃ has therefore been a subject of considerable discussion, and various models have been put forward with particular interest focusing on possible ordering of vacancies.⁶₃,⁶₈,⁷₄,⁷₅,⁷₆

The Gattow model, posits equal possibility of tetrahedral site occupancy by oxygen ions, i.e., the oxygen sub-lattice is completely disordered and there is no preferential vacancy ordering (Figure 5-1 (a)). In contrast, according to the Sillen model the oxygen sub-lattice is completely ordered, i.e., vacancies are preferentially ordered in the <111> directions (Figure 5-1 (b)). These models are in complete disagreement to each other. Furthermore, they focus only on the site occupancy and do not discuss the possible oxygen displacements. The Willis model⁷⁴ accounts for such displacements that each oxygen ion is displaced from regular tetrahedral 8c site in <111> direction towards the face of the tetrahedron (Figure 5-1 (c)). In the unit cell, there are eight tetrahedral positions and each tetrahedron has four faces. There are therefore 32 equivalent positions (32f) to which oxygen ions can displace. Since, there are only six oxygen ions in the unit cell, it gives occupancy of 3/16. In this manner, the Willis model accounts for the oxygen displacement but lacks an accounting for the vacancy occupancy. Hence, in Figure 5-1 (c), only the displacement of oxygen in <111> direction towards one of the tetrahedron faces is shown, and not the positioning of vacancies. Hence, while the Willis model accounts for positional ordering (oxygen displacement), Gattow and Sillen models account for occupational ordering (vacancy ordering). Individually however, none of the three models are self-contained in describing the structure completely. Furthermore, these models do not discuss about the cation displacements.
Figure 5-1. Three different models of δ-Bi$_2$O$_3$. A) Gattow model – all sites have equal occupancy (in the schematic no vacancies are shown; equal probability is shown by oxygen in lighter color). B) Sillen model – vacancies order in $<111>$ direction. C) Willis model – Oxygen displaces in $<111>$ direction towards the face of the Bi tetrahedron. In (C), only the displacement of oxygen atoms is shown. Willis model does not account for the positioning of vacancies.

Recently, from analysis of neutron-diffraction experiments, Boyapati et al.$^{72}$ concluded that the vacancies in doped-Bi$_2$O$_3$ order along $<111>$ with additional ordering in $<110>$ direction, thus accounting for occupational ordering. Moreover, neutron scattering showed that the oxygen ions are displaced from the 8c sites, with the data refinement being consistent with displacement to the 32f sites.$^{72}$ This accounts for positional ordering. However, in contrast to these experiments, Walsh et al.$^{76}$ more recently reported from DFT calculations that the vacancies prefer nearest neighboring,
i.e., <100> ordering; they did not however explore the structure proposed by Boyapati et al. These results might not necessarily contradict each other because the experiments were performed on doped systems, while the DFT calculations were performed on pure δ-Bi₂O₃. However, by exploring only three possibilities, i.e., <100>, <110> and <111> and not the one observed by Boyapati et al., it appears that although <100> could be energetically the lowest among the three, but perhaps not the lowest structure of all.

This inconsistency is explored by comparing the experimentally consistent MD results with DFT calculations. It is found that the vacancy ordering in combined <110> and <111> predicted by experiments and MD simulation is consistent with DFT calculations (shown later). Moreover, the results in the previous DFT calculations by Walsh et al. were due to small system size (only one unit cell) considered for calculations. It is found that diffusion cessation in non-polarizable ionic system forms combined vacancy ordering and it is this ordering that is observed in experiments consistent with DFT. Therefore, in this chapter, use both MD simulations and DFT calculations to provide a unified view of the defect structure of cubic δ-Bi₂O₃.

5.2 Ordering of the Vacancies: MD Simulation

Recalling the MD simulation methodology, before starting the simulation, a 4x4x4 unit cell system was generated by randomly placing the vacancies with no site preference. All the atoms were also placed at the crystallographic positions. This structure was then equilibrated at high temperature to allow oxygen diffusion. After only few oxygen jumps, the structure thus obtained after oxygen diffusion (in the tail end of Figure 4-9(b)) is the one that is analyzed here.
5.2.1 Neighboring Vacancies of a Vacancy

For the purpose of this analysis, the vacancies are assumed to sit at the crystallographic site (8c) of the missing oxygen atom. The vacancy sub-lattice is then defined by the pattern of ordering of the vacancies. To understand the nature of this ordering, the focus is on the vacancy-vacancy neighbors. A pair distribution function (PDF), averaged over all vacancies, for the neighboring vacancies of a vacancy is given in Figure 5-2. Because the vacancies are randomly placed in the initial structure (non-equilibrated structure) the resulting PDF in Figure 5-2(a) is exactly what one would expect from a statistical analysis of such a random structure, with peaks at all the cubic neighbor distances of 0.5, 0.707, 0.866, 1.0\(a_0\) etc., with heights in accord with statistical expectations.

![Figure 5-2. Vacancy-vacancy pair-distribution function. A) Non-equilibrated structure. B) equilibrated structure.](image)

As is evident from Figure 5-2(b), the equilibrated structure is very different. The PDF of each individual vacancy is identical to that shown in Figure 5-2(b), demonstrating that all
vacancies are crystallographically identical to each other. Particularly important is the absence of peaks at 0.5a₀ and 1a₀; this indicates that there are no vacancy-vacancy nearest neighbors along <001>. On the other hand, every vacancy has three vacancy neighbors in the <110> directions. These <110> vacancies form an equilateral triangle with the central vacancy (CV) at the center, as shown in Figure 5-3. In addition, there are two vacancies in the <111> directions normal to the plane of <110> vacancies, and in opposite directions relative to the CV (Figure 5-3). Hence, the structure of δ-Bi₂O₃ has a combined ordering of the vacancies in <110> and <111> directions.

![Figure 5-3](image)

Figure 5-3. A central vacancy (CV) is surrounded by three <110> vacancies and two <111> vacancies. This is a repeating configuration of the vacancies throughout the system.

This vacancy ordering mechanism is consistent with the “occupational ordering” observed in neutron scattering experiments⁷³ of doped δ-Bi₂O₃. Recalling the result from Walsh et al. where <100> was suggested to be the prominent vacancy-ordering mechanism, the high temperature equilibration MD simulations show that in fact <100> does not exist at all. Instead a combination of other two ordering directions is prevalent.
5.2.2 Continuous Ordered Structure of Vacancies

Neighboring vacancies do not form clusters but a continuous network throughout the system both in <111> and in <110> directions. To represent the continuous network of <110> vacancies, the oxygen sub-lattice is focused. Since, there are three <110> vacancy neighbors of a vacancy, continuous chains of vacancies are present in all three <110> directions. Two such chains are shown in Figure 5-4(a). Two of the three <110> vacancy neighbors of every vacancy are shown here; the third neighbor is in the direction normal to the plane of the figure. The network formed by the <111> ordered vacancies is shown in Figure 5-4(b).

Figure 5-4. A continuous network of vacancies in the oxygen sub-lattice. A) Two parallel chains of <110> network of vacancies (shown in orange) connected by <111>-ordered vacancies (shown in blue). B) <111> network of vacancies creating an open channel through the system.
This continuous network of vacancies in $<111>$ is simultaneously present in all the four families of $<111>$ directions. The $<111>$ network of vacancies acts as a connection between two parallel chains of $<110>$. As a result, one ordering network is directly connected to another. It is important to recognize that although there are open channels of vacancies available for easy oxygen diffusion along the $<111>$ network, the oxygen diffusion is limited by preferential oxygen diffusion in $<100>$ directions. Because a combined ordering in $<110>$ and $<111>$ is not possible in a single unit cell, a $2\times2\times2$ system of unit-cells is required to observe the complete ordering phenomenon. This is the reason that while working with only one unit cell, Walsh et al. did not observe this combined ordering mechanism.

Figure 5-5. A $2\times2\times2$ fluorite superstructure with a combined vacancy ordering in $<110>$ and $<111>$ directions. A) Simulation. B) Experiment (reproduced from reference 75). The vacancy-ordering mechanism from MD simulation agrees with experiment.
The 2x2x2 fluorite-related superstructure determined from simulations is shown in Figure 5-5; this superstructure is completely consistent with the structure determined from the analysis of electron and neutron diffraction experiments.\textsuperscript{72}

5.2.3 Expansion and Contraction of the Tetrahedron

Although there are numerous ways in which the structure of $\delta$-Bi$_2$O$_3$ can be visualized, it is particularly instructive to consider the tetrahedron formed by four bismuth atoms. Each of these tetrahedrons encloses either an oxygen atom or a vacancy. Every Bi atom sits at the corner of eight tetrahedron, six of which contain oxygen atoms, two of which contain vacancies. The Bi-Bi inter-atomic distances are different in the two cases. Figure 5-6 shows the Bi-Bi PDF for the equilibrated system.

![Figure 5-6. Bi-Bi pair distribution function. Two different first nearest neighbors distances are represented by the first two peaks of equal height.](image)

There are two distinct nearest-neighbor distances, corresponding to Bi-Bi separations of 0.67$a_0$ and 0.76$a_0$ in comparison to one 0.707$a_0$. If there is an oxygen atom inside the tetrahedron (Figure 5-7(a)) then four out of the six Bi-Bi inter-atomic distances are short (0.67$a_0$) while two are long (0.76$a_0$). The short bonds are shown by full lines...
whereas the long bonds are shown by broken lines. On the other hand, if there is a vacancy inside the tetrahedron (Figure 5-7(b)), all the six Bi-Bi inter-atomic distances are long. The volume of the empty tetrahedron is thus larger than that of the full tetrahedron; this is physically very reasonable since the oxygen ion has strong attractive Coulombic interactions with the Bi ions surrounding it. When an oxygen atom and the vacancy are juxtaposed, the two tetrahedrons share a longer Bi-Bi distance between them (Figure 5-7(c)).

![Figure 5-7. Tetrahedron expansion and contraction due to a vacancy and an oxygen atom, respectively. A) Oxygen present inside the tetrahedron. Oxygen-tetrahedron has four short and two long Bi-Bi interatomic distances. B) Vacancy inside the tetrahedron. Vacancy-tetrahedron has all six long Bi-Bi interatomic distances. C) A vacancy tetrahedron juxtaposed with an oxygen tetrahedron share a long Bi-Bi interatomic distance.](image)

### 5.3 Density Functional Theory (DFT) Calculations of the Structure of Bi₂O₃

In this section DFT is used to provide further corroboration for the structure determined from experiment and from the MD simulations.

#### 5.3.1 DFT Methodology

Vienna *Ab initio* Simulation Package (VASP) is used for these calculations. In particular, the GGA exchange-correlation functional in PW91 form is used. The projector augmented wave method (PAW) was applied to the core electrons (Bi
A plane wave cutoff of 500eV was used with a k-points grid of 6*6*6 for systems containing 1x1x1 non-cubic unit cells and 3*3*3 k-points grid for 2x2x2 systems. The positions of the atoms were optimized such that the force on each atom had converged to less than 0.0005 eV/Å. Periodic boundary conditions were applied in all the three directions.

5.3.2 Vacancy Ordering

Walsh et al.\textsuperscript{76} have recently used DFT to examine defect-ordered structures in $\delta$-Bi$_2$O$_3$. As a check on the implementation, these calculations are repeated with vacancies aligned in the <100>, <110> and <111> (see Figure 5-8). These calculations require a simulation cell containing only a unit-cell of two Bi$_2$O$_3$ stoichiometric units, i.e., a total of 10 atoms. The geometry optimization was performed using the experimentally obtained lattice parameter of 5.644 Å.\textsuperscript{82}

![Figure 5-8. Possible vacancy-ordering mechanisms in $\delta$-Bi$_2$O$_3$. A) <100> B) <110> and C) <111>.](image)

The lattice parameter, the a/c value, cell volume and the relative energies were found to be in quantitative agreement with the previously published results. In particular, in agreement with the Walsh et al.,\textsuperscript{76} it is found that <100> and <110> vacancy-ordered structures show a tetragonal distortion whereas the <111> vacancy-ordered structure
maintains cubic symmetry. The relative energy differences are also consistent, predicting <100> ordered as the most stable structure. However, this result is in disagreement with the earlier analyses both from theory\textsuperscript{68,83} and experiments.\textsuperscript{75,84} This work has extended the DFT work by examining a simulation cell containing 2x2x2 unit cells. Simulations, with <100>, <110> or <111> ordering showed the same energy trends as for the 1x1x1 systems.

Table 5-1. Relative stability of the ordered structures in 2x2x2 system.

<table>
<thead>
<tr>
<th>Ordering</th>
<th>Relative Energy (eV/Bi)</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt;100&gt;</td>
<td>0.000</td>
</tr>
<tr>
<td>&lt;110&gt;</td>
<td>0.066</td>
</tr>
<tr>
<td>&lt;111&gt;</td>
<td>0.542</td>
</tr>
<tr>
<td>&lt;110&gt; &lt;111&gt;</td>
<td>-0.225</td>
</tr>
</tbody>
</table>

The energy of the structure predicted by the MD simulations and obtained from the analysis of the experiments, i.e., the network of <110> and <111> ordering is also calculated. As Table 5-1 shows, this combined ordering in <110> and <111> is significantly lower in energy than any of the three previously considered structures.

5.3.3 Bonding and Charge Distribution

To characterize the bonding in the system, the electron density in the structure is examined. The electron density contour maps for the individually ordered structures in <100>, <110> and <111> were found to be consistent with those shown by Walsh et al.\textsuperscript{76} It is useful to examine the structure from the perspective of the Bi ion, which is in an octahedral environment with respect to the oxygen-vacancy sub-lattice. Walsh et al. found that when the vacancies are in a <100> or <110> arrangement, the Bi electron lone-pair charge is directed towards the vacancies. By contrast, when the vacancies are in a <111> arrangement, no lone pair is formed and the charge is essentially evenly distributed around the Bi ion.
Figure 5-9. Two kinds of Bi-centered oxygen sub-lattice cubes are present in the combined vacancy-ordered structure. A) Bi surrounded by <110> vacancy ordering. B) Bi surrounded by <111> vacancy ordering.

The distribution of the electron lone-pair charge in the combined vacancy ordered structure, i.e., <110> and <111>, maintains an analogous charge distribution to that observed in the individual vacancy ordered structures.

Table 5-2. Bi-O bond length in Bi-centered <110> and <111> vacancy-ordered oxygen sub-lattice

<table>
<thead>
<tr>
<th>Bi – O (Å)</th>
<th>&lt;110&gt;</th>
<th>&lt;111&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bi – O5, Bi – O6</td>
<td>2.303</td>
<td>2.426</td>
</tr>
<tr>
<td>Bi – O1, Bi – O2</td>
<td>2.399</td>
<td></td>
</tr>
<tr>
<td>Bi – O3, Bi – O4</td>
<td>2.559</td>
<td></td>
</tr>
</tbody>
</table>

However, in the combined vacancy-ordered structure, there are two different environments around the Bi atoms, with some Bi atoms surrounded by <110> ordered vacancies and some by <111> ordered vacancies (i.e., in the arrangements shown in Figures 5-9(a) and 5-9 (b)). As a result, there are varying bond lengths (Table 5-2) and different electron lone-pair charge distributions (Figure 5-10). The charge distribution is represented in two (110) planes perpendicular to each other, both passing through the central bismuth ion. All of the Bi-O bonds are of equal length as shown in Table 5-2.
Figure 5-10. Electron lone-pair charge around two different Bi-centered cubes. One of the perpendicular (110) planes in the oxygen sub-lattice is shown for both <111> and <110> vacancy-ordered Bi-centered cubes. A) In <111> vacancy-ordered oxygen sub-lattice, the electron lone-pair charge is equally distributed. B) All four Bi-O bond lengths are same. C) <110> vacancy-ordered oxygen sub-lattice; electron lone-pair charge is directed toward the vacancies. D) Shorter and longer pairs of bond lengths predicting the distorted oxygen sub-lattice with an evidence of lesser bonding between Bi-O3 and Bi-O4. (Contour levels are between 0.0 e/Å³ (red) and 0.4 e/Å³ (pink).

Due to the symmetric ordering of vacancies in <111> cubic sub-lattice (Figures 5-10(a) and 5-10(b)), the electron lone-pair charge is equally distributed to form the Bi-O
bonds. In contrast, the Bi centered <110> ordered oxygen sub-lattice has different bond lengths, which occur in pairs. The two perpendicular (110) planes for <110> ordered sub-lattice are shown in Figure 5-10(c) and 5-10(d). The plane containing the two vacancies here (in Figure 5-10(c)) has a Bi-O bond length that is the same as in the <111> ordered oxygen sub-lattice.

However, in the perpendicular plane (Figure 5-10(d)), two of the Bi-O bonds are shorter and two are longer thus distorting the Bi centered <110> oxygen sub-lattice. As expected, there is a directional distribution of the electron lone-pair charge towards the vacancies. In this distorted sub-lattice, there is further an evidence of weaker bonding between the Bi-O5 and Bi-O6.

5.3.4 Electronic Structure of Vacancy-Ordered δ-Bi2O3

Due to two different vacancy-ordered environments around the Bi ions, there are different Bi-O bond lengths. The ionicity of the ions and the surrounding atomic environment affects the bond length. The charge distributions associated with the Bi and O ions are characterized using Bader charge analysis\(^\text{85,86}\) of the electronic structure determined from DFT (Table 5-3). If Bi$_2$O$_3$ were fully ionic, the Bi and O ions would have formal charges of +3e and -2e respectively. Instead, Bader charge analysis shows that the Bi ions inside <111> ordered vacancies have a DFT atomic charge of +2.1232e while the Bi ions inside <110> ordered vacancies have a charge of +2.8411e.

<table>
<thead>
<tr>
<th>Vacancy-ordering environment</th>
<th>Ion</th>
<th>Charge (e)</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt;111&gt;</td>
<td>Bi</td>
<td>+2.1232</td>
</tr>
<tr>
<td>&lt;110&gt;</td>
<td>Bi</td>
<td>+2.8411</td>
</tr>
<tr>
<td></td>
<td>O</td>
<td>-1.77</td>
</tr>
</tbody>
</table>

Table 5-3. Electronic charge on the ionic species.
While Bi ions with charge $+2.84\ e$ is very similar to the valence charge of $+3$ and show ionic character, the Bi ions with charge $+2.12\ e$ is significantly deviated and hence shows a degree of covalency. The charge on the O ions is $-1.77e$. Numerically, the deviation of the DFT atomic charge from the formal charge gives the amount of charge associated with covalent bonding.

It is useful to characterize the charge distribution from the perspective of the Bi tetrahedra (Figure 5-11(a)). As shown in Figure 5-11(b), each oxygen ion present inside the tetrahedron is bonded to three Bi ions of higher ionic charge $+2.84e$, and one of more “covalent character: charge $+2.12e$.

Figure 5-11. A) A tetrahedra in the unit cell. B) Each bismuth tetrahedra is formed by three Bi (surrounded by $<110>$ ordered vacancies of charge $2.84e$ and one Bi (surrounded by $<111>$ ordered vacancies) of charge $2.12\ e$. All four Bi-O bonds are of different lengths.

The four different bond lengths observed previously in Table 5-2 are shown here. All four Bi-O bonds inside the tetrahedra have different lengths. The tetrahedral configuration of Bi ions is same even around the vacancies.
5.4 Discussion

According to Lar rif and Theobald, oxygen diffusion in $\delta$-Bi$_2$O$_3$ occurs in the direction of the lone pair of electrons. DFT calculations in this thesis predict the existence of a directional lone pair of electrons when Bi has vacancy neighbors in the <110> direction, and an isotropic electron distributions in Bi has vacancy neighbors in the <111> direction. It appears that the electronic charge distribution plays a significant role in limiting the diffusion. Since a covalent bond is directional and difficult to break, it is speculated that the covalent Bi–O bond is the limiting factor in the oxygen diffusion in the vacancy ordered system. As such, it is anticipated that variations in the covalent Bi-O bond characteristics might be the key crystallochemical variable chiefly responsible for tailoring the ionic conductivity of bismuth oxide based electrolytes. A corresponding argument may well be applicable to ZrO$_2$ and CeO$_2$ based electrolyte materials.
CHAPTER 6
CRYSTALLOGRAPHIC ANALYSIS OF THE STRUCTURE OF CUBIC BISMUTH OXIDE

6.1 Introduction

In the previous chapter, it is found that a 2x2x2 superstructure is required to completely define the vacancy ordering mechanism (occupational ordering) in \( \delta \)-Bi\(_2\)O\(_3\). Due to the ordering, it is observed that there are two different kinds of Bi ions surrounded by different vacancy ordering environments for which the bonding environments from charge-distribution viewpoint is established. In this chapter, the structural distortion that occurs due to the vacancy ordering, i.e., the positional ordering (displacement) of the oxygen ions and the cation displacements (which have until now remained subtle in the wide literature on \( \delta \)-Bi\(_2\)O\(_3\)) is established. A systematic crystallographic analysis of the vacancy-ordered structure of pure \( \delta \)-Bi\(_2\)O\(_3\) is also presented.

This Chapter begins by presenting a schematic of the 2x2x2 superstructure followed by the space group of \( \delta \)-Bi\(_2\)O\(_3\), which due to the vacancy ordering differs from the conventional fluorite space group. This will lead to the discussion on the consequent ionic displacements and structural distortion in the sub-structures.

6.2 Schematic Representation of the Structure of \( \delta \)-Bi\(_2\)O\(_3\)

As a way to begin describing the 2x2x2 superstructure which contains 32 Bi atoms and 48 O atoms, the plane views of the structure obtained from DFT simulation are presented along the (100), (010) and (001) in Figure 6-1. All the columns of cations contain cations that are displaced from the column axis. However, there are certain cations, which do not move with respect to the positions of an ideal double fluorite structure. For example, cations #'s 1, 5, 9 and the cations behind them in Figure 6-1(a) do not displace when viewed from either of the planar directions. On the other hand,
some cations such as, #3 and 7 which are not displaced in the (100) plane (Figure 6-1(a)) are in fact displaced along (001), as can be seen from the other perspectives.

Figure 6-1. The 2x2x2 fluorite-related superstructure viewed from three different planes. A) [100], B) [010] and C) [001]. Bi ions are shown in gold and oxygen ions are shown in red.

Figure 6-2. Layered sequence of the structure of δ-Bi₂O₃ along [001] direction showing the relative displacement of the bismuth ions with respect to the original fluorite positions and the distortion of the oxygen sub-lattice.

Furthermore, it is found that the cations move in pairs in different directions. For instance, when viewed from one of the planes (e.g., Figure 6-1(a)), a (010) displacement
of the cations (atoms # 2 & 27 or 12 & 37) is followed by a displacement in (001) (e.g., atoms # 4 & 29 or 39 & 14).

In Figure 6-2, a layer sequence of the structure along the <001> direction is presented using the same convention as Galasso\textsuperscript{88} when describing the pyrochlore structure (another fluorite-related 2x2x2 superstructure). Schematic shows relative displacement of the bismuth ions relative to the exact fluorite positions (shown in grey). The oxygen ions are also displaced from their respective fluorite positions. The layered positioning of the oxygen and vacancies are shown in Figure 6-3. The oxygen displacements are not shown here.

![Figure 6-3](image)

Figure 6-3. Layered sequence of the oxygen sub-lattice along [001] in 2x2x2 $\delta$-Bi$_2$O$_3$. The displacements of the ions are not shown. Oxygen ions are shown in red and vacancies are shown in white.

The above schematics, Figures 6-1 and 6-2, show exact positions of the cations and anions in the 2x2x2 fluorite-related structure of $\delta$-Bi$_2$O$_3$. Figure 6-3 shows the arrangement of vacancies in different planes. These schematics give an overview of the structure of $\delta$-Bi$_2$O$_3$. Due to the vacancies’ ordering and ionic displacements, the structure differs from the ideal fluorite space group.
6.2.1 Space Group Analysis

In agreement with experiments, the DFT simulations predict a defect-derivative fluorite crystal structure with ordering in the unoccupied anion sites in the <110> and <111> directions.

The space group of an ideal fluorite cubic structure is Fm$\bar{3}$m (225). In $\delta$-Bi$_2$O$_3$, the overall cubic symmetry is maintained. However, the lattice parameter is very close to twice that of normal fluorite structures: 11.19761 Å as determined from the DFT calculations. The unit cell contains 16 Bi$_2$O$_3$ stoichiometric units rather than two as in the fluorite unit cell. The experimentally reported lattice parameter of a unit-cell of $\delta$-Bi$_2$O$_3$ is 5.644 Å,$^{82}$ which corresponds to 11.288 Å for the 2×2×2 superstructure. This DFT error of 0.8% may be taken as representative of the degree of quantitative accuracy that can be expected in the analyses below. The superstructure lowers the symmetry to space group of Fm$\bar{3}$ (202). It is important to recall that Fm$\bar{3}$ is a maximal non-isomorphic t-subgroup of Fm$\bar{3}$m, where all translational symmetry is maintained but the order of the point group is reduced (from 48 to 24).$^{18}$ In essence, Fm$\bar{3}$ is derived from the Fm$\bar{3}$m in that the 4-fold rotation along <100> is reduced to a 2-fold rotation, and that the 2-fold rotation along <110> and the associated perpendicular mirror planes are lost. The reduction in the 4-fold rotation to 2-fold rotation is due to the displacement of the Bi ions in <100>. However, this loss in symmetry is neither a consequence of the vacancies nor their ordering. The resulting space group parameters of the $\delta$-Bi$_2$O$_3$ are presented in Table 6-1. This superstructure contains three crystallographically distinct Bi sites, Bi(1)
at 4a, Bi(2) at 4b and Bi(3) at 48h, and two crystallographically distinct O sites, O(1) and O(2), both at 96i.

Table 6-1. Space group parameters of superstructure of $\delta$-Bi$_2$O$_3$ determined from density functional theory under the GGA-PAW approximation.

<table>
<thead>
<tr>
<th>Atom</th>
<th>Wyckoff Position</th>
<th>x</th>
<th>y</th>
<th>z</th>
<th>Occupancy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bi (1)</td>
<td>4a</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>1.00</td>
</tr>
<tr>
<td>Bi (2)</td>
<td>4b</td>
<td>0.5000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>1.00</td>
</tr>
<tr>
<td>Bi (3)</td>
<td>48h</td>
<td>0.2500</td>
<td>0.2229</td>
<td>0.0000</td>
<td>0.50</td>
</tr>
<tr>
<td>O (1)</td>
<td>96i</td>
<td>0.1279</td>
<td>0.0962</td>
<td>0.1460</td>
<td>0.25</td>
</tr>
<tr>
<td>O (1)</td>
<td>96i</td>
<td>0.4038</td>
<td>0.1460</td>
<td>0.1279</td>
<td>0.25</td>
</tr>
</tbody>
</table>

Taking the occupancy into account, the superstructure is comprised of 32 cations and 48 anions, i.e., 16 formula-units per unit cell (Z=16). In the case of the cation, there are two different sites each of multiplicity four, Bi(1) and Bi(2), and one site of multiplicity 48, Bi(3). The occupancy of Bi(1) and Bi(2) sites is 1.0 and of Bi(3) is 0.5. There are thus 64 anion sites available in the structure, of which 48 are occupied by oxygen ions equally distributed on the two crystallographically different sites, O(1) and O(2); the remaining 16 sites are unoccupied (vacancies). The crystallographic sites of 1/8 of the superstructure are represented in Figure 6-4. As reference points, the conventional oxygen fluorite positions (8c in ideal fluorite) are shown in black in Figure 6-4; however, these points do not correspond to ion positions in the superstructure. Each of these fluorite oxygen positions is surrounded by three O(1) or O(2) sites, only one of which is occupied at any given time. The oxygen atoms are displaced from the ideal 8c Wyckoff position to 96i. To maintain the stoichiometry, only six oxygen anions are present in each 1x1x1 sub-unit; there are also two vacancies per sub-unit.
Figure 6-4. Crystallographic sites of the space group Fm$ar{3}$m (202). 1/8 of the 2x2x2 superstructure is shown here. Bi(1) and Bi(2) have an occupancy of 1.0. The Bi(3) sites have an occupancy of 0.5 with only one of the two of nearby available Bi(3) sites being filled at any given time. In the oxygen sub-lattice, for every oxygen fluorite position (black) there are three possible oxygen positions, only one of which is filled either by O(1) or O(2). Color scheme: Bi(1) are shown in brown, Bi(2) in violet, Bi(3) in orange, O(1) in red, O(2) in blue and exact (8c) oxygen position in black.

These displacements arise to accommodate the crystallochemical imbalance resulting from the unoccupied sites (vacancies). Further, since the vacancies are ordered, these displacements are also arranged in an ordered manner.

6.2.2 Bond Lengths

Bond lengths are briefly discussed in the previous chapter. In this chapter, they are discussed in detail with the illustration of the implications on the structural distortion. The bond lengths predicted by DFT are presented and then compared with the estimates from the other, more approximate, method. The relationship between the different bond lengths and the vacancy ordering is also presented.
6.2.2.1 Bond lengths from DFT calculations

As discussed in the Introduction, the structure of $\delta$-Bi$_2$O$_3$ combines vacancy ordering in <110> and <111> directions. To characterize the bonding in the structure, it is useful to first examine the structure from the perspective of the Bi ions. The Bi ions are in an octahedral environment with respect to the oxygen-vacancy cubic sub-lattice, i.e., the Bi ions are at the centers of O ion cubes. In the combined vacancy-ordered structure, the Bi ions sit in two different environments, the Bi(1) and Bi(2) ions have vacancy neighbors in the <111> directions (Figure 6-5), while the Bi(3) ions have vacancy neighbors in the <110> directions (Figure 6-6).

6.2.2.2 Cation displacements in the <111> vacancy ordered oxygen sub-lattices

For the <111> vacancy ordered oxygen sub-lattice, each Bi(1) and Bi(2) ion is surrounded by six O(1) and O(2) ions respectively (Figure 6-5). As shown in Table 6-2, all the Bi(1)-O(1) and Bi(2)-O(2) bond lengths are identical.

Figure 6-5. <111> vacancy ordered oxygen sub-lattice. Bi(1) present inside the O(1) sub-lattice. All Bi-O bond lengths are 2.426 Å, all O-O distances are 3.138 Å and all O-O-O angles are 72.276°. Similarly, Bi(2) is present inside O(2) oxygen sub-lattice and the sub-lattice has the same geometry.

Moreover, as discussed previously, this uniformity in bond lengths is reflected in the electronic degrees of freedom, with the charges between Bi(1)-O(1) and Bi(2)-O(2)
being equally distributed.\textsuperscript{89} This equivalence in the positions of the oxygen ions ensures that the Bi(1) and Bi(2) ions do not move from their crystallographic sites at the center of the cube. These are those non-displaced Bi ions previously discussed in Figure 6-1. Furthermore, all nearest neighbor O-O separations are 3.138 Å. However, the equal Bi-O bond lengths do not ensure a perfect-cubic (angles = 90°) oxygen sub-lattice. Rather, all the O-O-O angles in the sub-lattice are 72.276°, a very significant deviation from cubic.

\textbf{6.2.2.3 Cation displacements in the <110> vacancy ordered oxygen sub-lattice}

The oxygen ions in the <110> vacancy ordered sub-lattice are not all in crystallographically equivalent positions. In this sub-lattice, of the six oxygen ions surrounding each Bi(3), three are in O(1) sites and three in O(2) sites. As a result, the <110> oxygen sub-lattice is heavily distorted and has three different Bi-O bond lengths (see Table 6-2). One of the twelve possible <110> vacancy ordered oxygen sub-lattices is shown in Figure 6-6(a). In this sub-lattice, there are three O(1) ions, marked as O(1) 1, O(1) 3 and O(1) 6 and three O(2) ions, marked as O(2) 2, O(2) 4 and O(2) 5. There are three different Bi-O bond lengths that occur in pairs; each pair contains two crystallographically different oxygen ions. In Figure 6-6(a), the Bi(3)-O(1) 6 and Bi(3)-O(2) 5 bond lengths are 2.303 Å. Similarly, the Bi(3)-O(1) 1 and Bi(3)-O(2) 2 bond lengths are 2.399 Å, while the Bi(3)-O(1) 3 and Bi(3)-O(2) 4 bond lengths are 2.559 Å. A consequence of the non-equivalence of the oxygen ions and <110> vacancy ordering is that the central Bi(3) ion is displaced from its ideal positions (shown by dotted arrow in Figure 6-6(a)) by 0.3036 Å in one of the <100> directions away from the face of the distorted cube containing the vacancies. In contrast to the simpler geometry of the <111>
the <110> sub-lattice is heavily distorted with these differing bond lengths also resulting in dissimilar O-O-O angles (Figure 6-6(b)).

Figure 6-6. <110> vacancy-ordered oxygen sub-lattice. A) Bi(3) present inside the oxygen sub-lattice formed by three O(1), three O(2) and two vacancies. There are three different pairs of Bi-O bond lengths: Bi(3)-O(1)6 and Bi(3)-O(2)5 = 2.303 Å, Bi(3)-O(1)1 and Bi(3)-O(2)2 = 2.399 Å, Bi(3)-O(1)3 and Bi(3)-O(2)4 = 2.559 Å. The dotted arrow shows Bi(3) displacement in <100> direction by 0.3036 Å away from the plane containing the vacancies and solid arrows on O(2)5 and O(1)6 show the oxygen displacement in a direction close to <110>. B) Schematic showing the geometrical values of the distorted <110> oxygen sub-lattice. Only O-O distances and O-O-O angles are shown; those involving a vacancy are not shown.

6.2.2.4 Anion displacement

The DFT calculations show a preferential-directional displacement of all of the oxygen ions. The structural analysis shows that every oxygen ion displaces in the direction of the two first nearest vacancies ordered in <110>, as shown by the solid arrows in Figure 6-6(a). These two vacancies provide considerable open space in the structure, into which the ions can relax. The result is that both oxygen ions displace from the fluorite site by a magnitude of \(x = 0.235, y = 0.322\) and \(z = 0.033\) Å, resulting in a total displacement of 0.4 Å in a direction close to, but not exactly parallel to, <110>.  

O-O distances: \(a = c = 3.145\) Å, \(b = 3.138\) Å
6.2.2.5 Bond lengths from Shannon radii

There are several standard ways to estimate the bond lengths in ionic materials, including analysis of the Shannon radii.\textsuperscript{69} In this sub-section section the value of Shannon radii method for analyzing Bi\textsubscript{2}O\textsubscript{3} is assessed.

The bond lengths calculated from the radii given by Shannon\textsuperscript{69} are based on the coordination environment. In ideal structures without defects, the bond lengths predicted by Shannon radii are quite accurate.\textsuperscript{69} However, in the presence of defects or vacant lattice sites, as in the $\delta$-Bi\textsubscript{2}O\textsubscript{3} structure, the bond lengths can either deviate from the expected values or sometimes can provide only incomplete information, as is found to be the case in the following analysis.

Every cation in an ideal fluorite structure is coordinated with eight anions. However in $\delta$-Bi\textsubscript{2}O\textsubscript{3}, each Bi\textsuperscript{3+} ion is coordinated with only six oxygen ions, the other two anion sites being vacant. According to the Shannon radii,\textsuperscript{69} $r_{\text{Bi}}^{3+}(\text{VI}) = 1.03$ Å, $r_{\text{Bi}}^{3+}(\text{VIII}) = 1.17$ Å and $r_{\text{O}}^{2-}(\text{IV}) = 1.38$ Å. This yields estimates of the Bi(VI)-O of 2.41 Å. This estimated bond length is actually very close to the Bi-O bond length of 2.424 Å in the non-distorted $<111>$ ordered oxygen sub-lattice. Interestingly, although six coordinated, the DFT calculations yield Bi-O bond lengths in the $<110>$ sub-lattice as 2.559 Å, which is very close to the Bi(VIII)-O bond length of 2.55 Å. Hence, in this case the Shannon radii predictions are in close agreement with some Bi-O bond lengths given by DFT, but not others.

6.2.2.6 Sub-unit Cell Distortion

Thus far, it is characterized that ionic displacements of both Bi and O ions from their ideal fluorite positions are induced by the vacancies in $\delta$-Bi\textsubscript{2}O\textsubscript{3}. As a consequence,
the structure is distorted locally. In this section, these local distortions from the perspective of the FCC network of Bi ions are characterized.

Figure 6-7. Distortion in the superstructure. A) Two interpenetrating FCC networks in 2x2x2 superstructure. B) A non-distorted cubic FCC network formed by four Bi(1), four Bi(2) and six Bi(3) cations. C) A distorted FCC network formed by twelve Bi(3); the other two cations can be either both of same Wyckoff number or different (Bi(1), Bi(2)). The corners of the non-distorted FCC network are formed by Bi(1) and Bi(2) whereas those of distorted FCC network are formed by Bi(3) cations. For clarity, oxygen ions are not shown. Color scheme - Bi(1) in brown, Bi(2) in violet and Bi(3) in orange.

As Figure 6-7(a) shows, the Bi network can be considered either as an FCC network with Bi(1) and Bi(2) ions in the eight corners and Bi(3) ions of the six phases, or as a network with Bi(3) ions at the eight corners and on four of the six faces, the remaining two faces being occupied by a Bi(1) and a Bi(2) ion. These two distinct, interpenetrating FCC networks are shown in Figure 6-7(a). The difference between the two networks can be characterized by the shape of the boxes defined by the corner Bi ions.
Table 6-2. Bi-O bond lengths in the <110> and <111> vacancy ordered sub-lattice. The two <111> vacancy ordered sub-lattices has Bi(1) and Bi(2) ions surrounded by six O(1) and six O(2) ions respectively. The <110> vacancy ordered sub-lattice has three O(1) and three O(2) ions surrounding each Bi(3) ion.

<table>
<thead>
<tr>
<th></th>
<th>&lt;111&gt;</th>
<th>(Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bi(1) – O</td>
<td>O(1)</td>
<td>2.426</td>
</tr>
<tr>
<td>Bi(2) – O</td>
<td>O(2)</td>
<td>2.426</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>&lt;110&gt;</th>
<th>(Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bi(3) – O</td>
<td>O(1) 5, O(2) 6</td>
<td>2.303</td>
</tr>
<tr>
<td></td>
<td>O(1) 1, O(2) 2</td>
<td>2.399</td>
</tr>
<tr>
<td></td>
<td>O(1) 3, O(2) 4</td>
<td>2.599</td>
</tr>
</tbody>
</table>

Recalling that the Bi(1) and Bi(2) ions sit at the ideal fluorite sites, the box defined by these ions, Figure 6-7(b), is a perfect cube with the Bi-Bi second nearest neighbor distance being half the lattice parameter, 5.5988 Å. By contrast, the FCC network defined by the Bi(3) ions in the corners, which are displaced by 0.3036 Å along <100> as shown in Figure 6-7(c) is distorted. In Figure 6-7(c), the Bi-Bi distance between ions 2 and 20 and between ions 4 and 21 is not affected by the displacement and remains 5.5988 Å, as is in the undistorted Bi(1)-Bi(2) FCC sublattice. However, the anti-parallel displacement of the columns of ions has the consequence that the distance between ions 2 and 4, and between ions 20 and 21 ions increases to 5.6316 Å. (Similar anti-parallel displacements occur between ions 2 and 15 and between ions 20 and 18.) These displacements distort the box such that while α remains 90° β and γ deviate significantly, taking the value of 96.18°. Each 2x2x2 superstructure contains an equal number of these distorted FCC networks oriented along crystallographic axis. Thus, despite these distortions, due to the anti-parallel displacements in all three crystallographic axis, the overall system is cubic.

In the distorted FCC network, 12 of the 14 cations are Bi(3) ions with the remaining two being either Bi(1) or Bi(2). Depending on the choice of the Bi(3) FCC network, both of the non-displaced ions could be at their Wyckoff positions or one could
be in a Bi(1) site and the other in Bi(2) site. In the non-distorted FCC network (Figure 6-7 (b)), 8 out of the 14 Bi FCC ions are non-displaced, i.e., four each from Bi(1) and Bi(2); the remaining six are Bi(3).

Battle et al.\textsuperscript{90} also postulated a similar kind of FCC network to the non-distorted network that has been presented here. In the Y\textsubscript{2}O\textsubscript{3}-Bi\textsubscript{2}O\textsubscript{3} system, they expected Bi\textsuperscript{3+} to occupy all Bi(3) positions (as also seen here), whereas, the rest of the positions at the corners of the unit cell (see Figure 6-7(a)) could be occupied either of Y\textsuperscript{3+} and Bi\textsuperscript{3+}. In their analysis, they did not, however, distinguish between the non-distorted and the distorted networks.

6.2.2.7 Comparison with Bixbyite Structure

The bixbyite structure displays Ia\textsuperscript{3} space group symmetry with a cell formula M\textsubscript{32}O\textsubscript{48} consisting of 32 cations, 48 anions and 16 vacant anion sites. The cations occupy 8a and 24d sites at 0, 0, 0 and \(x\), 0, 0.25 respectively and the anions occupy 48e sites at \(x\), \(y\), \(z\). It is interesting to notice that while the vacancy-ordered structure of \(\delta\)-Bi\textsubscript{2}O\textsubscript{3} very closely resembles that of the bixbyite structure, it is actually distinct.

On the one hand, the vacancies and the cations have similar crystallographic positions and the vacancies have same site occupancy in both the structures, thus, resulting in the same ordering of vacancies. Using coordination defect theory, Bevan and Martin\textsuperscript{91} have recently shown 3D vacancy networks in \(<110>\) directions in bixbyite Mn\textsubscript{2}O\textsubscript{3}. These vacancy networks are connected by \(<111>\) vacancy linkages. This is identical to the \(<110>-<111>\) vacancy in Bi\textsubscript{2}O\textsubscript{3}.\textsuperscript{75,89} The cations show similar crystallographic characteristics in both the structures. In particular, in each structure there
are 8 non-displaced and 24 displaced cations. Further, the vacancy environment around two different cations remains the same (Figures 6-5 and 6-6).

On the other hand, the anion positions in the two structures are different, arising from different displacements relative to the cation positions. To elucidate these differences, a DFT simulation starting with Bi$_2$O$_3$ arranged in the bixbyite structure is performed. During the relaxation, the O ions move considerably; the final structure is that originally obtained structure for $\delta$-Bi$_2$O$_3$ with space group symmetry Fm$\overline{3}$. It is quite possible that the differences in the anion sublattice, responsible for the difference between the two structures, arises from the lone pair electrons of Bi, that are absent in other cations crystallizing in bixbyite structures.

**6.3 Relation to Experiment**

The issue of the overall nature of the defect ordering is addressed first. MD simulations show that the high polarizability of Bi ions leads to continuous diffusion in the system. As a result the combined <110>-<111>-ordered defect structure does not become locked in. The simulations further show that the presence of non-polarizable or weakly polarizable cations does result in the ordered defect structure being produced, and that it has a structure that is consistent with that found in the experimental analysis of doped Bi$_2$O$_3$ by Wachsman et al.$^{75}$ It is this structure that is analyzed here and it can be considered as the prototype for the structure present in the doped system. It is thus appropriate to place the crystallographic analysis in the context of the experimental results for doped systems.

**Anion Displacement: Positional Ordering from DFT**
Anion displacement and vacancy ordering in $\delta$-Bi$_2$O$_3$ has long been a subject of discussion, with several contradictory models being presented. A detailed discussion of these models can be found in Boyapati et al.\cite{73} Here the issue of doped Bi$_2$O$_3$ is addressed, i.e., the anion displacement within the defect ordered structure. Based on neutron-diffraction data, Willis et al.\cite{74} presented an oxygen sub-lattice model (anion cubic sub-lattice) in which all the anions were suggested to be displaced in $<111>$ directions, i.e., a displacement from regular tetrahedral site, $8c$ ($\frac{1}{4}, \frac{1}{4}, \frac{1}{4}$), to an interstitial site, $32f$ (0.3, 0.3, 0.3). Battle et al.\cite{84} suggested a similar displacement in pure Bi$_2$O$_3$. In Y$_2$O$_3$-Bi$_2$O$_3$\cite{84,92} however, they found that a higher concentration of yttria decreased the concentration of $<111>$ displaced anions, with some evidence of $<110>$ anion displacement. By contrast, the experiments by Boyapati et al. have, however, found that in the displacement occurs in $<111>$ directions; they did not observe any signature of $<110>$ displacement. An increased concentration of less polarizable dopants (Y$^{3+}$ compared to Dy$^{3+}$) increases the number of $<111>$ displaced anions. As Boyapati et al.\cite{73} point out, the difference between their results and those of Battle et al. may be due to the fact that their samples were not aged while those of Battle et al. were aged. DFT calculations also reveal anion displacement that are close to but not exactly along $<110>$, and the observations in this thesis are thus are to a large extent consistent with the results of Battle et al.\cite{90,92}

The actual defect structure of $\delta$-Bi$_2$O$_3$, which is only stable at high temperature, has not been fully characterized. While it is possible that this structure, evolving through diffusion, is not related to the ordered structure inherent to the doped systems, it also seems reasonable that at any single instant in time for any small region of the crystal, the
structure would strongly resemble one the crystallographically equivalent variants of the
defect-ordered structure. Further structural characterization and simulation are required to
resolve this issue.

6.4 Discussion

MD simulations and DFT calculations are consistent with experiments in that \( \delta \)-
\( \text{Bi}_2\text{O}_3 \) has a 2x2x2 fluorite-related superstructure with a combined vacancy ordering in
\(<110>\) and \(<111>\) directions. It is shown that vacancies lead to significant structural
changes, particularly, the ionic displacements. Battle \textit{et al.}\textsuperscript{84} reported the comparison
between the displacement of the cations in pure \( \delta \)-\( \text{Bi}_2\text{O}_3 \) and \( \text{Y}_2\text{O}_3 \) doped \( \delta \)-\( \text{Bi}_2\text{O}_3 \). In the
pure \( \delta \)-\( \text{Bi}_2\text{O}_3 \) the cations were found to be present at the exact crystallographic
positions.\textsuperscript{84} By contrast, in the doped \( \delta \)-\( \text{Bi}_2\text{O}_3 \) cations were displaced in \(<x00>\) directions.
Similar cation displacements in \(<x00>\) directions are also found here.

Further analysis shows that the displacement of the cations is correlated with the
ordering of the vacancies around them. All cations, which are displaced have an ordering
of the vacancies in \(<110>\) around them. By contrast, all non-displaced cations have
vacancies ordered in \(<111>\) directions. All the cations that displace in either of the
directions, i.e., [100], [010] or [001] move by 0.3036 Å from their crystallographic
positions.

Given the partial occupancies of some anion and cation sites, and the vacancy
ordering previously described, Table 6-1 fully describes the atomic and vacancy
arrangement. The previous analysis\textsuperscript{72,73} of neutron diffraction data within the fluorite
space group considered three possible positions for the oxygen ions 8c, 32f and 48i sites
within the fluorite space group. The refinement identified the 32f sites as being most
consistent with the data. The analysis of the positions derived from the simulation is based on the 2x2x2 fluorite superstructure and identifies the oxygen ion positions as occupying the 96i sites. The results of these experiments showed that not only was there “occupancy ordering” where vacancies aligned along <111> and <110>, but that there was also “positional ordering” where the oxygen ions were displaced in <111> from the normal tetrahedral 8c site to interstitial 32f sites.\(^{72,73}\) In the current simulation study the oxygen sites are indexed with respect to the 2x2x2 Fm\(\overline{3}\) space group, which has a larger number of equivalent sites. Thus, the Fm\(\overline{3}\)m 32f site is analogous to the 96i in the Fm\(\overline{3}\) structure. The physical displacement from the 8c sites to the 32f sites in the Fm\(\overline{3}\)m space group implies an equal possibility of displacements along the faces of the coordination tetrahedron or the <111> directions. However, in the Fm\(\overline{3}\) space group, due to the doubling of the unit cell to 2x2x2, displacements from the ideal tetrahedral position (which is 32f in this space group rather than 8c) to the 96i sites represent in-plane displacements within the \{111\} planes, i.e., the oxygen ions are displaced towards the edges of the coordination tetrahedron. Due to lower symmetry of the superstructure, for a given oxygen ion, displacement is not possible towards all six edges of the tetrahedron but only towards three of them.\(^{93}\) As such, by taking into consideration the doubling of the unit cell, the superstructure presented here represents and captures the correlated anion and cation displacements in even more detail.

### 6.5 Conclusion and Outlook

In Chapters 4, 5 and 6 a detailed characterization of the structure of \(\delta\)-Bi\(_2\)O\(_3\) from molecular-dynamics and electronic level simulations is presented that enabled a complete crystallographic analysis. MD simulations have shown that atomic polarizability is very
important in the oxygen diffusion. Low polarizability leads to a combined ordering of the vacancies in <110> and <111> directions; high polarizability leads to a disordered lattice and sustained diffusion. The equilibrated vacancy ordered structure determined from MD simulations is consistent with the order of energies determined from DFT calculations. Crystallographic analysis shows that a 2x2x2 superstructure is required to fully describe the vacancy ordered structure of $\delta$-Bi$_2$O$_3$, the crystallographic parameters of which are given.

From the electronic structure viewpoint, it is shown that the charge distribution plays a very important role. Due to two different kinds of vacancy environments around Bi atoms, the Bi atoms bond differently with O atoms. It is found that Bi forms covalent-character bond when vacancies are symmetrically ordered in <111> direction. In contrast it maintains high ionic character bind when vacancies are ordered in <110> direction. It is speculated that because covalent bond is directional and difficult to break, it is the limiting factor in oxygen diffusion. The cessation of the oxygen diffusion is a consequence of the bond formation.

Finally, although this work has laid the foundations in understanding the structure of pure $\delta$-Bi$_2$O$_3$, it is important to understand the mechanisms of diffusion and the difference in the doped systems like YSZ and doped CeO$_2$ to fully characterize the fluorite-based materials.
CHAPTER 7
RADIATION DAMAGE IN MGO

7.1 Nuclear Energy

7.1.1 Nuclear Power

A large amount of energy can be released by the disintegration of an atom. In the year 1911, Ernest Rutherford, brought this to attention from the decay of radium and stated:94

“This evolution of heat is enormous, compared with that emitted in any known chemical reaction... The atoms of matter must consequently be regarded as containing enormous stores of energy which are only released by the disintegration of the atom.”

In the last hundred years, science has come a long way by developing a good understanding of the nuclear fission reactions. It is recognized that a wise use of nuclear energy has immense potential to be a part of the solution to the energy crisis; the most significant nuclear energy contribution being in producing electricity. Currently there are 443 nuclear power plants operating throughout the world that account for 15% of the global electric power generation. With nuclear reactors becoming safer95 and with increasing technological understanding, this sustainable energy-production source can be relied upon more. Moreover, with a degrading environment and depleting fossil fuel resources, the world is hard-pressed to advance in this technology.

7.1.2 Challenges for Materials Science

While the understanding on nuclear reactions has been put to applications in nuclear reactors for the last 50 years, we still face enormous challenges from a materials science viewpoint. Two most fundamental challenges are, (a) improving radiation tolerance of fissionable materials to improve fuel life inside the reactor, (b) safer disposal
or recycling of the nuclear waste. The first problem is relatively less worrisome than second, for which, we still have no scientific long-term solution.

The nuclear waste consists of radioactive materials that emit different kinds of harmful radiations. Materials such as $^{233}$U and $^{239}$Pu have long half-life period of 160,000 and 24,100 years.\(^9\)\(^6\) In addition, minor actinides radioactive such as $^{237}$Np, $^{241}$Am, $^{243}$Am and $^{244}$Cm are produced in the nuclear fission reaction and a pose direct threat to environment, not only by radiation but also by mixing with the underground water. Consequently, in pursuit of preventing the environment degradation from carbon-based fuels, all of a sudden one has to worry about the pollution due to their alternatives.\(^9\)\(^7\)

Two strategies are broadly envisioned for dealing with nuclear waste: recycling of spent nuclear fuel and direct disposal into a repository. The first strategy involves reprocessing of the nuclear fuels to reclaim U and Pu for the fabrication of mixed oxide fuel (MOX). The actinides can be incorporated into an inert matrix fuel (IMF). After a once-through burn-up, the MOX and IMF would be sent to a geological repository. The second strategy involves direct disposal of the spent fuel in a geological repository. The U, Pu and actinides would be stored in materials such as zircon\(^9\)\(^8\) and fluorite-based materials\(^9\)\(^9\) that are resistant to damage due to radiation emitted by these radioactive materials. These can then be deposited in the geological repositories. Both these strategies are still under research and much needs to be understood, particularly from the radioactivity viewpoint, before they can be widely applicable.

7.2 Radioactivity

From Coulomb’s Law, the positively charged protons in the nucleus should repel each other and the nucleus should rapidly fall apart. However, at distances smaller than $10^{-15}$ m, the protons and neutrons are bound together by a powerful attractive force called
the strong nuclear force, which keeps the nucleus together. This force is independent of the charge on the species. As the number of protons increases inside the nucleus, to maintain its stability, the number of neutrons also increases. For low atomic number elements, the number of neutrons is approximately equal to the number of protons. However, for higher atomic number elements even more neutrons are required to stabilize the nucleus (e.g., $^{59}_{27}$Co, $^{60}_{28}$Ni). However, eventually for elements with very high atomic number, even the increased number of neutrons is no longer able to provide such stability. Hence, to gain stability, the nucleus can disintegrate by radiation. This process of disintegration is known as radioactive decay. $^{235}_{92}$U, $^{239}_{94}$Pu are common elements that disintegrate through radioactivity. There are four kinds of radiation decay by which a nucleus can disintegrate: alpha ($\alpha$) decay, beta ($\beta$) decay, gamma ($\gamma$) decay and neutron decay.

### 7.2.1 Alpha ($\alpha$) Decay

When a nucleus disintegrates by emitting an alpha particle ($^4_2$He), the process is known as alpha decay. Equation 7-1 describes the alpha decay of $^{239}_{94}$Pu.

$$^{239}_{94}Pu \rightarrow ^{235}_{92}U + ^4_2He$$

In the $\alpha$-decay, the parent nucleus ($^{239}_{94}$Pu) is different from the daughter nucleus ($^{235}_{92}$U). Hence, one chemical element is converted into another. The binding energy liberated due to the reaction is converted into kinetic energy of the alpha particle and the daughter nucleus. Alpha particles usually have kinetic energy of ~5 MeV and mean free path length of ~32 µm. Because of their small path length, they can be stopped by a sheet of paper and hence are not harmful to human tissue, unless inhaled.
7.2.2 Beta (\(\beta\)) Decay

Beta decay occurs if a nucleus is unstable due to too many protons or neutrons. The excess neutrons or protons transform into other nucleon, changing the neutron to proton ration and stabilizing the nucleus. There are three types of beta decays such as beta-minus decay, beta-plus decay and electron capture.

In the beta-minus decay, a neutron transforms into proton, and emits an electron called as beta minus particle (\(\beta^{-}\)) and an electron-antineutrino (\(\bar{\nu}_{e}\)). A beta-minus decay can be represented as:

\[
{^1}_0n \rightarrow {^1}_1p + _0^0\beta + \bar{\nu}_e
\]  

(7-2)

In the beta-plus decay, a proton changes into neutron by emitting a positron (\(\beta^{+}\)) and an electron-neutrino (\(\nu_e\)). The positron is similar to electron but has an opposite charge to electron. The reaction can be given as:

\[
{^1}_1p \rightarrow {^1}_0n + _0^0\beta + \nu_e
\]  

(7-3)

The third type of beta decay is electron capture. In this decay, a proton captures an orbiting electron and transforms into a neutron while emitting a neutrino. The electron capture decay can be represented as:

\[
{^1}_1p + _0^0e \rightarrow {^1}_0n + \nu_e
\]  

(7-4)

In all types of beta decay, the parent nucleus has a different atomic number than the daughter nucleus. Equation 7-5 gives a common process of all three types of beta decay occurring in \(^{126}_{52}\)Te and \(^{126}_{55}\)Cs. Both these elements are short-lived radioactive nuclides.

\[
^{126}_{52}Te \rightarrow^{126}_{53}I \rightarrow^{126}_{54}Xe \rightarrow^{126}_{55}Cs
\]  

(7-5)
7.2.3 Gamma (γ) Decay

In γ-decay, a nucleus changes from a higher energy state to a lower energy state releasing energy in the form of packets of electromagnetic radiation known as gamma rays. These rays are the most intense and penetrative among all. In gamma decay, the number of protons and neutrons remain same.

7.2.4 Neutron Capture

In this radioactive process, a nucleus captures a neutron and forms an excited nucleus.\(^\text{101}\) The excited nucleus then emits gamma rays and returns to the normal state. A neutron capture reaction can be represented by equation 7-6.

\[ ^1_0 n + ^{238}_{92} U \rightarrow ^{239}_{92} U^* \]

\[ ^{239}_{92} U^* \rightarrow ^{239}_{92} U + \gamma \quad (7-6) \]

A target nucleus, \(^{238}_{92} U\), captures a neutron and forms \(^{238}_{92} U^*\), which is an excited state of \(^{238}_{92} U\). It is an important process in the production of \(^{239}_{94} Pu\) in reactors.

7.3 Nuclear Fission

In a nuclear fission reaction, a nucleus divides into two fragments (of smaller nuclei) and three neutrons. A typical fission reaction of \(^{235}_{92} U\) can be given as:

\[ ^1_0 n + ^{235}_{92} U \rightarrow ^{144}_{56} Ba + ^{89}_{36} Kr + 3n_0 \quad (7-7) \]

For every neutron involved in the nuclear reaction, three new neutrons are produced that further cause fission reactions, in process, setting up a chain reaction. Hence, nuclear fission reactions can be self-sustaining reactions. The fission products have very high kinetic energy; their slowing down is the main mechanism of heat production in the reactor. The energy obtained from a nuclear reaction can be roughly estimated by using the equation \(E=mc^2\). For equation 7-7, the energy produced can be estimated as:
\[ E = [m(^{235}U) - m(^{144}Ba) - m(^{89}Kr) - 2m_n]c^2 = 173\, MeV \] (7-8)

Considering other reactions such as kinetic energy of beta rays, energy of gamma rays, energy of neutrinos and the energy associated with the delayed neutrons, the total energy of a fission reaction of \(^{235}U\) is approximately 195 MeV per fission event.\(^{101}\) This energy is much higher than energy from normal chemical reaction which involve energy transfer of \(~5-10\) eV.

7.4 Radiation Damage

In a nuclear reactor, with all of the above mentioned processes occurring simultaneously, during the fuel’s lifetime, large amount of fission products (10\%) are accumulated and the fuel undergoes 2000 – 3000 displacements-per-atom (dpa),\(^{102}\) thus causing gross changes in the microstructure of the nuclear materials such as formation of voids and cracks. In addition, the crystalline nature of the materials is also damaged due to the creation of vacancies and interstitials, collectively known as Frenkel Pairs (FPs), thus limiting the lifetime of the fuel. Similar processes also occur in nuclear waste. The by-products (or nuclear waste) undergo radiation through \(\beta\)-decay of fission products (\(^{137}Cs\) and \(^{90}Sr\)) and \(\alpha\)-decay of actinides (U, Np, Pu, Am and Cm). While \(\beta\)-particles produce very low energy recoil nuclei and \(\gamma\)-rays, \(\alpha\)-decay produces high-energy \(\alpha\) particles (4.5 to 5.5 MeV) and energetic recoil nuclei (70 to 100 keV) along with \(\gamma\)-rays. Due to their high energy, \(\alpha\)-particles undergo elastic collisions and the cascade effect displaces several thousand atoms, thereby creating FPs. Furthermore, due to the longer half-lives of actinides, \(\alpha\)-decay is generally dominant at longer times.\(^{103}\) Understanding the physical and chemical processes due to the consequence of radiation damage, both inside the nuclear reactor and in the repository conditions, is necessary to improve the
performance of the fuel in the reactor and to produce long-lasting storage materials that can sequester radioactive materials/rays from the environment for thousands of years.

The radiation damage phenomena take place at very small time scales (< $10^{-12}$ s), which makes it difficult to understand them from experiments. Molecular dynamics (MD) simulation is an easy and informative method of calculating the atomistic damage, both chemical and physical. In this thesis, MD has been extensively used to elucidate the atomistic phenomenon occurring due to radiation damage.

### 7.4.1 Standard Radiation Damage Methodology Using MD Simulation

Atomic-level simulation has long provided important insights into the fundamental processes associated with radiation damage.\textsuperscript{104,105,106,107,108}

In particular, simulations have shown themselves to be capable of capturing two important phases of radiation damage. First, the “ballistic phase” involves the formation of the collision cascade arising from the high-energy “primary knock-on atom” (PKA) (or the recoil of alpha particle causing atomic displacements). This phase typically lasts only a few picoseconds, its net effect being the generation of FPs and small point-defect clusters.\textsuperscript{109} Second, the “kinetic phase” captures the diffusion-controlled dynamical evolution of these FPs and clusters, their annihilation, and the formation of larger long-lived defect clusters. The evolution of FPs during these two phases is represented in Figure 7-1. During the ballistic phase, a sudden increase in the defects is represented by a rising curve (Figure 7-1(a)). The number of defects reaches a maximum (shown by peak) during this phase. At the same time, the high kinetic energy (KE) of the PKA is converted into potential energy (PE) of the defects (Figure 7-1(b)). In Figure 7-1(b), the peak-time in the number of defects (also same in Figure 7-1(a)) matches with the peak-time in the PE, thus illustrating the conversion of PKA KE to maximum PE of defects.
Figure 7-1. Two phases of radiation damage. A) Evolution of defects during the ballistic and kinetic phase. B) Distribution of kinetic energy (KE) and potential energy (PE) during the evolution of defects. Number of defects in (A) is a magnified view of defects’ curve in (B).

Figure 7-2. Typical Frenkel pair (FP) defects during radiation damage using PKA. A) Defects formation during the ballistic phase. B) Left-over defects during the kinetic phase.

This phase lasts only for few picoseconds after which, the FPs recombine and annihilate.

The fall in the number of defects (and PE) represents the recombination of the FPs.

During this time, a gradual transition from the ballistic phase to the kinetic phase takes
place. During the kinetic phase, most of the energy has been dissipated throughout the system (in the simulation, a thermostat is used to dissipate the energy) and the left-over defects diffuse to either recombine or form cluster. Schematics of the defects during the ballistic phase and kinetic phase are shown in Figure 7-2.

Large number of defects in Figure 7-2(a) represents the peak during ballistic phase. Figure 7-2(b) represents the leftover defects during the kinetic phase. Most of the defects created during the ballistic phase recombine and annihilate. Thus, it is this kinetic phase that determines the long-time, experimentally accessible behavior of the material: while the recombination events promote radiation tolerance, the cluster-formation process produces the irreversible damage that degrades materials performance and ultimately limits lifetime.

Previous simulations of collision cascades followed by rather long temperature-accelerated dynamics (TAD) simulations\textsuperscript{107,110} have shown that the defect evolution during the kinetic phase is largely independent of the detailed nature of the initial damage created during the ballistic phase, suggesting that on a longer time scale, the role of the ballistic phase in the cascade simulation is mostly to introduce non-equilibrium point-defects into the system.

### 7.4.2 Kinetically-evolving Irradiation-induced Defects Method

Standard collision cascade radiation-damage simulations involving a PKA introduce only rather a small number of such point defects into the system. Thus a key question is whether these simulations are able to produce the wide range of defect environment present in experiments. Moreover, because it has been shown for some ionic systems, such as UO\textsubscript{2}, that the initial propagation direction of the PKA has little effect on the ultimate defect evolution,\textsuperscript{111} it appears that, at least in some cases, a rather complete
understanding of defect recombination, annihilation at sinks and clustering can be obtained by focusing on the kinetic phase alone. While standard radiation-damage MD simulations using the PKA approach capture the formation of the defects, they are not ideal for capturing the longer-time evolution of the systems. Most importantly, typically they are not long enough in duration to allow the formation of complex defect structures.

Here an approach is described that, by circumventing the ballistic-phase entirely, allows a much wider range of different defect environments to be explored. In this method, at the beginning of each simulation, a specified number of point defects (FPs) are created in a high-temperature equilibrated system. To avoid uninteresting and spontaneous interstitial-vacancy recombination events, the vacancies and interstitials are separated by a distance greater than the recombination radius. The system is then let to equilibrate at a high temperature and the diffusion-controlled kinetic evolution of the system is followed.

It can be argued that this method results in unrealistically large concentrations of defects. While this may be true when averaged over time and space, statistically it can be expected that such high defect concentrations will on occasion be generated over some spatial region. Moreover, the resulting defect structures, unlike rapidly recombining point defects, can have a significant role in determining the true radiation performance of the material.

This approach does not replace cascade simulations aimed at elucidating the effects of experimental conditions, such as the mass, energy and dose of the incident species on initial defect production. Rather, it is complementary in that it aims to capture more comprehensively the wide range of defect processes and kinetically evolving defect
environments that are rather insensitive to the details of specific cascade events. This approach allows to observe defect evolution under different defect environments and reveals the governing mechanism in the radiation tolerance.

In application to MgO as a model material, it is demonstrated that this approach replicates the defect clusters seen in the full cascade simulation followed by the TAD simulation. More importantly, it exposes a novel, previously unidentified intricate cluster-formation mechanism that involves not only the original, radiation-induced FPs but also formation of new “structural” FPs as a lattice response that stabilizes the larger clusters. This approach thus offers a simple, computationally straightforward and physically transparent way of elucidating the kinetic interplay among defect recombination, annihilation at defect sinks, and clustering in the development of radiation damage.

7.4.3 Materials Under Study

In this study, MgO and UO₂ are chosen to understand the radiation damage in ionic materials. MgO is chosen as a model material to prove the fidelity of the new method. It is motivated by the availability of previous simulations by Uberuaga et al. of relatively low PKA-energy (0.4-5.0 keV) cascade simulations that revealed that most of the FPs formed in the ballistic phase recombine during the kinetic phase. Those FPs that did not recombine were seen to evolve kinetically to form highly-stable clusters, their size ranging from di-interstitials to a maximum of seven ions. Particularly noteworthy is the fact that these clusters were not formed during the ballistic phase but as a consequence of interstitial diffusion during the kinetic phase in which the defects diffused long distances and were not confined to the region affected by the initial ballistic cascade.
From the technological viewpoint, MgO is a widely used as engineering material and is generally very well understood both experimentally and computationally. Furthermore, robust MgO empirical potentials are available that capture point defects phenomenon very well. UO$_2$, on the other hand, is a key component for fission reactors in nuclear-fuel rods. Understanding radiation damage in UO$_2$ is important to enhance the fuel performance. Also, since it has a fluorite crystal structure, it also serves as a model material to understand the radiation damage in the envisioned fluorite-related host materials$^{99}$ for the nuclear waste. This chapter illustrates radiation damage in MgO where, not only the new radiation damage methodology is demonstrated but also the key cluster-formation mechanisms in MgO are revealed, which have not been known before. In Chapter 8, radiation damage and clustering processes in UO$_2$ are revealed.

### 7.5 Interatomic Potential and MD Simulation

Our MgO single-crystal simulation cell consists of 20x20x20 cubic rocksalt unit cells, containing 64,000 ions. Periodic boundary conditions are applied in all three directions. The time step of 0.5 fs ensures good energy conservation in tests in the NPE ensemble. The short-range (mainly repulsive) interionic interactions are described by Lewis and Catlow’s$^{112}$ rigid-ion Buckingham-type potential. The long-range electrostatic interactions are evaluated via direct-summation method$^{38}$ with spherical truncation at the cut-off radius of 8.139 Å. The zero-temperature lattice parameter thus obtained is $a_0=4.1986$ Å. All defect simulations are carried out in the NPT ensemble at 1000 K (the melting temperature of MgO for the potential used here is $\sim 3250$ K)$^{113}$ At 1000 K, both Mg$^{2+}$ and O$^{2-}$ interstitials are highly mobile, whereas the corresponding vacancies are completely immobile on the MD time scale.
7.6 Results

At the beginning of each simulation, a specified number of FPs is randomly distributed throughout the system; to ensure their stability, i.e., to minimize uninteresting and spontaneous recombinations, the interstitials and vacancies are initially separated by a distance of at least $5a_0$. Because they cannot mutually annihilate, there is no constraint on the vacancy-vacancy or interstitial-interstitial distances; thus some are actually quite close to each other. In order to elucidate the nature and mechanism of defect clustering during the kinetic phase, two distinct types of starting configurations are considered. In the first, FPs are only inserted into either the Mg or the O sub-lattice, but not both; in the second, equal numbers of FPs are inserted into both sub-lattices.

7.6.1 FPs Only on One Sublattice

Initially, 100 FPs of Mg are created and the system is allowed to thermally equilibrate at 1000 K. After 2450 ps, only 18 Mg FPs are present. The schematic evolution of the defects on Mg sublattice is shown in Figure 7-3. The initially created 100 Mg FPs eventually recombine by interstitial-vacancy recombination. No Mg interstitial clustering is observed; as is shown below, this is due to the absence of oppositely-charged O FPs. Similarly, 100 FPs were created on the O sub-lattice. As in the case of the Mg FPs, eventually complete annihilation takes place with no clustering occurring on O sub-lattice due to the absence of the Mg FPs (Figure 7-4). In a conventional collision-cascade simulation it is, of course, not possible to selectively create defects on only one of the sub-lattices; this demonstrates a unique aspect of this approach in understanding the defect evolution. These simulations provide a baseline against which to compare the results of simulations of FPs on both sub-lattices.
Figure 7-3. Evolution of FPs on Mg sublattice. Snapshots taken at A) t=0 and B) t=2450 ps showing the evolution at T = 1000 K of 100 FPs initially introduced on Mg sublattice. Of the initially 100 Mg FPs in (A), only 18 Mg FPs are left behind in (B). Dark green and orange spheres represent Mg interstitials and vacancies; eventually all Mg FPs recombine and annihilate.

Figure 7-3. Evolution of FPs on O sublattice. Snapshots taken at A) t=0 and B) t=2450 ps showing the evolution at T = 1000 K of 100 FPs initially introduced on O sublattice. Of the initially 100 Mg FPs in (A), only 26 Mg FPs are left behind in (B). Red and blue spheres represent O interstitials and vacancies. Eventually all O FPs recombine and annihilate.

7.6.2 FPs on Both Sublattices

Next, equal numbers of FPs are simultaneously inserted into both the Mg and O sub-lattices. This scenario corresponds to electron radiation commonly used to produce single vacancies and interstitials.\textsuperscript{114} It also resembles the situation at the end of the ballistic phase of a collision-cascade radiation-damage simulation. Figure 7-5 shows two
snapshots taken again at (a) t=0 and (b) t=2450 ps for a system containing initially 100 FPs on each of the two sub-lattices. Compared to the case of Mg or O FPs only, this annealing simulation reveals much less interstitial-vacancy recombination but, instead, significant interstitial aggregation into clusters. This aggregation starts quickly by the formation of highly mobile di- and tri-interstitials. Identical di- and tri-interstitial clusters were observed in the lower-temperature, combined collision-cascade and TAD simulations by Uberuaga et al.\textsuperscript{107,110}

![Figure 7-5. Snapshots taken at A) t=0 and B) t=2450 ps showing the evolution at T = 1000 K of 100 FPs initially introduced into each of the two sub-lattices. Of the initially 100 Mg and 100 O FPs in (A), 72 Mg and 76 O FPs are still present in (B).](image)

While nearly all of the Mg\textsuperscript{2+}-O\textsuperscript{2-} di-interstitials combine to form larger clusters, only a few of the tri-interstitials (of both kinds: Mg\textsuperscript{2+}-O\textsuperscript{2-}-Mg\textsuperscript{2+} and O\textsuperscript{2-}-Mg\textsuperscript{2+}-O\textsuperscript{2-}) aggregate to form larger clusters; the others maintain their individual tri-interstitial identity. Both the tri-interstitial and the larger-sized interstitial clusters are found to be very stable in that they survive to the end of the simulation at 2450 ps.

During this annealing simulation, the majority of FP annihilation events by vacancy-interstitial recombination occur very quickly (within the first 50 ps), during
which period each of the defect types is fairly evenly distributed in space. Once
interstitials aggregate into clusters, the likelihood of further vacancy-interstitial
recombination quickly decreases in favor of cluster growth by interstitial capture. Any
remaining single interstitials therefore quickly disappear from the system; in fact, after
about 2000 ps, virtually no individual interstitials are left. This is quantified in Figure 7-
6, which compares the number of Mg$^{2+}$ interstitials present in a system with FPs only on
the Mg sub-lattice with a system with FPs on both sub-lattices.

![Graph](image)

Figure 7-6. Total number of Mg FPs present in the simulation cell vs. time when the
system is initialized with Mg defects only (triangles), and both Mg and O
defects (squares).

This comparison demonstrates that, when the FPs are present on only one sub-
lattice, all the vacancies and interstitials eventually recombine due to the absence of
clustering; hence, after 2450 ps only ~20% of the initial FPs remain. By contrast, in the
system containing FPs on both sub-lattices, about 80% of the FPs become immobilized
by precipitation into highly stable vacancy-interstitial clusters; in fact, after only 1000 ps
the FP count levels off (see Figure 7-6).
The stability of these clusters is most likely strongly enhanced by being stoichiometric, and hence charge neutral. Similar simulations with very low concentration of point defects simultaneously on both the sub-lattices also result in di- and tri-interstitial clusters that maintain their identity for the entire 2500 ps of the simulation.

7.7 Cluster-Formation Mechanism

A close-up snapshot of one of the larger interstitial clusters, circled in Figure 7-5(b), is displayed in Figure 7-7. Investigation of the dynamic growth mechanism of this representative cluster reveals two distinct, coordinated mechanisms that control its formation and growth.

Figure 7-7. Close-up of the all-interstitial cluster circled in Figure. 7-5 (B). The cluster forms an interstitial rocksalt lattice that is displaced with respect to the parent lattice.

These are: (i) the conventional mechanism involving diffusion-controlled aggregation and annihilation of the originally introduced interstitials, and (ii) the spontaneous formation of new, “structural” FPs by the coordinated displacements of lattice atoms within the cluster core. The coordinated operation of the two mechanisms is illustrated in Figure 7-8 which captures four sequential hopping events (see arrows) during the growth
and stabilization of a cluster containing initially four Mg\(^{2+}\) and five O\(^{2-}\) interstitials together with one Mg and one O vacancy, Figure 7-8(a). (A cluster with this structure was also observed in the earlier simulations\(^{107,110}\). Arrow 1 indicates oxygen diffusion to a neighboring interstitial site while arrow 2 captures the annihilation of an oxygen FP by interstitial-vacancy recombination.

Figure 7-8. Two distinct mechanisms control the growth of an interstitial MgO lattice within the host lattice. The interstitial cluster A) contains four Mg\(^{2+}\) (orange) and five O\(^{2-}\) interstitials (blue) together with one Mg (green) and one O (red) vacancy. Black spheres represent Mg\(^{2+}\) and brown spheres O\(^{2-}\) ions in the MgO parent lattice. B) The spontaneous formation of a new oxygen FP within the cluster contributes to the growth of the cluster while simultaneously stabilizing it energetically. C) The spontaneous formation of a second oxygen FP completes one cubic unit cell of the interstitial MgO lattice.
Both are conventional diffusion events of interstitials already present at the beginning of the kinetic phase. By contrast, Figure 7-8(b) reveals a novel mechanism involving the spontaneous creation of a new (not initially present) FP as a regular-lattice O ion hops to an interstitial site (arrow 3), leaving behind a newly created vacancy within the cluster core; this event is then repeated in Figure 7-8(c); arrow 4.

Two additional ions already present at the back of the interstitial cube in this figure act as nucleation sites for the completion of the next, adjacent cube. The net outcome of these events is a complete cube of an interstitial MgO crystal that has been formed and that continues to grow, on the displaced, interstitial lattice.

7.7.1 Crystallography of the Cluster

To elucidate the driving force for the spontaneous creation of new FPs in the cluster core, previous work on the nature of long-range forces in rocksalt-structured crystals is recalled that has shown that a finite-sized crystallite is terminated such that the basic cubic building blocks remain intact. The reason for this is that any break-up of these charge neutral, dipole-moment-free, octopolar (MgO)₄ building blocks creates long-ranged dipolar forces that significantly increase the Coulomb energy of a finite-sized crystal. This analysis has been confirmed in numerous experiments and additional simulations that revealed that rock-salt structured surfaces, indeed, consist of complete octopolar building blocks (Figure 7-9), thereby eliminating any long-range dipole moment perpendicular to the surface.

The crystal structure of the interstitial cluster is same as that of the parent crystal structure, i.e., both have rocksalt crystal structure. In a building block (here (MgO)₄) of a rocksalt crystal structure, every Mg ion is followed by an O ion and vice-versa (Figure 7-
Mg and O occupy 4a and 4b Wyckoff sites respectively. Inside this building block, there is one empty octahedral site, Wyckoff 8c.

Figure 7-9. A (MgO)₄ octopolar. Decrease in the Coulombic energy is the driving force for the formation of a dipole-moment free octopolar cluster.

It is this site that is occupied by the interstitial (say Mg, Figure 7-10(b)). If one of the crystallographic directions is translated to juxtapose next rocksalt building block, the next octahedral site is now occupied by an opposite ion, O (Figure 7-10(c)). Similarly, by building rocksalt crystal structure in three dimensions, it is found that the interstitial cluster is formed by alternating Mg and O ions that occupy alternating octahedral sites (Figure 7-9). Hence, interstitial cluster also maintains rocksalt crystal structure which is same as the parent crystal structure.

This crystallography of interstitial cluster is unique for rocksalt-based materials. In UO₂ (Chapter 8), it is found that interstitial crystal structure does not maintain the parent crystal structure due to the crystallographic limitation. Whereas in MgO, multiple unit cells are involved in clustering mechanism, and the cluster size is not limited, in UO₂, the cluster is limited to only one unit cell.
Figure 7-10. Crystallography of MgO rocksalt lattice. A) A (MgO)$_4$ building block in which Mg occupy 4a and O occupy 4b Wyckoff sites. B) An octahedral interstitial position with Wyckoff site, 8c. C) In two MgO juxtaposed building blocks, alternate octahedral sites are occupied by opposite ions, Mg and O.

7.8 Discussion

Applied to the observations in Figure 7-8, this means that the mechanism of formation of the interstitial MgO lattice should evolve by progressive formation of complete cubic (MgO)$_4$ building blocks. In view of this, the creation of the “structural” FPs appears to be simply a way to form complete octopolar building blocks, thereby lowering the total energy of the interstitial MgO crystallite. It is emphasized, however, that the FP creation mechanism is a cluster-stabilizing effect that does not happen
independently in perfect-crystal regions; it is therefore only indirectly related to the radiation-induced FPs from the ballistic phase. Similar behavior in UO$_2$ is observed where new FPs are created in the oxygen sub-lattice; however, the details of clustering mechanism are different.$^{118}$

Temperature-accelerated dynamics (TAD) simulations$^{107,110}$ have extended the reach of PKA simulations out to macroscopic time scales. However, PKA simulations of one or a few cascades correspond to low defect concentrations, thereby limiting the complexity of the defect structures that can evolve. By injecting a very high density of Frenkel-pair defects, the present method much more readily allows large clusters to develop. Moreover, this high density essentially allows nanosecond simulations to not only produce defect structures only previously seen in much longer simulations, but also produces heretofore unreported defect structures. Because the initial defect concentration is extremely high, it might be argued that the dynamically generated complex defect structures seen here may in reality be rather uncommon. However, given that single defects and small clusters are annihilated as the system evolves, it is precisely these large, structurally complex clusters that will survive and constitute the long-term radiation damage in the system.

A similar methodology of sprinkling of defects has also been followed in Monte Carlo (MC) simulation of radiation damage.$^{119,120}$ However, such MC simulations require prior knowledge of the specific atomic-level mechanisms and energetics. Such prior information is not required in these MD simulations; indeed, these simulations are capable of providing the mechanistic and energetic input required for the MC simulations.
To conclude, by complementing the cascade simulations, this robust and straightforward approach enables elucidation of the kinetics of radiation-damage development unencumbered by the initial damage due to one specific cascade. By following only the kinetic evolution at elevated temperature, it enables observation of defect aggregation up to significant cluster sizes, and with mechanistic detail not previously possible. In addition, the ability to selectively create defects on only one of the sub-lattices provides an additional perspective on the nature of radiation-damage development. Since it does not require particularly large system sizes, the approach thus provides a relatively simple and direct route for elucidating the competing roles of point-defect annihilation and aggregation in the development of radiation damage, including host-lattice responses in the process.
8.1 Introduction

In Chapter 7, the capability of the new approach to perform radiation damage MD simulations in elucidating the evolution of defects in MgO is demonstrated. In this Chapter, same methodology is employed to elucidate point defect evolution in fluorite-based UO₂.

Fluorite-based materials are widely used in the nuclear applications both as nuclear fuel and in the nuclear waste repository. In these applications, the irradiating high-energy particles cause damage by creating point defects, clustering of which can form defects structures such as cluster, dislocations, voids and stacking faults, ultimately leading to material failure. The damage tolerance of a material not only depends on the number of defects created during irradiation but also on their long time kinetic evolution; understanding the complete evolution of defects is therefore very important. Computer simulations play a key role in complementing experiments by revealing important radiation-induced fast atomistic phenomenon\textsuperscript{106,108,99,121} that are otherwise impossible to capture. UO₂ is a commonly used material in both nuclear applications in which radiation effects have been studied, for a long time, experimentally\textsuperscript{122,123,124,125} and more recently, computationally.\textsuperscript{126,127} The simulations have however been limited only to the initial collisional phase of damage; extending the time scale to elucidate computationally-accessible complete defect-evolution mechanisms is therefore the next step.

Under oxidizing conditions, UO₂ readily accommodates O interstitials to form UO₂+x. Ultimately, these interstitials lead to a transformation to another distinct phase, β-U₄O₉,\textsuperscript{128} with a structure closely resembling that of fluorite. A unit cell of β-U₄O₉ has
space group of $I\bar{4}3d$ and consists of a cluster of oxygen interstitials and vacancies known as cuboctahedral (COT) cluster (Figure 8-1).\textsuperscript{129,130} In this structure, U atoms occupy positions very close to those in the fluorite positions of UO$_2$ while O atoms form a COT cluster inside the unit cell. In comparison to eight oxygen atoms inside a unit cell of fluorite UO$_2$, $\beta$-U$_4$O$_9$ has twelve oxygen atoms situated on the 12(b) position of $I\bar{4}3d$.

![Diagram of UO2 and U4O9 crystal structures](image)

Figure 8-1. $\beta$-U$_4$O$_9$ crystal structure. In this structure, U atoms occupy same positions as in fluorite UO$_2$. O atoms form a cuboctahedral cluster by occupying 12(b) positions in space group $I\bar{4}3d$. (Reproduced from reference 130)

Under irradiation of UO$_2$, there can be a local increase in the oxygen interstitial concentration near the damage site. Under these conditions, it is possible that cluster formation might cause a local phase transformation, changing the crystal structure and thereby affecting the radiation tolerance. In this work, MD simulations are used to elucidate the evolution of irradiation-induced point defects in UO$_2$, including the formation mechanism of COT clusters in the fluorite matrix.
8.2 Simulation Methodology

While applying the method mentioned in Chapter 7 to MgO,\textsuperscript{131} it was able to reproduce the clusters that were observed from the combined radiation damage MD-TAD simulations.\textsuperscript{110} Moreover, by focusing entirely on the kinetic phase of radiation damage, this method allowed to better understand the defect recombination and clustering mechanism in MgO. In particular, because the defects are created by hand, it allows to choose the sub-lattice to create the defects and therefore, to elucidate, for example, the defect evolution on one sublattice in the absence of defects on the other sublattice.

8.2.1 Interatomic Potential and Molecular Dynamics Method

The interactions between the ions are described by a pair-potential. Here, the short-range atomic interactions are captured using the potential form provided by Bushing-Ida \textit{et al.}\textsuperscript{132} with parameters taken from Basak \textit{et al.}\textsuperscript{133} In addition to the widely implemented Buckingham-type form for the ionic materials, the Bushing-Ida potential form also includes a Morse term that introduces a “covalent” component. Due to the assumption of partial covalency, the ionic charges are given non-formal values, which take into account partial charge transfer between the ions.

The melting point for this interatomic description of UO\textsubscript{2} has been determined to be $\sim 3450 \pm 50$ K,\textsuperscript{134} which is in fair agreement with the experimental value of 3100 K\textsuperscript{135,136}. Likewise, the oxygen sub-lattice ordering temperature for this potential has been determined to be 2200 K\textsuperscript{134} which is also in fair agreement with the experimentally-obtained value of 2600 K.\textsuperscript{137} Throughout this work, all simulations have been carried out at a temperature of 1000 K, which is well below the melting and sub-lattice melting temperatures. At this temperature, the oxygen interstitials and vacancies have high diffusivities, whereas the uranium counterparts have very high migration energies and
therefore are less mobile; this temperature is also representative of the temperature range of 800 – 1600 K present in a typical fuel pellet.

In order to elucidate the interplay of U and O point defects at elevated temperature, all simulations are carried out on UO₂ single crystal containing 96,000 ions. An MD time step of 0.5 fs is used which is small enough to conserve energy for several thousand MD steps in NVE test runs. To capture as much of the defect evolution as possible, all the simulations have been carried out for more than 1 ns. The point defects, i.e., vacancies and interstitials, are identified by comparing the structure with defects at any time with the initial structure containing no defects. If any lattice site does not contain an atom within a spatial cut-off radius of 1 Å, the site is identified as a vacancy.

8.2.2 Diffusion-controlled Kinetic Evolution of Defects

From multiple simulations, it is observed that the defect environment on one sub-lattice significantly influences the point-defect evolution on the other. To illustrate this, point defects are randomly created either on one sub-lattice or both, and let the system equilibrate at 1000 K. All the vacancies of each type are separated by at least 5a₀ from their counterpart interstitials. In the following section, multiple simulation results distinguished by the defects on one or both sub-lattices are discussed.

Our first simulation was performed on a system containing no defects. The system was equilibrated for a sufficiently long time at 1000 K. As expected, the analysis of the structure shows no defects at any stage. This structure is used as the starting point for the simulations that are discussed in detail here.
8.2.3 Frenkel-pair Defects on a Single Sub-lattice

In order to provide a benchmark against which to compare the results, first focus is on the evolution of the system when the FPs are created on only one sub-lattice: either the O sub-lattice or the U sub-lattice.

Taking the oxygen case first, FPs are created by randomly picking an O atom from its cubic sub-lattice site and placing it at an octahedral interstitial site. At the beginning of the simulation, 200 FPs are created on the O sub-lattice on the previously equilibrated system. A snapshot of the initial structure with O FPs is shown in Figure 8-2(a). The system is then allowed to thermally equilibrate at 1000 K.

![Figure 8-2](image)

Figure 8-2. Evolution of the point defects present only on the oxygen sub-lattice: red for vacancies, blue for interstitials. Snapshots taken at A) t = 0 ps, B) t = 40 ps and C) t = 300 ps. Initially 200 FPs were randomly distributed on the oxygen sub-lattice. As time progresses, after 40ps and 300ps, only 78 and 21 O FPs are left behind. The O FPs annihilate by a vacancy-interstitial recombination mechanism with no clustering of the defects.

The snapshots of the subsequent time evolution of the O FPs to t = 40 ps and 300 ps are shown in Figures. 8-2 (b) and (c) respectively.

Due to the low migration energies of both the O interstitials and the vacancies, the O FPs have high diffusivities. As evident from the Figures 8-2(b) and (c), the number of O FPs decreases with increasing time. The number of O FPs are shown as red triangles in...
Figure 8-3. By 1400 ps, only four O FPs are left in the system. Eventually, all of the O FPs recombine by vacancy-interstitial recombination mechanism; no interstitial-interstitial or vacancy-vacancy clustering is observed. This demonstrates that, in the absence of defects on U (or cation) sub-lattice, the O sub-lattice is completely healed within a few picoseconds, resulting in no long-lasting damage to the material.

Figure 8-3. Total number of O FPs present when the system is initialized with three different defect conditions: (1) defects present only on O sub-lattice (red triangles); (2) defects present only on U sub-lattice (green diamonds) and (3) defects present on both O and U sub-lattices (blue circles); In contrast to (1), in other two cases, new FPs are created in O sub-lattice when defects are also present on U sub-lattice.

In contrast to the above expected result, the simulation of FPs on the U sub-lattice alone yield a surprise. 200 FPs are created only on U sub-lattice. The initial snapshot of the system with defects is shown in Figure 8-4 (a); snapshots at later times are shown in Figures 8-4 (b) and 8-4 (c). Since, the U interstitials and vacancies have very high migration energies, recombination events are less frequent. Out of the initial 200 U FPs,
160 U FPs are still present after 1700 ps. This is as expected based on the high migration energies of U vacancies and interstitials. What was not expected, however, was that the high concentration of the defects on the U sub-lattice nucleates O FPs. This is shown as the diamonds in Figure 8-3. Starting from no O FP at \( t = 0 \) ps, there is a gradual increase in the number of O FPs; this peaks at \( \approx 600 \) ps with a total of \( \approx 30 \) FPs, and then slowly decreases; however even after 1700 ps about 20 O FPs remain (Figure 8-4 (b)).

![Figure 8-4. Evolution of the point defects present only on the uranium sub-lattice. A) \( t = 0 \) ps, initially 200 FPs were randomly distributed on the uranium sub-lattice. The U vacancies and interstitials are less mobile at this temperature. Therefore, only few recombination events take place. B) At \( t = 1000 \) ps, due to the large number of U defects, some new O FPs are created which diffuse with time. C) At \( t = 1700 \) ps, the interstitials diffuse and form a cluster shown as circled. (See Figure 8-7 for details on cluster).](image)

Although most of vacancies and interstitials that make up these O FPs remain close to each other (within \( 2a_o \)), some of them diffuse far enough from their counterpart to suggest their potential for long-term stability. Indeed, some of the defects are no longer isolated but, as seen in Figure 8-4 (c), actually form clusters. A detailed analysis of these structures is given below. What is most noteworthy here, however, is the observation that the presence of the defects on the U sub-lattice leads to the spontaneous formation of O FPs, whose diffusion controls the longer time scale evolution of the system.
8.2.4 FPs on Both U and O Sub-lattices

The above simulations are rather artificial as a material under irradiation always creates defects on both sub-lattices simultaneously. Attention is now turned to a more realistic radiation-damage situation in which the defects are simultaneously present on both sub-lattices. In this simulation, 200 FPs defects are simultaneously created on both U and O sub-lattices. As in the previous simulations, all of the interstitials are created on the empty octahedral sites of the fluorite unit cell. A snapshot of the random defect distribution in the system at $t = 0$ ps is shown in Figure 8-5 (a).

![Figure 8-5](image)

**Figure 8-5.** Evolution of the point defects simultaneously present on both oxygen and uranium sub-lattices: orange and black for uranium vacancies and interstitials. Snapshots taken at A) $t = 0$ ps, B) $t = 40$ ps and C) $t = 1000$ ps. Initially 200 FPs were randomly distributed on each sub-lattice. As time progresses, most of the O interstitials aggregate to form clusters. The U vacancies and interstitials are almost immobile and do not participate in clustering directly.

During equilibration at 1000K temperature, the U interstitials and vacancies are less mobile, as expected based on the simulations on the U sub-lattice alone, with only a few diffusing at all through the lifetime of the simulation (within first 1000 ps, only 15 U FPs have recombined). Most of them remain at their initial positions. Snapshots of the evolving system at $t = 40$ ps and 1000 ps are shown in Figures 8-5 (b) and 8-5 (c). In contrast to the results for FPs on the O sub-lattice alone, a substantial number of defects
remain at the end of the simulation. The time evolution of the effective O FPs concentration shows a large initial increase within the first 100-150 ps, followed by a slow decline. Instead of almost complete elimination of the O FPs at the end of the simulation, their number is actually larger than at the beginning of the simulation.

This indicates that there are two different phenomenon taking place simultaneously. First, in few cases, random diffusion of the vacancies and interstitials results in their elimination by recombination. Second, more interesting, and responsible for the sharp increase, is the formation of new O FPs. These are created by an O ion spontaneously displacing from the regular lattice site to a nearby interstitial site. The unrecombined original O FPs and the newly created O FPs together evolve into clusters: while the O interstitials form COT clusters, the O vacancies form Schottky defects with the U vacancies. The structures of these clusters are discussed in detail below.

Considered together, these three simulations illustrate two important points: First, U FPs influence the radiation tolerance of UO$_2$. The presence of U FPs not only prevents O FPs recombination, but also in certain cases contributes to creation of new ones. This in turn shows that radiation tolerance of UO$_2$ decreases if the U FPs remain in the system. Second, from the methodology viewpoint, this approach of selectively creating defects on different sub-lattices, allows better understand the defect evolution mechanisms.

**8.2.5 Vacancy Clustering: Schottky Defects**

A Schottky defect consists of two O vacancies and one U vacancy. The evolution of vacancies into Schottky defects takes place in both the system with defects only on U sub-lattice and in the system with defects on both O and U sub-lattices. The O vacancies for the vacancy-cluster formation in the system with defects on both sub-lattices comes mainly from the O FPs created at the beginning of the simulation. For the system with
only U defects, the dynamically created O FPs contribute O vacancies to the Schottky defect. In both cases the process involves the diffusion of the mobile O vacancies to essentially stationary U vacancies. A snapshot of a Schottky defect is shown in Figure 8-5. Separate static calculations have shown that O-U-O vacancy cluster has a much lower energy than O-U di-cluster with a separate O vacancy.

Figure 8-6. Schottky-defect formation. Two O vacancies tend to align in <111> direction around a U vacancy.

The system with completely separated vacancies has a higher energy yet. As a result, although the Schottky defect is created by diffusion, it is extremely stable. All of Schottky defects involve vacancies that are near neighbors of each other. While most of the Schottky defects form as $V_O$-$V_U$-$V_O$ along <111> (Figure 8-5), some form along <110>. Regardless of the specific structure, the creation of these Schottky defects sequesters O vacancies, thereby making them unavailable for vacancy-interstitial recombination events. As it will be seen, this leads to the possibility of the O interstitials, whose potential recombination partners are in Schottky defects, forming complex defect structures.
8.2.6 Interstitial Clustering: Cuboctahedral Clusters

With the O vacancies segregated into the vacancy clusters, the O interstitials also evolve into clusters. The segregation of the interstitials into clusters is a rapid process and the vacancy and interstitial clustering occur simultaneously, provided the defects are available. In the system with defects on both sub-lattices, the interstitial clusters begin to appear within first 40 ps. On the other hand, in the system with defects only on U sub-lattice, it takes more than 1 ns before the newly formed O interstitials segregate and form clusters.

The O interstitials form COT clusters in both systems. These COT clusters contain twelve O interstitials and eight O vacancies inside a unit cell of UO₂. Such interstitial clusters have been previously observed experimentally in the oxygen-rich UO₂ systems¹²⁹,¹³⁰,¹³⁸ and have been found stable from electronic-structure calculations.¹³⁹ These simulations allow the dynamics of the formation process itself to be determined.

Figure 8-7. Three different kinds of cuboctahedral (COT) clusters as seen in Figure 8-5 differentiated by filled or empty octahedral site. The cubic oxygen sub-lattice has 4 O interstitials in addition to 8 original atoms. These extra interstitials displace the lattice oxygen atoms thereby creating, in total, 12 O interstitials and 8 O vacancies. The U lattice remains undisturbed. A) An empty COT cluster, B) O-filled COT cluster and C) U-filled COT cluster.
There are two different COTs, distinguished by the vacant (COT-\(v\)) or occupied (COT-\(o\)) octahedral site at their center. In the COT-\(o\) clusters, the octahedral site is occupied by an oxygen ion. In the simulations, in addition to these two previously described interstitial clusters, it is found that a U ion can also occupy the octahedral site inside the COT- cluster (COT-\(u\)). Figures 8-7 (a), (b) and (c) show the COT-\(v\), COT-\(o\) and COT-\(u\) clusters, as spontaneously formed in the simulations.

In all of these clusters, while the U FCC lattice (green) remains undisturbed. By contrast the concept of an O sub-lattice begins to break down. In particular, rather than 8 O ions occupying the corners of cubic sub-lattice, there are 12 O interstitial ions and no ions at all occupying the sub-lattice sites. It would seem extremely unlikely that all of the 8 original O ions were displaced from their lattice sites. What actually happens is the addition of extra 4 O interstitials to a unit cell that previously had an un-defected O sub-lattice, leads to the 8 ions on the O sub-lattice being displaced from their positions. The result is that all 12 O ions finally reside in the interstitial positions. A crystallographic analysis of the COT clusters is given elsewhere.\(^{129,130}\)

The formation of such clusters would be extremely unlikely if it required all of the O ions to converge on a single unit cell at the same time. Indeed, the simulations show that the COT forms in a progressive manner, as illustrated in Figure 8-8 for the COT-\(u\) cluster; the COT-\(v\) and COT-\(o\) clusters form in a similar manner. Figure 8-8 (a) is a snapshot at \(t = 3\)ps of a unit cell containing a U interstitial at its center. At this time, all the O sub-lattice sites are occupied. At \(t = 4\) ps, one diffusing O interstitial enters the unit cell; as a result two O ions move from their lattice sites to interstitial sites, creating the structure shown in (Figure 8-8 (b)). The unit cell now contains two O vacancies and three
O interstitials. In Figure 8-8 (c) at t = 20 ps, another O interstitial enters the unit cell, which creates two further O FPs. As a result, there are four new O FPs created in the unit cell by the addition of two O interstitials. Similarly, further addition of two more O interstitials creates four more O FPs.

Figure 8-8. Progressive formation cuboctahedral (COT) cluster, as seen in an MD simulation. A) A fluorite unit cell containing U interstitial atom at the octahedral site at t = 3 ps. B) At t = 4 ps, a diffusing O interstitial enters the unit cell. Two oxygen atoms are knocked from their lattice site resulting in formation of two O vacancies and three O interstitials. C), D), and E) are snapshots at t = 20, 120 and 250 ps. For every additional O interstitial entering the unit cell, two oxygen atoms are knocked off from their lattice sites. F) The relative decrease in the energy of the system as the cluster is formed.

Thus, every addition of one O interstitial in the unit cell displaces two O atoms from their lattice sites thereby creating two new O FPs (shown in Figures 8-8 (d) and 8-8.
(e)). Figure 8-8 (f) shows the energetics of the cluster formation. It illustrates the system favors cluster formation instead of separated O interstitials. The energy of the system decreases when the distributed O interstitials segregate and progressively form the COT cluster. The other two clusters, COT-ν and COT-ο, follow the same clustering mechanism. This formation mechanism of a COT cluster therefore explains the sharp increase in the number of the O FPs as was observed in Figure 8-3. For every complete cluster that appears in the system, there is an increase of 8 O FPs, with all of these new FPs appearing from the O displacements within a cluster. It has to be kept in mind that the new FPs are formed only because of an extra oxygen ion entering the unit cell; their independent formation has not been observed.

![Figure 8-9. Clustering of oxygen interstitials in the absence of vacancies. Initially 4 U and 8 O interstitials were added to the system. The O interstitials diffuse and form cuboctahedral (COT) clusters. One cluster is complete while the second one is in the process of formation. The U interstitials (not shown here) remain immobile.](image)

From the results, it is believed that O interstitial-cluster formation is stabilized by formation of Schottky defects. In the absence of U vacancies, the O vacancies can
recombine with the O interstitials. When U vacancies (and U interstitials) are present, O vacancies can be pinned in Schottky-defect clusters.

This forces the O interstitials to either remain isolated or form some sort of cluster. To illustrate this directly, simulations on systems containing only interstitials or only vacancies are performed. One simulation contained additional stoichiometric U and O interstitials (four extra U and eight extra O interstitials). A snapshot of the system at $t = 140$ ps is shown in Figure 8-9 (*U interstitials not shown*). The initially well-separated O interstitials diffuse and evolve into COT clusters. In Figure 8-9, one of the interstitial clusters is complete and the other one is in the process of construction.

![Figure 8-9. Snapshots showing clustering of U and O vacancies. A) At $t = 0$ ps, 4 U and 8 O vacancies are created in the system. B) O vacancies diffuse and cluster around U vacancies forming a <111> oriented cluster. Two <111> aligned clusters have formed by $t = 280$ ps.](image)

A similar scheme is applied to understand the evolution of the independent vacancies. Four U and eight O vacancies are created in the system. The snapshots of the initial structure at $t = 0$ ps and the equilibrated structure at $t = 280$ ps are shown in Figure 8-10. Initially, all the vacancies are created randomly and sufficiently far away from each other.
to prevent vacancy clustering. With time, the O vacancies segregate around the U vacancies to form Schottky defects. In Figure 8-10, two such clusters have already formed and one is in the process of formation.

8.2.7 Evolution of Disproportionately Defected Systems

Up to this point, the point-defect clustering process and the independent evolution of vacancies and interstitials is illustrated. Here, the interdependence of the evolutions of O FPs on that of U FPs is presented.

![Figure 8-11. O FP evolution in a system initially containing 200 O FPs and fixed U FPs. After 500 ps, the number of O FPs levels off to ~ 60. Another 200 O FPs are added at 500 ps and 1000ps shown by two peaks. In both cases, the number of O FPs again level off to an equilibrium value. Evolved system at 1000ps was also separately equilibrated for 500ps. This evolution is shown with black triangles. Each case leads to almost the same number of O FPs at t=1500ps.

The aim is to understand the O FPs evolution in a disproportionately defected system, i.e., the evolution of a system with a large number of O FPs in the presence of a low concentration of U FPs. To do this, 200 O FPs and only 50 U FPs are created. The evolution of the O FPs with time is shown in Figure 8-11. At 200 ps there is a significant
decrease in the number of O FPs, which then levels off by about 500 ps suggesting a certain concentration level of O FPs for U FPs. The system is perturbed with the hope of stimulating further interactions by creating a further 200 O FPs, as evidenced by the first peak in the plot. The system again equilibrates for another 500 ps. Most of the O FPs again recombine and annihilate leaving behind almost the same number of O FPs as were observed after first 500 ps. This shows that the additional 200 O FPs did not substantially disturb the evolution of the defects in the system and the O FPs concentration determined by the concentration of U FPs.

At this point (1000 ps), two different simulations on the equilibrated system are performed. In the first, yet another 200 O FPs to the system are added again. In the second, the 1000 ps system is simply allowed to equilibrate independently without any addition of O FPs (evolution shown by black triangles). After an additional 500 ps, the two systems have almost identical numbers of O FPs. Thus, it illustrates that even a frequent addition of the O FPs does not alter the final evolution of the system to a fixed concentration. Hence, it is concluded that the equilibrated O FPs concentration depends entirely on the U FPs concentration in the system. To confirm this conclusion further, six different simulations are performed with systems initially containing 100 O FPs but varying number of U FPs, i.e., 5, 10, 20, 30, 50 and 70. Figure 8-12 gives the time dependence of the number of O FPs for each system. In Figure 8-12, as the initial U FPs concentration is increased, the number of surviving O FPs also increases. For illustration, the systems containing 5 and 70 U FPs are compared. At t = 0 ps, both the systems contain 100 O FPs. However, with time, the number of O FPs differs significantly between two systems. For the system containing 5 U FPs, the O FPs number drops to 38
by $t = 100$ ps and then to 25 at $t = 400$ ps. Due to a very low concentration of U FPs in this system, most of the O vacancies and interstitials annihilate by recombination and only few are left behind. The number of O FPs levels off by $t = 400$ ps and the data points for 400ps and 500ps overlap illustrating that no further O FP recombination takes place.

Figure 8-12. Number of O FPs (time progressing) as a function of number of initially created U FPs. Initially, 100 O FPs were created on each of six different systems containing 5, 10, 20, 30, 50 and 70 U FPs respectively. After every 100 ps time period, the number of O FPs are shown. There are higher number of O FPs alive after 500 ps in the system with initially higher U FPs. There are ~95 O FPs present in the system with initially 70 U FP (data on extreme right) in contrast to only ~30 O FPs in the system with 5 U FPs (data on extreme left).

The system with 70 U FPs displays a different evolution. In this case, first inspection shows that the data points for all six different time periods are concentrated very close to one another and near to the high end of the plot. This illustrates that not many recombination events take place. By $t = 100$ps, only 15 O FPs have recombined and 85 survive. Even with further progressing time, the number of FPs does not decrease; rather there is an increase from 85 at $t = 100$ps to 96 at $t = 400$ps. Unlike the recombination
mechanism that was dominant in the 5 U FPs (low concentration) system, here the system forms new FPs. The O FPs in the high U FPs system evolve into clusters. This shows that an increasing concentration of U FPs tends to stabilize an increased concentration of O FPs in the system. Further, if the O FPs concentration is not sufficient for the given U FPs concentration, the system responds by creating new O FPs as also seen previously in Figure 8-5. The data for rest of the systems in Figure 8-12 also shows increased O FPs as the U FPs are increased.

8.3 Discussion

The simulation approach used here complements the conventional collision cascade simulations to provide a better understand the kinetic phase of defect evolution. An application of this method to radiation damage is previously presented in Chapter 7. Uberuaga et al.\textsuperscript{110} had used a combination of collision-cascade MD and TAD simulations to characterize the evolution of the point defects in MgO. The energy however, limited by the relatively small number of defects created in a single cascade, they could only observe very small clusters from multiple simulations. They found that the point defects left after the ballistic phase in the collision cascade evolved into interstitial clusters. On the other hand, this method allows to generate large concentration of the defects in a relatively smaller system. This method could not only reproduce their clusters but also observe much larger clusters. In addition, due to the formation of larger clusters, this methodology revealed the formation and growth mechanism of rocksalt clusters.

It is interesting to compare this UO\textsubscript{2} system with MgO. As in UO\textsubscript{2}, in MgO it is observed that if the defects are present only on one sub-lattice, the FPs quickly recombine, whereas, they cluster if the defects are present on both sub-lattices. Further, not only is the defect evolution similar but in both case the clusters are also in part
stabilized by formation of new FPs. In UO₂, it is seen that new FPs are formed only on O sub-lattice which stabilize the COT clusters. In MgO however, both Mg and O ions can displace from the lattice site to form new FPs. One difference arises from the difference in crystallography of the two systems. The interstitial lattice in MgO has the same structure of parent rocksalt crystal structure. Therefore, formation and growth of clusters is supported by new FPs that complete any missing interstitial in the (MgO)₄ crystal structure. Since the crystal lattice and interstitial lattices have the same structures, the extent and shape of the defect cluster is not limited. By contrast, the lattice of interstitial sites in UO₂ does not have the symmetry of the parent lattice. As a result, the defect clusters have a defined extent and shape: a COT within a single unit cell. The MgO interstitial clusters have been found to be highly stable even on experimental time scale; the stability of UO₂ clusters beyond MD time scale is yet to be established.

It is well known that the experimentally observed COT clusters are found in oxygen-rich UO₂. It was shown by Murray et al. that the extra oxygen ions form COT clusters in systems with O-U ratio greater than 2.13. The observation of COT clusters in stoichiometric UO₂ with no extra O interstitials is rather unexpected. From the results, it is believed that it must be due to the high concentration of the interstitials in the system that act as extra O atoms. The hypothesis is supported by simulations on an only-interstitial system (Figure 8-9). However, the absence of clustering in the “only O FPs” environment illustrates that charge imbalance on the U sub-lattice is also very important. From analysis of all the simulations above, a clear picture emerges that the defects on the U sub-lattice are primarily responsible for the radiation intolerance of the UO₂.
Anderson et al.\textsuperscript{140} have recently used DFT calculations to predict that split-quad interstitials are the most stable O interstitial configurations in the hyperstoichiometric systems, followed by COT clusters. The least stable are the individual interstitials at the octahedral site. The split-quad interstitials are not observed in these simulations. This disagreement could be due to a lack of materials fidelity in the empirical potential and could be due to the effects of temperature: the DFT calculations were performed at 0 K whereas the MD simulations are performed at very high temperatures.

An atomistic simulation is only as good as the potential that describes the interatomic interactions. The Basak potential used for these simulations has non-formal charges lower than the nominal valences of the ions. This introduces a degree of covalency to the system. By contrast, the Busker potential uses strictly formal charge model (i.e., $U^{4+}$ and $O^{2-}$). Corresponding simulations of FP evolution do not show the COT cluster formation. Further, with the Busker potential a pre-assembled COT cluster quickly disintegrates. Why do these potentials give such different results and which is more physically reasonable? The difference clearly arises from the difference in charges. In particular, the electrostatic repulsion among the like-charged interstitials is much higher for formal charges (Busker) than for partial charges (Basak). That both DFT calculations and experiment have shown the presence of COTs strongly suggests that, a non-formal charge model might be a better choice to model the defect evolution more appropriately. This conclusion is also consistent with the conclusion of Govers et al.\textsuperscript{141} that partial charge models for UO$_2$ generally provide higher materials fidelity than formal charge models.
Finally, this study has been performed on single crystal elucidating the underlying atomic-interaction mechanisms. A corresponding study in the polycrystalline UO₂ is required to elucidate the point-defect evolution in the presence of the grain boundaries (GBs). In the polycrystalline system, not only will the point defects annihilate by vacancy-interstitial recombination mechanism but may also be eliminated at the GBs. In that case, cluster formation might be impeded. An understanding of GB sink/source strength therefore needs to be established to understand the effect of GBs on defect evolution.
CHAPTER 9
EVOLUTION OF POINT DEFECTS IN BCC MOLYBDENUM

9.1 Introduction

The nucleation, annihilation, diffusion, segregation and clustering of vacancy and self-interstitial point defects in polycrystalline solids is of fundamental importance to many materials-science processes, such as compact sintering for microstructure development, irradiation damage in fuel and cladding components in nuclear systems, and electromigration in electronic interconnects, to name just a few. As is well known, the equilibrium concentration and mobility of a particular type of point defect at any given temperature is determined by its formation and migration energies. However, under non-equilibrium conditions, the kinetic evolution of point-defect populations is driven by the competition between point-defect production and annihilation at internal sinks or sources (such as grain boundaries (GBs), voids or dislocation cores) and/or external surfaces.

Metals are widely used as structural materials inside nuclear reactors. Under these extreme conditions, they undergo damage due to irradiation. While damage due to irradiation in the bulk has been understood very well, with some relation to grain boundaries (GBs), much work needs to be done to understand the behavior of grain-boundaries (GBs) from their source and sink strength viewpoint. The GBs are known to act as sources and sinks for defects. However, their response under extreme conditions is not clear. For example, under normal radiation events, GBs while acting as sources can emit interstitials to equilibrate high concentration of vacancies created in the grain. However, under extreme conditions, i.e., under high damage due to multiple radiation events at high temperature, GBs will also need to respond at the same rate by emitting

---

1In this chapter, all work was done in collaboration with Dr. Paul Millet at Idaho National Laboratory apart from Figures 9-3, 9-4 and part of 9-5, which are sole works of Dr. Millett. The nanocrystalline structures were also prepared by Dr. Millett.
very high concentration of interstitials. However, intuitively, it occurs, that there must be a limit to which GBs can respond. This argument is also applicable to GBs while acting as sinks. Hence, a foremost question is: Do GBs saturate? In this work, a foundation is laid to elucidate the phenomenon by modeling a very simple crystal system, bcc Molybdenum. Damage due to radiation is modeled by using same methodology as described in Chapter 7.

Here the results of molecular-dynamics (MD) simulations are shown that focus on the dynamic nucleation and annihilation of both vacancies and interstitials at GB interfaces in nanocrystalline structures. The GB source and sink strength for vacancies as well as the sink strength for interstitials is extracted. The structures are initialized to be either over- or under-saturated with respect to one particular point-defect specie (either vacancy or interstitial). Upon annealing at high temperatures, these point defects then migrate throughout the lattice and annihilate at GB sinks (or nucleate from GB sources), thus allowing the characterization of the time-evolution of the system to equilibrium. Over-saturated point-defect systems can equilibrate by two mechanisms: (a) mutual vacancy-interstitial recombination, and (b) elimination at GBs. The source/sink strength of GBs for vacancies and interstitials allows establishing the governing point-defect equilibration mechanism out of the two. Furthermore, the use of fully-deterministic MD simulation in this work, as opposed to commonly-used kinetic Monte-Carlo models which use a rigid lattice, is a further step towards a more realistic characterization of source/sink mechanisms.

9.2 Simulation Methodology

In the present work, high-temperature atomistic simulations are performed on nanocrystalline structures of body-centered-cubic (bcc) Mo in order to investigate the
grain-boundary source/sink strengths and diffusion kinetics of point defects at nanoscale dimensions. The three-dimensional (3D) periodic simulation cell contains six hexagonally-shaped, columnar grains of identical diameter (d = 20 nm) with a [100] columnar axis. The individual orientations of the grains in the global coordinate system are assigned to produce only high-energy, asymmetric tilt GBs, each with a misorientation angle of 30°. The structure of these GBs is continuously disordered along the interfacial plane. Further details on this nanocrystalline structure can be found elsewhere.\textsuperscript{150} The zero-temperature MD input structures are heated up to the desired temperature in a step-wise fashion and all simulations are performed in the isothermal-isobaric ensemble.

The Finnis-Sinclair (FS) potential\textsuperscript{151} for bcc-Mo is used throughout the study. The parameters that are of particular interest for diffusion, the zero-temperature relaxed vacancy-formation energy ($E_v^f$) and the vacancy migration energy ($E_v^m$), have been previously calculated as 2.54 eV and 1.32 eV,\textsuperscript{152} respectively. These are slightly below the experimental values of 3.0±0.2 eV and 1.5±0.2 eV.\textsuperscript{153} The thermodynamic melting temperature for this potential is found to be $T_m = 3097 \pm 10$ K\textsuperscript{150} using the solid-liquid interface velocity method.\textsuperscript{154} The highest annealing temperature chosen in this study is 2900 K, at which it was verified that GB pre-melting does not occur.

**9.3 Vacancy and Interstitial Diffusivities**

Before considering nanocrystalline microstructures, the diffusivities of both vacancies and interstitials in the perfect crystal are determined. Single-crystal structures with 40×40×40 unit-cell dimensions (128,000 atoms) and 3D periodic boundary conditions are isothermally annealed at temperatures ranging between 2500 K and 2900
K. To determine the point-defect diffusivities, 20 vacancies or interstitials into the simulation cell are inserted and their self-diffusion is followed. A vacancy is created by randomly removing an atom from a regular lattice site, and, conversely, a self-interstitial is created by adding an atom to an interstitial site. It is furthermore ensure that, initially, every point defect is separated by a distance of at least $3a_0$ from any other point defect.

The self-diffusivity of the atoms, $D_A$, is determined from mean-squared-displacement (MSD) calculations under zero-stress conditions using the Equation 2-19. From this, the vacancy diffusivity ($D_v$) and interstitial diffusivity ($D_i$) can be obtained using the Equations 2-20 and 2-21. In Equations 2-20 and 2-21, $f_v$ and $f_i$ are correlation factors with values of $0.732^{155}$ and $0.300^{156}$ respectively. For the 20 point defects present in each simulation, the concentrations of $c_v = c_i = 20/128,000 = 1.56 \times 10^{-4}$.

![Figure 9-1.](image)

Figure 9-1. Mean-squared displacement for single-crystal structures ($40 \times 40 \times 40 a_0$) containing either 20 vacancies (blue squares) or 20 self-interstitials (green circles) at $T = 2900$ K. The vacancy and interstitial diffusivities are calculated to be $0.021 \text{ nm}^2/\text{ps}$ and $0.081 \text{ nm}^2/\text{ps}$, respectively.

The MSD data for both structures is plotted in Figure 9-1 for $T = 2900$ K. The least-squares fits to the data give vacancy and interstitial diffusivities of $0.021 \text{ nm}^2/\text{ps}$ and
0.081 nm²/ps, respectively (2.1×10⁻⁸ and 8.1×10⁻⁸ m²/s). The diffusivities at each temperature are then plotted on an Arrhenius diagram for interstitials and vacancies (Figure 9-2), revealing activation energies of \( E_i^m = 0.49 \) eV and \( E_v^m = 1.06 \) eV. The migration energy obtained for vacancy diffusion is somewhat lower than the value of 1.32 eV determined from the zero-temperature calculations; this can perhaps be attributed to the thermal expansion of the lattice.

**Figure 9-2.** Arrhenius plot for \( D_i \) and \( D_v \) in the temperature range between 2500 K ≤ T ≤ 2900 K. The activation energies for interstitial and vacancy migration are found to be 0.49 eV and 1.06 eV, respectively.

### 9.4 Grain Boundaries as Sources and Sinks

#### 9.4.1 Grain Boundaries as Vacancy Sources

In order to investigate the GB source strength for vacancy emission, the nanocrystalline structures are initialized to be clearly under-saturated, with a vacancy concentration of \( c_v^\circ = 0 \), with respect to the thermal-equilibrium value. This is achieved by equilibrating the GB structures at T = 2400 K (where GB diffusion is activated, however vacancy nucleation is not), and instantaneously stepping up the temperature to T
= 2900 K. To investigate the vacancy nucleation and diffusion, the sample is then annealed at 2900 K for approximately 1 ns, while the vacancy distributions are monitored at various times throughout the simulations.

Figure 9-3. Progressive snapshots of the vacancy population within a single $d = 20$ nm grain at $T = 2900$ K for increasing time: A) $t = 0$ ps, B) $t = 72$ ps, C) $t = 205$ ps, and D) $t = 1005$ ps. The microstructure is viewed along the [100] columnar axis. The concentration of vacancies, identified by blue dots, increases with time due to the ongoing nucleation from GB (brown atoms) sources. The time-evolution of the vacancy concentration, as quantified in the lower curve of Figure 9-5, follows an exponential approach to the equilibrium concentration of $\sim 10^{-3}$.

Figure 9-3 shows progressive snapshots in time of the vacancy population within a single grain interior of the under-saturated structure. GB regions are visualized by the use of the common-neighbor analysis, which identifies atoms in non-bcc crystalline environments (light brown dots). In addition, vacancies (represented by blue dots) are detected by determining lattice sites within the grain interiors that are not occupied by an atom. The viewing direction is along the columnar [100] axis. Initially, at $t = 0$ ps
(Figure 9-3(a)), there are no vacancies. After 72 ps of annealing (Figure 9-3(b)), several vacancies have nucleated from the GBs, but have yet to diffuse extensively toward the grain centers. The vacancy concentration, at this time, has increased to \( c_v = 2.9 \times 10^{-4} \).

As time continues (Figure 9-3(c), \( t = 205 \) ps), the vacancy concentration increases to \( c_v = 4.9 \times 10^{-4} \), and the vacancies have migrated further into the bulk. Finally, at time \( t = 1005 \) ps (Figure 9-3(d)), vacancies appear to be essentially evenly distributed throughout the microstructure with an increase in the concentration to \( c_v = 9.3 \times 10^{-4} \).

![Figure 9-4. Close-up views of the nucleation of two lattice vacancies from a high-energy GB taken at A) \( t = 60 \) ps and B) \( t = 70 \) ps. The vacancies labeled ‘1’ and ‘2’ have nucleated from the GB and have migrated towards the interiors of the grains they inhabit. In the latter snapshot, several new vacancies have been nucleated and still reside near the GBs.](image)

The emission of a vacancy from a GB source is a thermally-activated process with a pre-exponential term that is associated with an attempt frequency.\(^{158}\) Therefore, a GB may produce many vacancies that reabsorb at their nucleation sites before a successful emission occurs in which a vacancy adequately distances itself into the lattice (similar to the creation of a stable Frenkel pair). Figure 9-4 provides a close-up view of the successful emission of two vacancies during a 10 ps time interval, demonstrating that the GBs do indeed serve as sources for the increasing vacancy populations within the
nanocrystalline grains. Throughout the simulation, it is observed that many short-lived vacancies directly adjacent to GBs (see Figure 9-4(b)) quickly annihilate back into the interface. A visual inspection reveals no qualitative change in GB structure or width throughout the simulation, suggesting that the source strength is constant and independent of past nucleation events.

9.4.2 Source-strength Analysis

The equilibration of the vacancy concentration in the grain interiors due to emission from GB interfaces is diffusion controlled. The most commonly used model for predicting the change in point-defect population due to microstructural source/sink mechanisms is the rate theory. According to this model, the time evolution of vacancies and interstitials can be expressed as:

\[
\frac{dc_v}{dt} = G - Rc_v c_i - k^2 D_v (c_v - c_v^{eq}) \tag{9-1}
\]

\[
\frac{dc_i}{dt} = G - Rc_v c_i - k^2 D_i c_i \tag{9-2}
\]

According to Equations 9-1 and 9-2, the concentration rate of vacancies or interstitials depends on their production rate, \(G\), the mutual recombination rate, \(R\), and the microstructural source/sink strength, \(k^2\). \(c_v\) and \(c_i\) represent the concentration of vacancies and interstitials respectively, and \(D_v\) and \(D_i\) represent vacancy and interstitial diffusivities respectively. In material systems, certain equilibrium defect concentration lowers the free energy of the system by balancing the entropy components (Equation 2-13). In equation 9-1, \(c_v^{eq}\), represents equilibrium concentration of vacancies. The equilibrium concentration of interstitials is generally very low and can be neglected.
In the absence of self-interstitials, and hence vacancy-interstitial recombination, the time evolution of the vacancy concentration is given by:

\[
\frac{dc_v}{dt} = -k_v^2D_v(c_v - c_v^{eq})
\]

(9-3)

In this continuum model, \(k_v^2\) is assumed to be: (\(i\)) a weighted sum of the sink strengths for each microstructural element (GBs, dislocations, voids), and (\(ii\)) spatially-averaged over the entire material. In the work, GBs are the only sources in the simulation cell.

Integrating Equation 9-3 and re-arranging leads to

\[
c_v(t) = c_v^{eq} + (c_v^o - c_v^{eq})\exp(-k_v^2D_v t)
\]

(9-4)

where, \(c_v^o\) is the initial vacancy concentration. \(k_v^2\) is a geometrical parameter related to the average grain size (or, inversely, the density of GBs) with units of \(1/\text{length}^2\). One can therefore also obtain the equilibration time, or the characteristic time for the system to evolve from \(c_v^o\) to \(c_v^{eq}\), as \(\tau = 1/k_v^2D_v\).

To quantify the evolution of \(c_v\) in the system, the total number of vacancies in each grain is counted and divided by the number of lattice atoms in that grain. To reduce statistical noise, these values are ensemble-averaged over all six constituent grains in the simulation cell (the error bars represent deviations in these data sets). The concentrations for both the under- and over-saturated nanocrystals are plotted vs. time in Figure 9-5, revealing an asymptotic approach to \(c_v^{eq} = (1.0 \pm 0.1) \times 10^{-3}\). Regardless of the initial concentration, the vacancy distribution in the bulk regions thus approaches its equilibrium value within about a nanosecond. Furthermore, it is pointed out that the equilibrium value is in qualitative agreement with the experimentally-measured vacancy
concentrations in most bcc and fcc metals of $10^{-4} < c_v^{eq} < 10^{-3}$ just below the melting temperature.\textsuperscript{160}

Figure 9-5. Evolution of the vacancy concentration in the under- and over-saturated nanocrystalline structures at $T = 2900$ K (see Figures 9-3 and 9-6). In both cases $c_v$ evolves exponentially towards the equilibrium concentration of $c_v^{eq} = (1 \pm 0.1) \times 10^{-3}$. The dashed lines represent fits to Equation 9-4, yielding the GB sink and source strengths of $k_v^2 = 0.184 \text{ nm}^{-2}$ and $k_v^2 = 0.179 \text{ nm}^{-2}$, respectively.

The approach to equilibrium is found to be exponential, as evidenced by the fits of Equation 9-4 to the data, represented by the dashed lines. Inserting the value of $D_v = 0.021 \text{ nm}^2/\text{ps}$ (see Figure 9-1) yields a GB source strength of $k_v^2 = 0.179 \text{ nm}^{-2}$. In addition, the characteristic equilibration time is found to be $\tau = 1/(k_v^2 D_v) = 266 \text{ ps}$. It is found that this time corresponds to the instant at which $c_v$ has increased to 63% of the difference between $c_v^{eq}$ and $c_v^o$ (obtained from Equation 9-4) for $t = \tau$.)
9.4.3 Grain Boundaries as Vacancy Sinks

Grain boundaries, in addition to being vacancy sources, can also operate as sinks for both vacancies and self-interstitials. This is most relevant for particle irradiation in nuclear materials, in which displacement cascades continuously produce excess concentrations of Frenkel pairs. Following a cascade, these defects will either cluster to form voids and interstitial loops or annihilate by mutual vacancy-interstitial recombination or be eliminated at microstructural sinks (including dislocations, GBs, or free surfaces).

In order to quantify the GB sink strength for vacancy defects, a high-temperature anneal (at $T = 2900$ K) of the same nanocrystalline microstructure is performed, however, with an initial super-saturation of vacancies created by randomly inserting an initial concentration of $c_v^o = 2.0 \times 10^{-3}$ (i.e., $2c_v^{eq}$) into the grain interiors.

Figure 9-6 shows progressive snapshots of the super-saturated microstructure (see also Figure 9-3). The initial structure (at $t = 0$ ps) in Figure 9-6 (a) contains a concentration of $c_v^o = 2.0 \times 10^{-3}$. As the annealing proceeds to $t = 72$ ps (Figure 9-6 (b)), $t = 205$ ps (Figure 9-6 (c)), and finally $t = 1025$ ps (Figure 9-6 (d)), the concentrations decrease to $c_v = 1.8 \times 10^{-3}$, $1.6 \times 10^{-3}$, and $1.2 \times 10^{-3}$, respectively. In the absence of any interstitials in the system, this decrease in vacancy concentration is solely due to annihilation at the GB sinks. The corresponding vacancy concentrations vs. time are shown in the upper half of Figure 9-5, revealing again an exponential approach to equilibrium (dashed line; see Equation 9-4). Remarkably, the evolution of the over-saturated system is practically indistinguishable from that of the under-saturated system, albeit in an inverted manner. The equilibrium concentration and sink strength are found
to be $c_v^{eq} = (1 \pm 0.1) \times 10^{-3}$ and $k_v^2 = 0.184 \text{ nm}^2$, which are nearly identical to the under-saturated values. The equilibration time for this system is therefore $\tau = 1/(k_v^2D_v) = 259 \text{ ps}$ (compared to 266 ps for the undersaturated system).

Figure 9-6. Progressive snapshots of the vacancy population in a single grain of the over-saturated sample taken at A) $t = 0 \text{ ps}$, B) $t = 72 \text{ ps}$, C) $t = 205 \text{ ps}$, and D) $t = 1025 \text{ ps}$ (see also Figure 9-3). The initial vacancy concentration is twice that at equilibrium. The evolution is quantified in the upper curve of Figure 9-5.

The good correspondence between the values of GB source and sink strengths suggests that the GBs are equally efficient at nucleating and annihilating vacancies, and that the equilibration process is diffusion-controlled.
9.4.4 Grain Boundaries as Interstitial Sinks

Similar to the above vacancy simulations, the GB sink strength of interstitials is elucidated by annealing a super-saturated interstitial system at $T = 2400$ K. This lower temperature is chosen due to the fact that at 2900 K, vacancies nucleate from the GBs at an appreciable rate (see Figure 9-3) and recombine with the initially-inserted interstitials, thus interfering with the GB sink-strength determination.

![Figure 9-7](image)

Figure 9-7. Progressive snapshots of the oversaturated interstitial distribution within the $d = 20$ nm nanocrystalline structure. The sample was annealed at the lower temperature of $T = 2400$ K to avoid the GB nucleation of vacancies (that would interfere with the evolution of the interstitials). The snapshots were taken at A) $t = 0$ ps where $c_i = 4.4 \times 10^{-4}$ and B) $t = 779$ ps where $c_i = 1.1 \times 10^{-5}$ and only a couple of interstitials remain in the grain interiors.

At this lower temperature, vacancy nucleation is suppressed, at least for a short time ($t < 800$ ps) while interstitial diffusion dominates, thus allowing a determination of $k_i^2$. Figure 9-7(a) shows the nanocrystalline structure prior to the simulation, containing an initial interstitial concentration of $c_i^0 = 4.4 \times 10^{-4}$. After 779 ps of annealing (Figure 9-7(b)) only a couple of interstitials remain in the grain interiors, corresponding to a concentration of $c_i \sim 10^{-5}$. The corresponding rate equation for the time evolution of
interstitial concentration in a material with microstructural sources and sinks is generally
given as \(144\)

\[
\frac{dc_i}{dt} = -k_i^2 D c_i \\
(9-5)
\]

Due to high formation energy, the equilibrium self-interstitial concentration in
metals is typically very low, even at high temperatures, and therefore is neglected
(compare Equation 9-5 with Equation 9-3).

Figure 9-8. Quantification of the time evolution of the self-interstitial concentration, \(c_i\), at
\(T = 2400\) K (see Figure 9-7). The dashed line represents a least-squares fit to
Equation 9-6, yielding a GB sink strength for self-interstitials of \(k_i^2 = 0.146 \text{ nm}^{-2}\).

Consistent with this, no measurable equilibrium concentration in the simulations is
observed (the final structure contains only a couple of interstitials among the six grains,
which may still be too many). The time-dependent concentration is obtained by
integrating Equation 9-5 to produce
\[ c_i(t) = c_i^0 \exp(-k_i^2 D_i t) \]  

(9-6)

As expected, this relation is similar to the vacancy evolution governed by Equation 9-4. Figure 9-8 shows this exponential approach of \( c_i \) to zero. Fitting to Equation 9-6 (dashed line) yields the GB sink strength for interstitials as \( k_i^2 = 0.146 \text{ nm}^{-2} \).

The equilibration time for this simulation is therefore \( \tau = 1/(k_i^2 D_i) = 127 \text{ ps} \), using an interstitial diffusivity of \( D_i = 0.054 \text{ nm}^2/\text{ps} \) (extrapolated from Figure 9-2(a)). Thus, the GB source strength for vacancies (\( k_v^2 = 0.179 \text{ nm}^{-2} \)), the GB sink strength for vacancies (\( k_v^2 = 0.184 \text{ nm}^{-2} \)), and the GB sink strength for interstitials (\( k_i^2 = 0.146 \text{ nm}^{-2} \)) are all relatively similar.

### 9.4.5 Discussion on GB Source/Sink Strength

The vacancy and interstitial concentrations given in Equations 9-3 and 9-5, and those presented in the results above, are spatially averaged over the entire grain interiors (i.e., they do not capture spatial gradients within the grain interiors). As a result, the GB source/sink strengths for vacancies (\( k_v^2 \)) and interstitials (\( k_i^2 \)) are simply geometrical constants that only depend on the grain size and distribution. Brailsford and Bullough\(^{159} \) determined an analytical solution for these source/sink strengths by assuming a periodic array of grains (similar to the microstructures considered here). For the regions between the GBs, Fick’s law was solved subject to the boundary condition that \( c_v = c_v^{eq} \) at the GBs, and the vacancy concentration was spatially-averaged over the domain throughout time. Their solution for GB source/sink strength is

\[ k_v^2 = k_i^2 = \frac{15}{r_g^2} \]  

(9-7)

where, \( r_g = d/2 \) is the grain radius. For \( d = 20 \text{ nm} \), this yields \( k_v^2 = k_i^2 = 0.15 \text{ nm}^{-2} \). This
value lies between the GB strength for vacancies \( k_v^2 = 0.184 \, \text{nm}^{-2} \) for sinks, and \( k_v^2 = 0.179 \, \text{nm}^{-2} \) for sources) and that for interstitials \( k_i^2 = 0.146 \, \text{nm}^{-2} \).

**9.5 Frenkel-pair Annihilation**

Until now, the source/sink strength of GBs for either point defects is elucidated (in the absence of another) using the third term in Equation 9-1 (or 9-2). The attention is now turned to the annihilation mechanisms in the simultaneous presence of both vacancies and interstitials. In Equation 9-1 (and 9-2), while the first term, the defect generation term, is constant throughout the simulations, the second term representing the annihilation by mutual recombination mechanism and the third term representing the annihilation at GBs are changing constantly. In this section, the effect of the last two terms is disentangled and the governing point-defect annihilation mechanism is determined.

**9.5.1 FP Annihilation by Mutual Recombination**

The second term in Equation 9-1 depends on the concentration of point defects and the mutual recombination rate, \( R \). To extract \( R \), single-crystal simulation is adopted in which 50 FPs are randomly created and their evolution is followed. Since the concentration of vacancies and interstitials, at any point of time is same, it can be assumed that:

\[
\frac{dc_{FP}}{dt} = \frac{dc_i}{dt} = \frac{dc_v}{dt} = -Rc_v = -Rc_v^2
\]  

(9-8)

Time progressing snapshots of the structures at, \( t = 20 \, \text{ps} \) and \( t = 307 \, \text{ps} \) are shown in Figures 9-9(a) and 9-9(b) respectively. At any instant, an approaching vacancy and interstitial can recombine and annihilate. Since there are no other sinks in a single crystal, the elimination is only by pure recombination. A time-dependent mutual recombination profile of FPs is shown in Figure 9-10. The analytical solution of the equation is a power
law represented by $c_v = 1/[R(t) + 1/c_v^0]$ where $c_v^0$ is the initial concentration of the vacancies (or FPs). Fitting with least-square method yields the recombination rate ($R$) as 42.58 ps$^{-1}$.

Figure 9-9. Frenkel pair distribution in a single crystal at two different MD times, A) $t = 20$ps and B) $t = 307$ps. 50 FPs were randomly-distributed throughout the system separated by a minimum recombination radius of 2.0$a_0$.

Figure 9-10. Frenkel pair concentration vs time for the structure shown in Figure 9-9 representing the FPs’ recombination rate ($R$) in a single crystal. From the least-squares fit to Equation 9-8, $R$ is found to be 42.58 1/ps.
The recombination rate can also be related to the diffusion coefficient of the species by a simple relationship: \(^{161}\)

\[
R = \frac{4\pi r(D_v + D_i)}{\Omega}
\]  

(9-19)

where, \(r\) is the recombination radius (it is the radius within which interstitials and vacancies can recombine spontaneously) and \(\Omega\) is the atomic volume. By inserting corresponding values, the recombination rate of vacancies and interstitials obtained from Equation 9-9 is 41.61 ps\(^{-1}\). This is in very good agreement with that obtained from the simulations (\(R = 42.58 \text{ ps}^{-1}\), Figure 9-10). The recombination radius, \(r\), can be backed out from Equation 9-9 by inserting \(R (= 42.58 \text{ ps}^{-1})\). Thus, a theoretically obtained value of recombination radius, \(r\), is 1.65 \(a_c\) which is also a very reasonable value for crystalline systems.

9.5.2 Frenkel Pair Annihilation in a Nanocrystalline Structure

Recapitulating the results, the source/sink strength of the GBs is calculated by elucidating the individual effect of third term in Equation 9-1. In this calculation, the second term is disregarded by allowing no recombination events. In the previous section, only the second term was focused by allowing recombination events in the absence of GBs. In this section, all processes are allowed to occur simultaneously, i.e., by inserting both vacancies and interstitials in the GBs structures. High concentration of point defects evolves to an equilibrium concentration by both mechanisms i.e., vacancy-interstitial mutual recombination and elimination at the GBs represented by second and third terms respectively. The individually obtained results from previous calculations will help in disentangling these two mechanisms when they occur simultaneously, thereby determining the dominant mechanism of point-defect annihilation.
This simulation is started with a nanocrystalline GB equilibrated structured (Figure 9-6(d)). To allow both mechanisms to occur simultaneously, FPs of concentration, \( c_{FP} = 1.2 \times 10^{-3} \) are added on top of the initially present vacancies of concentration, \( c_v = 1.2 \times 10^{-3} \). The evolution of the FPs at \( T = 2900 \) K is followed. Starting with a high concentration of FPs at \( t = 0 \) ps, shown in Figure 9-11 (a), the system evolves by FPs elimination as shown in Figure 9-11 (b). As expected, by \( t = 922 \) ps (Figure 9-11(b)), all the initially added FPs have eliminated and the system is left behind with the equilibrium concentration of vacancies.

As discussed above, the vacancies and interstitials would have eliminated by two mechanisms.

![Figure 9-11](image_url)

Figure 9-11. Evolving nanocrystalline structures over-saturated with the FPs. Initially, the system is annealed at 2900 K to allow equilibration of the vacancies. Then, FPs are randomly added by maintaining a recombination radius of 2.0 \( a_o \). A) At \( t = 0 \) ps, \( c_{FP} = 1.2 \times 10^{-3} \), B) \( t = 922 \) ps, all FPs have recombined.

In order to determine the dominant mechanism, evolution of FPs in the single crystal to those in the nanocrystalline structures are compared. If the rate of elimination of FPs in
single crystal happened to be same as in GBs structure, it would illustrate that mutual recombination is the dominant mechanism.

Both systems are damaged with the same concentration of FPs. Figure 9-12 shows a comparison between the evolution of defects in two systems. Hollow circles represent data for the point defects in nanocrystalline structures, whereas, filled circles with dotted line represent data for the point defects in single crystal.

![Figure 9-12. Comparison of the vacancy and interstitial concentrations throughout time for the nanocrystalline structure (hollow dots) and the single crystal (filled dots and dashed line). Initially, both the systems are equilibrated with the equilibrium concentration of the vacancies in addition to an excess concentration of FPs. As evidenced by the overlapping data sets, this plot illustrates that at this temperature and grain size, the effect of GB annihilation is negligible in comparison to FP recombination in the grain interiors. The evolution of the vacancies (top curves) and the interstitials (bottom curve) is represented separately. The overlapping data for single crystal and nanocrystalline](image-url)
structures for both vacancies and interstitials illustrates that the rate of elimination of both
the vacancies and interstitials is same. This elucidates that in both systems, mutual point-
defect annihilation mechanism is prevalent, and the point defects eliminate before
reaching the GBs. In other words, GBs do not play significant role in the elimination of
the point defects.

9.6 Conclusion

In conclusion, using MD simulations, the point-defect kinetics in model
microstructures for nuclear metallic materials is elucidated. These simulations have
illustrated that they are well-suited to determine the GB source/sink strengths for
vacancies and interstitials in systems damaged due to irradiation. They represent a first
step towards more refined simulations that can offer atomic-scale insight into the
accumulation, evolution, and/or mitigation of irradiation-induced damage in
nanostructured materials. By being able to capture atomistically, the formation of the
vacancies at the GBs, the simulations have been able to disentangle the governing
components in the rate-theory models and have elucidated the dominant point-defect
elimination mechanism. At this temperature and grain size, the effect of GB annihilation
is negligible in comparison to FP recombination in the grain interiors. An obvious next
step will be to understand the effect of the grain size and temperature on the defect
elimination process. A crossover between the mutual-recombination mechanism and GB
elimination mechanism is expected. Other outstanding questions that can now be
addressed include whether GB sinks can become exhausted after absorbing a high
quantity of defects and the importance of defect fluxes in temperature gradients.
CHAPTER 10
SUMMARY AND FUTURE WORK

The evolution of point defects in fluorite-based materials, $\delta$-Bi$_2$O$_3$ and UO$_2$, used in SOFCs and nuclear applications respectively has been elucidated. In addition, point-defect evolution in rocksalt MgO and the role of grain boundaries in BCC Mo was also illustrated.

10.1 $\delta$-Bi$_2$O$_3$

10.1.1 Cation Polarizability

In $\delta$-Bi$_2$O$_3$, the intrinsically present oxygen vacancies play significant role in oxygen diffusion. $\delta$-Bi$_2$O$_3$ has a high concentration of vacancies and has high ionic polarizability, which sustain its high oxygen diffusivity. When doped with cations that have radius and polarizability different from Bi, the diffusivity decreases. Experimentally, the effect of either is not clearly understood. Using MD simulations, it was found that ionic polarizability is key for high oxygen diffusivity and that the ionic radius does not have significant effect. Furthermore, it was found that the cation polarizability alone has an effect on oxygen diffusion; the oxygen polarizability does not effect diffusion. Moreover, a gradual increase in the cation polarizability increases oxygen diffusion. For a cation polarizability lower than a certain value, the vacancies order by aligning in combined $\langle110\rangle$-$\langle111\rangle$ directions. Once this vacancy-ordered structure is formed, oxygen diffusion ceases. Hence, higher diffusivity can be achieved by using higher polarizable dopants.

10.1.2 Oxygen Diffusion Mechanism

In a unit cell of $\delta$-Bi$_2$O$_3$, there are multiple directions in which an oxygen atom can diffuse to occupy a vacant site. By following time-averaged path of oxygen atoms, in
agreement with experiments, it was found that oxygen diffusion preferentially occurs in
<100> direction. However, in contrast to experiments that indicate oxygen passes through
the empty octahedral site in the center of the unit cell, simulations showed that the
oxygen follows predominantly a straight path. This apparent discrepancy could be due to
different systems under study. While the experiments were performed on doped systems,
simulations were performed on pure systems. A change in oxygen diffusion mechanism
in the presence of polarizable ions might be expected.

10.1.3 Bonding

Using DFT calculations, it was found that Bi atoms surrounded by <111>-vacancy
ordering have all six Bi-O bonds of same length, whereas, with those surrounded by
<110>-vacancy ordering have three pairs of different bond lengths. In <111>-Bi, the
electronic charge on the Bi is equally distributed among surrounding oxygen atoms and
there is no preferential charge distribution. In contrast, <110>-Bi has different charge
distribution among six surrounding oxygen atoms, revealed by different bond lengths.
Furthermore, some of the <110>-Bi charge is also directed towards the vacancies: this is
the $6s^2$ lone pair charge.

Different Bi-O bonds also have different bond strengths. <110>-Bi is
predominantly ionic with valence charge of $2.84e$, whereas, <111>-Bi has a covalent
valence charge of $2.12e$. It was speculated that this directional and difficult to break
covalent bond could be the limiting factor in oxygen diffusion. Whether this bond could
be tailored by adding different dopants to enhance oxygen diffusivity remains to be seen.

10.1.4 Crystallographic Analysis of Structure

Due to the ordering of vacancies and the structural distortion that it undergoes, a
1x1x1 unit cell is no longer able to define the complete structure of $\delta$-Bi$_2$O$_3$. This
structure has a lower symmetry than that of an ideal fluorite structure; the new space group is Fm\(\bar{3}\) and the lattice parameter is 11.19761 Å, which is twice that of the original unit cell. The structure is highly distorted with displacements shown by both anions and cations. The anions are displaced by 0.4 Å in a direction close to but not exactly \(<110>\). Similarly, all \(<110>-\text{Bi}\) cations are displaced by 0.3036 Å in a direction opposite to the plane of the \(<110>\) oriented vacancies. However, due to symmetric orientation of vacancies in \(<111>\) direction, the \(<111>-\text{Bi}\) cations are not displaced.

10.2 MgO, UO\(_2\) and Mo

10.2.1 Methodology

To understand a complete evolution of point defects that are accessible on experimental time scale, a new methodology was designed that focuses on the long-term kinetic evolution of the defects. While the conventional methodology focuses more on the point-defect creation during initial phase of radiation damage, i.e., ballistic phase, this new methodology focuses on defect annihilation during the kinetic phase. To illustrate the capability of new methodology, MgO was chosen as a model material. It was shown that this methodology reproduces interstitial clusters observed from combined conventional MD-TAD simulations, thus validating this methodology.

10.2.2 MgO Interstitial Clustering

It was found that if the FPs are present only on one sub-lattice, i.e., either Mg or O, the corresponding vacancies and interstitials recombine and annihilate. In contrast, if the FPs are present simultaneously on both sub-lattices, then instead of recombining, the interstitials segregate to form clusters. This provided a possible reasoning behind loss of radiation tolerance of MgO.
It was further found that the clusters maintain the crystal symmetry of the parent lattice, i.e., the interstitial clusters have rocksalt crystal structure. During the cluster growth, every alternating octahedral interstitial site is occupied by oppositely charged ion, forming a basic unit of (MgO)$_4$. Furthermore, at any instance, if a basic unit lack an atom for completion, the lattice atoms respond by creating new FPs, thus stabilizing the cluster. Hence, it was found for the first time that there are two distinct diffusion mechanisms for cluster growth, (a) conventional atomistic diffusion involving aggregation, and, (b) formation of new structural FPs.

**10.2.3 UO$_2$ Clustering**

While in MgO, interstitials are the only species that are involved in the cluster formation, in UO$_2$, both interstitials and vacancies form clusters. There are some characteristic similarities in clustering processes in UO$_2$ and MgO, despite the different crystal structures. Similar to MgO, in UO$_2$, it was found that if FPs are present only on anion (O) sub-lattice, they recombined and annihilated. However, in contrast, if FPs are present only on cation (U) sub-lattice, unlike recombination in MgO, U FPs survive and nucleate new O FPs. The formation of new FPs was similar in MgO but the underlying mechanisms are completely different. In MgO, new O FPs were formed to complete (MgO)$_4$ clusters, whereas in UO$_2$, new O FPs were formed perhaps to balance U defects. However, the complete mechanism is not known. In both materials, if the defects are present simultaneously on both sub-lattices, very few recombination events take place. In UO$_2$, while the O vacancies form Schottky defects by forming $V_0^{**} - U_i^{**} - V_0^{**}$ clusters, oxygen interstitials form cuboctahedral clusters (COT). The oxygen vacancies’ sequestration by uranium vacancies was found to be the mechanism of COT cluster
formation. Hence, this illustrated that in the presence of defects on U sub-lattice, new defects on O sub-lattice are created, thereby elucidating that U defects are the ones that caused damage to UO₂. The radiation tolerance of UO₂ can be enhanced by controlling defects on U sub-lattice.

10.2.4 Defect Annihilation in Nanocrystalline Mo

As mentioned above, the point-defect evolution profile can change dramatically in the presence of GBs. A simple monotomic bcc Mo was chosen as a model material to elucidate the evolution of point defects in the presence of GBs. The MD simulations were found to be able to capture the formation and elimination of defects from GBs, thus illustrating the source/sink nature of GBs. By inserting a high concentration of point defects, the source/sink strength of GBs was calculated. Further, while in single crystals, point-defect elimination is only by mutual recombination, in the nanocrystalline structure, the point defects could also eliminate at the GBs. It was found that for the studied temperature and grain size, point defect elimination by mutual recombination is more prevalent and GBs do not have much significant role.

10.3 Conclusions and Future Work

10.3.1 δ-Bi₂O₃

As discussed in Chapter 4, doping with lanthanides decreases conductivity of δ-Bi₂O₃ and results in the ordering of vacancies. In the δ-Bi₂O₃ literature, it appears that focus has been placed on improving the conductivity by engineering various strategies such as double doping or varying dopant concentration.¹⁶² Little has been said about the site preference of dopants, which, is known to be one of the most significant factors in achieving high conductivity, especially in pyrochlore materials.¹⁶³,¹⁶⁴ The crystal
structure of pyrochlore materials closely resembles that of fluorite materials. Hence, it can be expected that dopants could prefer particular sites like in pyrochlores.

In pyrochlore materials, for example, Gd$_2$Ti$_2$O$_7$, if both cations occupy their regular sites, oxygen diffusion is limited even upon the availability of intrinsic oxygen vacancies. However, in the presence of cation antisites, oxygen diffusion is enhanced due to the creation of new vacancies, 48f, which facilitate oxygen diffusion through a 48f hopping mechanism. While antisite formation and the associated hopping mechanisms are characteristic features of pyrochlore materials, the underlying mechanism of site preference, i.e., preference in <110> or <111> vacancy ordered oxygen sub-lattice, could be applicable to $\delta$-Bi$_2$O$_3$. The site preference of dopants is not known, neither from experiments nor simulations.

While $\delta$-Bi$_2$O$_3$ has been excluded from such investigations, other fluorite-based materials have been studied both experimentally and theoretically. The current understanding is that the site preference strongly depends on the size of the cation. In bixbyite materials, it was found that those cation dopants with radii smaller than the host cation occupy 24b sites, whereas, those with radii larger than host occupy 8a sites. These two Wyckoff sites are the same as the <110> and <111> vacancy-ordered Bi environments respectively. Recently, in $\delta$-Bi$_2$O$_3$, double doping has been used as viable option to achieve high conductivity while keeping dopant concentration to minimum. It remains to be seen, both in single-doped and double-doped $\delta$-Bi$_2$O$_3$, which sites the dopants prefer. Based on the above observation, one would expect dopants to occupy <110> vacancy ordered Bi site, as all dopants, except La, are smaller than Bi. In double doped system, even though the two dopants would compete for one site, one would still
expect both dopants to be accommodated in <110>, in part because there are three times of these sites than <111> sites. This indicates that, regardless of dopant concentration, all dopants would occupy <110> sites. Keeping this in mind, it appears that in doped Bi₂O₃ experiments, the observation of loss in conductivity corresponds to materials with dopants sited at <110>. If this is indeed the case, it can be speculated that, with dopants occupying <110> and Bi occupying <111> (recall covalent character bonding), one of the ways that conductivity might be enhanced could be by breaking such symmetrical structure, i.e., by adding dopants in <111> to create structural distortions. Under such an assumption, dopants of size bigger than Bi, may hold the key in breaking such the symmetry by sitting at <111>. Computer simulations will be very useful to clarify this process.

However, it appears that physically realizing this mechanism may not be straightforward. The Bi³⁺ cation has an ionic radius of 131 pm¹⁶ which is the biggest among all of the dopants of valence +3. To add larger sized dopants than Bi, one might have to look for options other than just the widely used +3 smaller lanthanide dopants.

In addition to the above questions, there are still longstanding issues that are important to resolve in order to gain a complete understanding of δ-Bi₂O₃. A preferential oxygen diffusion mechanism is known from experiments. However, it would be interesting to identify any difference in the vicinity of dopants. Lanthanide dopants have lower polarizabilities than Bi; an altered diffusion direction thus may not be ruled out.

Due to uncharged vacancies and charge-balanced cation site in doped Bi₂O₃, association of vacancies due to charge imbalance is ruled out. However, the difference in
the size of the dopants to Bi would create stresses in the system. Therefore, the effect of stress on oxygen vacancies due to different dopant size can be understood in isolation.

10.3.2 Radiation Damage

In this work on UO$_2$ and MgO, evolution of irradiation-induced point defects was studied in single-crystal systems. The obvious next step is to understand their evolution in the presence of GBs and their coupling to microstructure. It can be expected that GBs will tend to maintain equilibrium concentration of point defects by acting as sources and sinks. Generally, while the concentration of interstitials is negligible due to their high formation energies, there is always a vacancy concentration in bulk. In UO$_2$, the U vacancy formation and migration energies are relatively higher than their O counterparts. For the temperatures of interest (1000 - 1600 K), U vacancy formation from GBs is not to be expected. By contrast, GBs can frequently form O vacancies and interstitials to maintain their equilibrium concentration. In irradiation-induced point defects, it was shown in Chapter 8 that O vacancies do not annihilate if U defects survive; instead they form Schottky defects by combining with U vacancies. Under high concentration of U point defects, O vacancies and interstitials easily exceed their equilibrium concentration. To maintain equilibrium concentration of defects, GBs may emit corresponding defects. Therefore, it is anticipated that three mechanisms could operate simultaneously, (a) formation of O interstitials from GBs to eliminate excess O vacancies, (b) drive for excess interstitials (clustered in COT) from bulk towards GBs. Through these mechanisms, GBs may drive for equilibrium concentration of O defects in the bulk. Depending upon the attempt frequency, GBs may also annihilate U defects, however, higher formation energies might limit that phenomenon. Meanwhile to maintain a high concentration of O defects, another mechanism may also prevail, i.e., (c) U defects
attempting to maintain fixed concentration of O defects. Hence, two competing mechanisms, point-defect annihilation driven by GBs and point-defect creation driven by U defects could prevail; understanding which one is dominant is essential.

In MgO, the presence of GBs is also expected to affect the dynamics of the system. Diffusing Mg and O interstitials form interstitial clusters, whereas, their counterpart vacancies are essentially immobile. In the presence of GBs, in pursuit of maintaining equilibrium concentration of defects, it can be speculated that GBs may emit both Mg and O interstitials into bulk for reducing the concentration of Mg and O vacancies. However, at this point, it is difficult to foresee the fate of the already formed interstitial clusters. Due to these speculations, it is very desirable to perform such studies, which are quite possible using computer simulations.

The role of GBs can be further understood during frequent damage of material. Frequent damage would create large number of defects, to compensate for which, GBs would more frequently act as sources or sinks. It needs to be determined that under such circumstances, is the ability of GBs to act as source/sink is limited? In other words, do GBs become saturated with defects?

Not all answers can be gained from experiments; therefore, simulations play a significant role in understanding radiation damage. Conventional radiation damage PKA-MD simulation however will be incapable in unraveling all. Besides, the large system sizes required, not only are PKA simulations highly time consuming, which limits observing such cluster formation, but they also require multiple trajectories of PKA to capture global defect behavior. They have not even been able to reveal complete point-defect evolution in single crystals, thus unraveling response of GBs alone from PKA
simulations will be an enormous task. In contrast, by using the methodology described in this work, with the point defect clustering already understood from single crystals, such clusters can now be easily adapted to polycrystalline materials. Hence, while the PKA simulation methodology appears to have limited value for single crystals, in polycrystalline materials, it may be completely useless.

Apart from the above obvious questions, there are some other less understood problems, which can be understood in combination with this study. The stability of COT clusters is not known clearly. Although it was speculated previously that with higher temperatures, the COT clusters might disintegrate,\textsuperscript{130} there is absolutely no understanding on their long-time stability. While they have been observed to be stable on MD time scale, their stability on experimentally accessible time scale needs to be established.

The effect of non-stiochiometry is another standing issue. The evolution of point defects due to formation of $U^{3+}, U^{5+}$, in single crystals and later in polycrystals, needs to be understood. Further, there are stress and temperature gradients inside the nuclear reactor. A complete understating of evolution of point defects, or clusters, under gradients is also lacking.

Similarly, deformation of the material under irradiation needs to be addressed. Deformation studies on un-irradiated UO$_2$ have been performed recently and creep mechanism has been understood.\textsuperscript{134} It will be interesting to observe any significant change in deformation mechanism in the radiated UO$_2$.

Finally, atomistic studies should be able to provide information to mesoscale level simulation methods such that evolution of large-sized defects such as voids and gas bubbles can be understood in the irradiated UO$_2$. 
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