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We present a comprehensive study of the band-limited coronagraphic mask. Emphasis is placed on its ability to detect faint substellar companions when operating in concert with a high-actuator-density deformable mirror. Both space and ground-based applications are considered.

It is shown that a new kind of band-limited mask, the “eighth-order” mask, can remove diffracted starlight while providing more resistance to tip/tilt errors and low-order aberrations as compared to other designs. This feature also naturally translates to an improved resistance to the finite size of stars. Our numerical simulations indicate that a TPF-C-like instrument equipped with an eighth-order mask can, in addition to achieving its baseline goal of characterizing “Earth-like” planets orbiting main-sequence stars, also address fundamental questions regarding planet formation and evolution by targeting nearby evolved stars. We show that such observations can probe the exoplanet population near the high-mass-end of the spectral-sequence and also possibly constrain the timescale for the development of life.

We next make a comparative study of the performance of various coronagraphic masks when in the presence of atmospheric turbulence. It is shown that there are several guidelines for deciding the design of a ground-based image-plane occulter: (i) to justify the use of a band-limited mask, the on-sky Strehl ratio delivered by the adaptive optics system must exceed $\approx 0.88 S_{qs}$, where $S_{qs}$ is the intrinsic (quasi-static) Strehl ratio provided by
the instrument; (ii) one should never build a Gaussian coronagraphic mask; and (iii) the use of higher-order band-limited masks, such as the eighth-order mask, is relegated to situations where quasi-static residual starlight cannot be sufficiently removed from the search area with speckle-nulling hardware. These results are independent of the telescope entrance aperture geometry.

We then built the first series of eighth-order band-limited masks using electron-beam lithography and test their performance in the lab. Our experiments show that eighth-order masks follow the theoretical predictions for resistance to tip/tilt and focus alignment errors and can generate contrast levels of $2 \times 10^{-6}$ at $3 \lambda/D$ in a system with $\approx 1$ nm of rms wavefront error over the surface of critical optics.

This work culminates with the design and fabrication of the first band-limited mask for on-sky observations – a demonstration that also constitutes the first tests of a leading TPF-C design candidate using “extreme” AO. Contrast levels sufficient to detect brown dwarfs over a wide range of ages are generated at projected separations $\gtrsim 100$ AU for the stars: HIP 72567, HIP 83389, and HD 102195, a.k.a. ET-1. The sensitivity is limited by non-common-path errors and AO lag-time for the fainter targets.

Taking advantage of the mask’s linear geometry, we also conducted the first high-contrast imaging observations of visual binary stars by suppressing both sources simultaneously to search for faint tertiary companions.
CHAPTER 1
INTRODUCTION TO HIGH-CONTRAST IMAGING

1.1 Background Information

High-contrast imaging is a technique whereby astronomers attempt to detect and characterize faint objects that are located in the immediate vicinity of a bright source. Applications include searching for debris disks, brown dwarf companions, and planets orbiting nearby stars. Extragalactic studies, such as observations close to the nucleus of an active galaxy, are also possible.

The first demonstration of high-contrast imaging technology took place in the late 1930s when Bernard Lyot built an instrument to block light from the disk of the Sun in order to study its peripheries. He was particularly interested in the solar corona and planned to conduct extensive observations whenever desired, instead of waiting for the infrequent occurrence of an eclipse. His invention, which now bares the name: the Lyot coronagraph (§1.3), has become an indispensable tool in the field. It can be found at most ground-based observatories. Moreover, the Hubble Space Telescope (HST) has a coronagraphic operating mode (Krist 2007), the James Webb Space Telescope (JWST) will be equipped with coronagraphic starlight suppression hardware (Clampin 2007), and one of the Terrestrial Planet Finder (TPF) missions (§3) will likely utilize some variation of Lyot’s original concept to generate unprecedented sensitivity (Shaklan & Levine 2007).

Modern high-contrast imaging is motivated primarily by extrasolar planet research. To date, nearly 300 planets have been detected orbiting other stars (http://exoplanet.eu/; http://exoplanets.org/); however, the vast majority were discovered using indirect techniques. Radial velocity (RV) (Marcy & Butler 2000), transit photometry (Charbonneau et al. 2000), gravitational microlensing (Gaudi et al. 2008), astrometry (Benedict et al. 2006), and pulsar timing (Wolszczan & Frail 1992) each rely upon measurements of the star but not the planet itself. The evidence is often a periodic signal superposed onto the star’s signature (e.g., its relative position in the sky, brightness, location of spectral
lines) and is compelling enough to infer the existence of a companion.\(^1\) Such observations, however, often leave important physical characteristics, such as mass, radius, effective temperature, and chemical composition poorly constrained (Table 1-1). Direct imaging is an intuitive alternative that yields explicit photometric and spectroscopic information. In this regard, it represents the future of exoplanetary science.

Table 1-1. Comparison chart of planet detection techniques – February 2008

<table>
<thead>
<tr>
<th></th>
<th>RV</th>
<th>Transits</th>
<th>Astrometry</th>
<th>Lensing</th>
<th>Pulsar Timing</th>
<th>Imaging</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mass</td>
<td>∼</td>
<td>✓</td>
<td>∼</td>
<td>✓</td>
<td>∼</td>
<td>✓</td>
</tr>
<tr>
<td>Radius</td>
<td>x</td>
<td>✓</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>✓</td>
</tr>
<tr>
<td>(T_{\text{eff}})</td>
<td>x</td>
<td>∼</td>
<td>x</td>
<td>x</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Composition</td>
<td>x</td>
<td>∼</td>
<td>x</td>
<td>x</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Orbit(^a)</td>
<td>proj.</td>
<td>✓</td>
<td>proj.</td>
<td>proj.</td>
<td>proj.</td>
<td>proj.</td>
</tr>
<tr>
<td>Obser. Bias(^b)</td>
<td>age, (P)</td>
<td>(P)</td>
<td>(P)</td>
<td>neutron stars</td>
<td>(P)</td>
<td></td>
</tr>
<tr>
<td>Efficiency</td>
<td>(\geq 1P)</td>
<td>(\geq 2P)</td>
<td>(\geq 1P)</td>
<td>hours</td>
<td>(\geq 1P)</td>
<td>hours(^c)</td>
</tr>
<tr>
<td>Detections</td>
<td>221</td>
<td>36(^d)</td>
<td>1(^e)</td>
<td>6</td>
<td>5</td>
<td>1</td>
</tr>
</tbody>
</table>

\(^x\) = no information; \(\sim\) = weak constraint; \(✓\) = strong constraint

\(^a\) Most techniques provide information only on the projected orbit (proj.). The inclination of a transiting planet is approximately 90\(^0\).

\(^b\) All approaches, including pulsar timing, have an intrinsic observational bias to the orbital period, \(P\). The bias is most severe with transit photometry.

\(^c\) The members of entire planetary systems can, in principle, be detected and characterized simultaneously via direct imaging.

\(^d\) More than one-third were originally detected with RV and later found to eclipse the star.

\(^e\) \(HST\) astrometric measurements have confirmed the RV planet \(\epsilon\) Eridani b (Benedict et al. 2006), and shown another candidate, HD 33636 b, to be a low-mass star (Bean et al. 2007).

All such techniques are naturally most sensitive to companions with substantive mass. For instance, Jupiter (\(M_{\text{Jup}} \sim 332M_{\text{Earth}}\)) serves as a convenient fiducial for the bulk of discoveries listed above. There is even a class of short-period planets known as “hot-Jupiters” whose existence has revealed that planets can migrate during the latter stages of formation (Lin et al. 1996). However, to address other questions regarding the origin and structure of planetary systems, it is necessary to detect lower-mass bodies, of

\(^1\) A planet orbiting a white dwarf has even been discovered using stellar oscillation (pulsation) timing (Mullally et al. 2008).
order Neptune and smaller, by refining these methods and building instruments for space. Current data (Fig. 1 – 1) and the leading formation theory of “core-accretion” (Pollack et al. 1996) suggest that low-mass planets may indeed be common (Ida & Lin 2004).

![Figure 1-1. Number of planets detected orbiting other stars as a function of mass (data from the Exoplanet Encyclopedia, Schneider, J. – March 7, 2008). Evidence for a paucity of brown-dwarfs is clear, given the current sensitivity, \(\sim 1\) m/s, of RV instruments (Marcy & Butler 2000). The prospects for an abundance of low-mass planets are promising.](image)

One of astronomy’s principle goals in the next century is to detect a terrestrial planet orbiting in the habitable zone (Kasting et al. 1993) of a nearby star. The space missions COROT (transit photometry – launched December 2006), Kepler (transit photometry – scheduled launch 2009), and SIM (astrometry – launch date uncertain) will each be sensitive to rocky worlds located at orbital distances where water can persist in the liquid phase. Their observations will place the first constraints on the population statistics of planets with potentially hospitable environments. However, only a direct imaging
instrument will be able to unambiguously detect atmospheric biomarkers, such as H$_2$O, CO$_2$, O$_2$, O$_3$, CH$_4$, and N$_2$O, which are indicative of life (Kaltenegger et al. 2007).

NASA has therefore proposed two additional missions, a series of Terrestrial Planet Finders, that will obtain spectra of “Earth-like” exoplanets (should they exist). The first instrument, TPF–C, will utilize a coronagraph and single-dish telescope operating at visible wavelengths to collect reflected light (§3), while the second, TPF–I, will complement these observations at mid-IR wavelengths, with a long-baseline interferometer. The TPF–C will be launched before TPF–I, even though the difference in brightness between a star and planet is more favorable in the infrared (§1.2.1). This decision is based on the fact that coronagraphic technologies, such as those described in this thesis, are maturing rapidly (see also http://www.lyot2007.org/), while interferometric-nulling technologies (Wallace et al. 2000), such as precision formation flying$^2$ – which is required to achieve the necessary spatial resolution – are more risky and difficult to demonstrate pre-launch. (Nevertheless, ESA has elected to move straight to the interferometric approach with the Darwin mission (Fridlund 2004).)

There are several prospective designs for the TPF–C. One of the most promising candidates utilizes a band-limited mask: an occulter that resides in the focal plane of the Lyot coronagraph and controls diffraction by manipulating the amplitude of starlight. The band-limited mask provides numerous benefits for high-contrast imaging, such as deep suppression of starlight over a broad bandpass, high off-axis transmission, close inner-working-angle, resistance to low-order aberrations, resistance to finite stellar size, and flexibility in design and manufacturing. It also requires a minimal number of optics

---

$^2$ SIM will have a 9m baseline and employ rigid-body beam-combination. The TPF–I calls for multiple baselines exceeding 100m. The positioning of optics, for both missions, must be controlled to a level of order the coherence length of light, $\lambda^2/\Delta\lambda$.  
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to implement, which limits the number of scattering surfaces and allows for a compact instrument. These advantages also translate to ground-based observations.

The following work describes the band-limited mask (§2) and its performance in numerical simulations (with respect to both space (§3) and ground-based (§4) observations) and lab experiments (§5), as well as on-sky tests using an “extreme” adaptive optics system (§6) and coronagraphic observations of visual binary stars (§7). The remainder of this chapter outlines the various goals and challenges of high-contrast imaging in general and introduces the Lyot coronagraph. The discussion assumes single main-sequence stars as the astrophysical targets of interest, unless otherwise stated.

1.2 Essential Concepts

Contrast, $C$, is defined as the relative brightness between a companion and its host,

$$C = \frac{\int_{\lambda_{\text{min}}}^{\lambda_{\text{max}}} B_{\text{companion}}(\lambda) \, d\lambda}{\int_{\lambda_{\text{min}}}^{\lambda_{\text{max}}} B_{\text{star}}(\lambda) \, d\lambda} \ll 1,$$

where $\lambda_{\text{min}}$ and $\lambda_{\text{max}}$ indicate the bandpass. Its value depends strongly on the mass ratio and system age, and can change by several orders of magnitude when observations are conducted in visible versus mid-infrared wavelengths. Direct detection requires that instruments generate sensitivities comparable to $C$ at a given angular separation, otherwise companions will remain hidden beneath stellar residuals.

“High”-contrast imaging, as is often written in the literature (even though Equ. 1–1 is the conventional definition), is difficult because optical phenomena that are commonplace and unavoidable, such as diffraction or reflection from a mirror, scatter a large amount of starlight into the search area. Moreover, the pattern, or frequency spectrum, of noise is structured such that contamination increases for regions closer to the star, making detection a considerable challenge. The degree of difficulty depends on the type of companion since the formation mechanisms, which govern the mass and characteristic orbital separation, of terrestrial planets, giant planets, and brown dwarfs, fundamentally differ.
1.2.1 Faint Companions

1.2.1.1 Visible wavelengths

In reflected light, the relative brightness can be calculated from the system geometry. Consider a companion with radius $R_p$ placed at a distance $d_p$ from its star. The approximate monochromatic contrast is given by the fraction of starlight intercepted by the companion’s surface,

$$C \approx \epsilon \frac{\pi R_p^2}{4\pi d_p^2 / 2},$$

where $\epsilon$ is an order unity factor that takes into account reflection efficiency effects, such as albedo and orbital phase.

The canonical example is that of an Earth-like planet, $R_p = 6400$ km, located in the habitable zone, $d_p = 1$ AU. Using $\epsilon = 0.4$, Equ. 1–2 yields $C \approx 4 \times 10^{-10}$. More careful calculations, that include spectral features and a reasonable bandpass, find $C \approx 2 \times 10^{-10}$ (Des Marais et al. 2002), as is nominally quoted.

Measurement of any quantity to an accuracy of 1 part in $10^{10}$ requires compensation for a variety of subtle effects. A comparison to experimental results for the values of fundamental physical constants places the number into context: the mass of the electron, Boltzmann’s constant, Newton’s gravitational constant, Planck’s constant, and the elementary charge have relative uncertainties of $4.9 \times 10^{-8}$, $1.7 \times 10^{-6}$, $1.0 \times 10^{-4}$, $5.0 \times 10^{-8}$, $2.5 \times 10^{-8}$ respectively (National Institute of Standards – http://www.nist.gov/). One of the most important and reliably measured quantities, the fine structure constant, $\alpha$, has a relative uncertainty of $6.8 \times 10^{-10}$. Its value was most recently determined by comparing the results from a one-electron quantum cyclotron to a QED calculation involving 891 eighth-order Feynman diagrams (Gabrielse et al. 2006). The analogy is not without flaw, but rightfully conveys the message that imaging an Earth-like exoplanet is non-trivial.

Jupiter would be the easiest planet to detect if the solar system were targeted by a distant observer, but it is still a factor of $10^9$ times fainter than the Sun in the visible (Fig. 1-2).
Figure 1-2. Smithsonian Astrophysical Observatory code model of the solar system as seen from 10 pcs (from Des Marais et al. (2002)). Contrast is found by comparing the stellar flux to planet flux in a particular wavelength range, where ‘J’ is Jupiter, ‘V’ is Venus, ‘E’ is Earth, ‘M’ is Mars, and ‘Z’ is the zodiacal dust cloud. Important trade-offs exist between required sensitivity, spatial resolution, atmospheric correction, and background noise when considering the bandpass of observations.

Instruments must generate these contrast levels at angular separations smaller than 1” (4.8 microradians) since the closest stars are several parsecs away. These considerations essentially preclude ground-based imaging detections of planets at short wavelengths due to the blurring effects of the atmosphere (see §4), even in the foreseeable future. Only the TPF-C (§3) or similar space-mission can begin to access this observational parameter space.
1.2.1.2 Mid-infrared wavelengths

The sensitivities required in the mid-IR are more reasonable, since the blackbody radiation of a cool companion, $T_{\text{eff}} \lesssim 800$ K, peaks where the Rayleigh-Jeans tail of the (presumably much hotter) star declines. For instance, the contrast of the Earth-Sun system at $\lambda = 10 \mu$m is “only” $10^{-6}$ (Fig. 1-2). Recent lab demonstrations have achieved comparable sensitivities, $C = 6 \times 10^{-5}$, at close separations using a TPF-I candidate design (Labadie et al. 2007).

A number of ground-based instruments operate in this spectral range. They are diffraction limited and some are even equipped with a coronagraph (Telesco et al. 1998; Telesco 2007; Kasper et al. 2007). Nevertheless, exoplanets have yet to be discovered in the mid-IR because bright thermal emission from the sky can only be subtracted out to one part in $\approx 10^5$ at the photon noise limit, e.g., when short exposures are taken in an attempt to “freeze” the thermal pattern before substantial fluctuations occur. The sky is roughly as bright as a 6th magnitude star in the L-band (Phillips et al. 1999) and brighter in M and N.

Companions such as 2MASS1207, GQ Lupi, and AB Pic, whose near-IR images are shown in the next section, may be just bright enough to outshine this sea of thermal noise (Telesco et al. 2008, in prep.). M and N-band photometry can place tight constraints on their effective temperature and mass. However, only the youngest and most massive Jovian planets with large orbital separations will satisfy the detection criterion to circumvent these fundamental limitations. Ground-based imaging at infrared wavelengths longwards of $\lambda \approx 5 \mu$m can thus play only a minor role in extrasolar planet direct imaging detection in the near-term. The study of brown dwarfs, however, is not preclusive.

Current space missions, such as Spitzer (Fazio et al. 2004), do not have the requisite spatial resolution, which is an issue even for 8-10m telescopes. Instead, TPF-I and Darwin will exploit the advantages of the mid-IR using interferometry. As with SIM and TPF-C, their funds are limited and schedules currently uncertain.
For information regarding mid-IR circumstellar debris disk imaging, which has important implications for planet formation, see the PhD thesis of Margaret Moerchen 2008.

1.2.1.3 Near-infrared wavelengths

Most ground-based efforts have focused on near-IR observations. There are two particularly compelling reasons: (i) the J, H, & K bands, corresponding to $\lambda_{central} \approx 1.25, 1.65, 2.20 \, \mu m$ respectively, offer a practical compromise between the competing effects of star-to-planet brightness, spatial resolution, atmospheric correction, and sky background noise; and (ii) atmospheric models predict that young, massive exoplanets, which have a high internal luminosity, preferentially release energy in these bands (Fig. 1-3).

Contrast levels of order $10^{-8}$ are required to detect 100 Myr old Jovian planets (Burrows et al. 2004; Marley et al. 2007), but many stellar clusters, associations, and moving groups are younger and host brighter, more easily detectable companions (see López-Santiago et al. (2006) for an excellent reference). For instance, the expected J-band contrast of a $1M_{Jup}$ planet orbiting a K0V star at 5 Myrs and 50 Myrs is about $1.2 \times 10^{-5}$ and $3.3 \times 10^{-7}$ respectively (Baraffe et al. 2003; Girardi et al. 2002). The only remaining complication is that young stars tend to be relatively distant, and large aperture telescopes cannot achieve the necessary atmospheric correction (§1.2.3) without “extreme” adaptive optics (AO) systems (§4), which do not yet exist.

The next generation of high-contrast instruments, namely GPI (Macintosh et al. 2006a) and SPHERE (Dohlen et al. 2006), which will begin operations within the next three-four years, will feature high-actuator-density deformable mirrors (§3, §4) and coronagraphs coupled to integral field units (McElwain et al. 2007). Near-IR sensitivities of $\sim 10^{-7}$ at $\sim 0.2''$ are anticipated. This is sufficient to directly detect self-luminous Jovian planets.

Current AO-coronagraph instruments have generated contrast levels of order $10^{-4}$ at 0.5” - 1.0” separations, with final effective sensitivities of $\approx 10^{-5}$ following post-processing.
Figure 1-3. Atmospheric model predictions of contrast vs. wavelength for various ages (top) and masses (bottom) of Jovian exoplanets (from Burrows et al. (2004)).
Lafrenière et al. (2007); Nielsen et al. (2008)). They have placed tight constraints on the population statistics of brown dwarfs ($13M_{\text{Jup}} \leq M \leq 80M_{\text{Jup}}$) orbiting single stars at intermediate to large ($\gtrsim 10$ AU) separations (Carson et al. 2006; Metchev & Hillenbrand 2004) and have produced the first images of candidate planetary mass companions.

Figure 1-4. The first images of candidate extrasolar planets: (upper-left) 2MASS1207 from Chauvin et al. (2005a), (upper-middle) GQ Lupi from Neuhäuser et al. (2005), (upper-right) AB Pic from Chauvin et al. (2005b), (lower-left) SCR 1845 from Biller et al. (2006), and (lower-right) UScoCTIO from Béjar et al. (2008).

1.2.2 Diffraction Management

Diffraction sets the angular scale for which high-contrast imaging instruments can operate. The inner-working-angle (hereafter, IWA) is the closest distance that reasonable sensitivities can be generated. Coronagraphs can typically access regions several $\lambda/D$ away from the star. At smaller scales, the light from low-order diffraction and phase aberration modes (see §1.2.3) is too intense and cannot be properly managed without simultaneously attenuating the companion.
Table 1-2. Direct imaging tradeoffs with bandpass

<table>
<thead>
<tr>
<th></th>
<th>Visible</th>
<th>Near-IR</th>
<th>Mid-IR</th>
</tr>
</thead>
<tbody>
<tr>
<td>bandpass (µm)</td>
<td>0.5 – 0.8</td>
<td>1.0 – 2.5</td>
<td>5 – 20</td>
</tr>
<tr>
<td>IWA(^a) (mas)</td>
<td>62</td>
<td>193</td>
<td>387, 773, 1547</td>
</tr>
<tr>
<td>contrast needed</td>
<td>&lt; 10(^{-9})</td>
<td>&lt; 10(^{-7})</td>
<td>&lt; 10(^{-5})</td>
</tr>
<tr>
<td>AO correction</td>
<td>not feasible</td>
<td>“extreme” AO</td>
<td>low-order AO</td>
</tr>
<tr>
<td>active optics(^b)</td>
<td>precision &lt; 1 Å</td>
<td>precision &lt; 1 nm</td>
<td>low-order correction</td>
</tr>
<tr>
<td>sky background</td>
<td>negligible</td>
<td>manageable</td>
<td>limiting</td>
</tr>
<tr>
<td>(exo)zodiacal light</td>
<td>faint</td>
<td>moderate</td>
<td>bright</td>
</tr>
<tr>
<td>terrestrial</td>
<td>space</td>
<td>space</td>
<td>space</td>
</tr>
<tr>
<td>Jovian</td>
<td>space</td>
<td>ground / space</td>
<td>space(^c)</td>
</tr>
</tbody>
</table>

\(^a\)Inner-working-angle (IWA) is defined here as 3 \(\lambda_{max}/D\), where \(D = 8\) m. The mid-IR IWA’s are for \(\lambda_{max} = 5, 10,\) and 20 µm respectively.

\(^b\)Correction of quasi-static wavefront errors (§3). Values are quoted for space applications.

\(^c\)Ground-based imaging in the mid-IR can potentially access the youngest and most massive exoplanets that have large (\(\gtrsim 15\) AU) orbital separations.

A slice of the Airy pattern is shown in Fig. 1-5. It is clearly not an optimal direct imaging point-spread function (hereafter, PSF): the contrast at 3 \(\lambda/D\) is 1.4 \(\times 10^{-3}\). A coronagraph can suppress the Airy pattern while efficiently passing off-axis light.

Entrance apertures with central obstructions and support structures complicate the issue by requiring more restrictive stops to block diffraction, resulting in throughput losses. For this reason, the baseline design for TPF-C incorporates an off-axis primary mirror (Ford et al. 2006). Chapter 6 describes a ground-based approach involving a clear aperture.

Interferometers can create a PSF consisting of very deep nulls by changing the phase of light in one or more arms. This circumvents the problem of building occulting spots that have a physical size of several diffraction widths\(^3\) and results in an improved IWA (\(\approx 0.5 \lambda/d\), where \(d\) is the baseline). However, the total search area decreases as a result of alternating bright and dark fringes (planets can only be found in the dark ones), requiring instrument rotations and hence losses in duty-cycle efficiency. This fundamental

\(^3\) Another option is to change the shape of the entrance aperture. The “shaped-pupil” coronagraph (Kasdin et al. 2003) is a former TPF-C design candidate – at least in this author’s opinion. It requires that too much throughput be sacrificed to be viable.
tradeoff is a result of interference, which forms the basis for diffraction. The mathematics for understanding coronagraphy (§1.3) are similar to high-contrast interferometry; in coronagraphy, however, the multiple (virtual) dishes can overlap.

1.2.3 Speckle Formation

Wavefront errors transfer energy from the PSF-core to a halo of ‘speckles’ surrounding the source. They arise from non-uniformities in the optical path length (phase errors) and transmission (amplitude errors). Active optics, such as deformable mirrors or light modulators, can be used to compensate for these effects over low spatial frequencies that are commensurate with the search area.

Phase errors result from temperature fluctuations in the atmosphere (which lead to changes in the index of refraction) and the surface roughness of optical components. Atmospheric phase errors change on a millisecond timescale and have a larger amplitude than the systematics produced by telescope and instrument optics. Left uncorrected, both sources can limit sensitivities at the $10^{-3}$ level.
Amplitude errors result from deviations in the throughput of parcels of air and reflectivity of optics. They are, however, much less problematic than phase errors and can be categorized as a $\lesssim 10^{-7}$ effect, provided the system is free of large dust particles. For example, the baseline GPI strategy is to correct for phase errors only (Bruce Macintosh, private communication), in order to maximize search area (see §3).

Wavefront errors manifest as speckles in the image plane. One can gain an intuition for their formation from the following example. Consider a complex field passing through a one-dimensional telescope entrance aperture given by $A(u)$ where $u$ is the physical coordinate and has units of $D/\lambda$. Assume that the phase aberration, $\phi(u)$, consists of a single sine-wave ripple of frequency $f$ cycles per aperture and amplitude $a$ in radians. The electric field in the pupil plane is:

$$E(u) = A(u) e^{i\phi(u)} (1-3)$$

where $A(u)$ is a top-hat function,

$$A(u) = \begin{cases} 1 & \text{where } |u| < 1/2 \\ 0 & \text{elsewhere.} \end{cases} (1-4)$$

For small aberrations ($a \ll 1$) we can expand the exponential and keep the first term, $e^{i\phi(u)} \approx 1 + i a \sin(2\pi fu)$. In the Fraunhofer or far-field diffraction regime (Hecht & Zajac 1974), the electric field in the image plane is found by taking a Fourier transform, $\text{FT}\{...\}$:

$$\hat{E}(x) = \text{FT}\{E(u)\} = \text{FT}\{A(u)\} \ast (\delta(x) - a/2 [\delta(x + f) - \delta(x - f)]) (1-5)$$

where the hat, $\hat{\cdot}$, denotes an image plane quantity, $\ast$ is the convolution operator, and $x$ corresponds to an angle with units $\lambda/D$.

We now let $\text{FT}\{A(u)\} = \hat{A}(x)$, which is simply the diffraction-limited PSF, and recognize that it is copied at the location of the three delta functions, $x = 0$, $x = -f$, and
\( x = +f \), but with a different weighting,

\[
\hat{E}(x) = \hat{A}(x) - a/2 \hat{A}(x + f) + a/2 \hat{A}(x - f).
\]  

(1–6)

An ideal coronagraph will remove the zero-frequency component, \( \hat{A}(x) \), but cannot eliminate the other two terms, otherwise the companion would be attenuated. Thus, a sine-wave phase ripple creates two peaks of light, or speckles, at locations in the image plane that correspond to the spatial frequency \( f \). This forms the basis for understanding high-contrast imaging wavefront aberration theory, since any general wavefront shape can be constructed from a series of sines and cosines. A deformable mirror (DM) can suppress speckles by reshaping the phase of starlight (Fig. 1-6).

Figure 1-6. Cartoon of a single frequency 1 nm peak-to-trough phase error across the telescope entrance aperture and a 19 actuator DM for conjugation. The \( f = 3 \) sine-wave aberration would normally create 2 speckles at \( \pm 3 \lambda/D \) in the image plane. Instead, the phase errors are suppressed to a level given by how well the DM can match the in-coming wavefront shape (fitting-errors). The DM surface need only be half the wavefront phase height due to the reflection. The light is then sent to the coronagraph.
Notice also that the speckle intensity, $|\hat{E}|^2$ (§1–6), scales as $a^2$. This relation has been verified with numerical simulations in §3. Phase errors of order 1 nm limit contrast at the $\approx 10^{-7}$ level at the coronagraph IWA in the visible. Therefore, to detect an Earth-like planet, the phase of light must be controlled to better than $\approx 1/\sqrt{10^3}$ nm, or $\approx 0.6$ Bohr radii, over the spatial frequencies of interest.

The phase amplitudes, $a(f)$, form a frequency spectrum (§3) that dictates the spatial distribution of power or energy in the image. The power-spectra of atmospheric aberrations differ from that of lenses and mirrors, but both can be reasonably well-modeled with a monotonically decreasing power-law or broken power-law in $f$. In other words, more stellar residuals are located close to the optical axis than further away.

Figure 1-7 shows quasi-static speckles from a lab experiment using a coronagraph (Crepp et al. 2006). The contrast is limited at the $10^{-6}$ level at the IWA, implying that wavefront phase errors are several nanometers in size. This was verified explicitly with profilometer measurements of the surface of the most critical optic.

Image quality is often characterized by the Strehl ratio, $S$, which is defined as,

$$S = \frac{\text{measured peak intensity of source}}{\text{theoretical max peak intensity of source}} < 1.$$  

(1–7)
A Strehl of 0.6 indicates that the atmosphere or instrument optics have scattered \( \sim 40\% \) of the PSF core energy. Much of that light lands in the search area.

The Strehl ratio can be related to the rms wavefront error by the Marichal formula,

\[
S \approx e^{-\sigma_{\text{rms}}^2}
\]

where \( \sigma_{\text{rms}} \) is the root-mean-square wavefront error in radians. If we substitute for \( \sigma_{\text{rms}} \) the previous result that the wavefront must be controlled to better than \( 1/\sqrt{10^3} \) nm at \( \lambda = 650 \) nm in order to generate \( 10^{-10} \) contrast, we find that \( S = 0.99999990656 \). Hence, ground-based imaging of terrestrial planets at visible wavelengths is impractical (see also Guyon (2005) for other reasons).

At near-IR wavelengths, the Strehl ratio of 8-10m telescopes is often less than 10\% without wavefront correction. With current adaptive optics (AO) technology, Strehl ratios of \( \approx 40\% \) are possible. This value is still insufficient and serves as the motivation for the development of “extreme” AO and the work done in Chapter 6.

### 1.3 The Lyot Coronagraph

There are many kinds of coronagraphs. They can be roughly categorized into two groups: ‘interferometric’ coronagraphs and modifications of the Lyot coronagraph. Most designs fall into the latter category, although there still exists an impressively large diversity amongst individual approaches. Guyon et al. (2006) have compiled a list of coronagraphic concepts that can, in principle, achieve \( 10^{-10} \) contrast at \( 5 \lambda/D \) – the so-called “Coronagraph Tree of Life”. Their abbreviated names are: the AIC, CPAIC, VNC, PSC, CPA, PPA, PIAAC, PIZZA, APLC, APLCN, BLM4, BLM8, PM, 4QPM, APKC, OVCm, AGPMC, and ODC.

Guyon et al. (2006) have also compared their performance on an equal footing using a ‘useful throughput’ metric. In the ideal case, the OVC – Optical Vortex (Mawet et al. 2007), PIAAC – Phase Induced Amplitude Apodization (Guyon 2003), BLM4 – 4th-order Band-limited Mask (Kuchner & Traub 2002), and BLM8 – 8th-order Band-limited Mask
coronagraphs yield the best results. The differences between their individual benefits are: the OVC and PIAAC have sharper PSF’s, better IWA’s, and higher throughput than the BLM4 and BLM8, and can therefore detect more targets per time, but are significantly more susceptible to low-order optical aberrations (§2, §4, §5) and finite stellar size (§3). These practical tradeoffs (which are studied in this work), along with chromaticity considerations, will determine the design of the TPF-C (see also Cash (2006) and §3). The BLM4 and BLM8 are unique amongst this elite list in that they are also useful from the ground (§4, §6, §7). They, along with the optical vortex (phase) mask, are located in the image plane of the Lyot coronagraph, which is described below. The BLM4 and BLM8 are described in detail in §2.

The Lyot coronagraph (Lyot 1939) controls diffraction with a combination of an image mask and aperture stop. The mask and stop work together to suppress light from a source that is aligned to the optical axis. Light emanating from an off-axis source, such as a debris disk or substellar companion, enters the coronagraph at a small angle and suffers minimal attenuation. The result is a gain in the relative number of photons received from faint objects located in close angular proximity to the star. A well-calibrated coronagraph operates like a high-pass filter and can improve sensitivities by many orders of magnitude. Figure 1-8 depicts a transmissive design without wavefront control.

The first-order diffraction theory for light propagation through the Lyot coronagraph is as follows: The electric-field at the entrance aperture is given by,

\[ E(u, v) = E_0(u, v)A(u, v), \]  

where \( E_0 \) is the complex field and \( u, v \) are pupil plane quantities. For simplicity, we assume here that no aberrations are present and set \( E_0 = 1 \). We also neglect telescope obstructions so that \( A(u, v) \) is just a circle or two-dimensional top-hat function.
Light entering the coronagraph is focused onto an occulting mask in the first image plane. The electric-field is then,

$$\hat{E}(x, y) = \hat{A}(x, y)\hat{M}(x, y), \quad (1-10)$$

where $M(x, y)$ is the mask amplitude transmission profile. The mask intensity transmission is $|\hat{M}(x, y)|^2$ and, typically, $M(x = 0, y = 0) = 0$.

The electric field at the subsequent pupil plane is found by taking another Fourier transform,

$$E_{Lyot}(u, v) = A(u, v) * M(u, v). \quad (1-11)$$

This equation is the key to understanding Lyot coronagraphy. The field at the Lyot stop is the convolution of the entrance aperture with the mask spatial frequency function. In order to generate dynamic range, the light pattern must be faint near the center of the pupil and bright near the edges. This way the Lyot stop can effectively remove starlight while allowing most of the off-axis light to reach the detector.

The field at the detector is,

$$\hat{E}_{final} = \hat{L}(x, y) * \hat{A}(x, y) \hat{M}(x, y), \quad (1-12)$$

where $L(u, v) \rightarrow \hat{L}(x, y)$ is the Lyot stop. The intensity is $|\hat{E}_{final}|^2$. Images of the field at various locations along the path are shown in §4.
CHAPTER 2
THE BAND-LIMITED MASK

2.1 Basic Principle

The band-limited mask is an occulter located in the image plane of the Lyot coronagraph (Kuchner & Traub 2002). It diffracts starlight into spatially succinct regions that follow the contour of the telescope entrance aperture. The combination of a band-limited mask and appropriately shaped Lyot stop can completely remove the on-axis light from an optical system when it is free of aberrations.

Equation 1–11 provides the basis for understanding its operation. Consider a one-dimensional coronagraph with monochromatic light as in §1.2.3. We again model the telescope entrance aperture as a top-hat in the pupil. The question is: “What function, or set of functions, when convolved with the telescope entrance aperture, create an ideal diffraction pattern at the Lyot pupil?” (Fig. 2-1).

An example of an ideal mask function is one that places all of the starlight exterior to a certain region or distance from the optical axis. A simple stop, one that is opaque on the outside and transparent in the center, can then block it all while still passing light from the companion. Such a function would satisfy the following criterion,

\[ \int_{\epsilon/2}^{\epsilon/2} M(u) du = 0, \]  

(2–1)

and

\[ M(u) = 0, \text{ for } |u| > \epsilon / 2 \]  

(2–2)

where \( M(u) \) is the image mask spatial frequency function and \( 0 \leq \epsilon \leq 1 \) is a dimensionless parameter that controls the bandwidth. The function is said to be \textit{band-limited} because only a range of low spatial-frequencies are present. Equ. 2–1 ensures that no starlight “leaks” through the coronagraph when the \( A(u) \) and \( M(u) \) functions overlap during convolution, while Equ. 2–2 ensures the same when the functions do not overlap.
Figure 2-1. Convolving $A(u)$ with a band-limited mask function $M(u)$ produces an optimal diffraction pattern at the Lyot pupil plane (Kuchner & Traub 2002). The resultant electric field is multiplied by another top-hat, the Lyot stop (not shown), in order to remove all on-axis starlight.

The mask function shown in Fig. 2-1 is

$$M(u) = N \left[ \delta(u) - \frac{1}{\epsilon} \Pi \left( \frac{u}{\epsilon} \right) \right] \tag{2–3}$$

where $N$ is a normalization constant. The Fourier transform of Equ. 2–3 gives the amplitude transmission,

$$\hat{M}(x) = N [1 - \text{sinc}(\pi \epsilon x)]. \tag{2–4}$$

Band-limited masks are graded masks. Their intensity transmission, $0 \leq |\hat{M}(x)|^2 \leq 1$ (i.e. the part we actually build), varies smoothly in opacity. In broadband light, we design the mask to operate at $\lambda_{max}$, since shorter wavelengths are diffracted outside the Lyot stop.

Examples of other band-limited functions are: $\hat{M}(x) = \sin^2(\pi \epsilon x/2)$, $1 - \text{sinc}^n(\pi \epsilon x/n)$, where $n$ is an integer, and $1 - J_0(\pi \epsilon x)$. They generally trade IWA with off-axis attenuation. In other words, masks with intrinsically close IWA’s, such as the $\sin^2(\ldots)$ design, have more ‘ringing’ (opaque regions) in the search area. If $\epsilon$ is increased to improve the IWA, then the Lyot stop throughput decreases.

For instance, consider the linear $1 - \text{sinc}^2(\pi \epsilon x/2)$ mask. A two-dimensional coronagraph with an IWA of $4\lambda/D$, where IWA is taken as the location where the intensity transmission reaches 0.5, would have a Lyot stop throughput of 64%. Other band-limited masks, such as the radial design, $\hat{M} \to \hat{M}(r)$, and separable design, $\hat{M} \to \hat{M}(x) \hat{M}(y)$, are also available. They likewise trade search space for throughput.
2.2 Eighth-Order Masks

A linear combination of band-limited functions creates another band-limited function. The masks described in §2 are “fourth-order” masks: their intensity transmission near the optical axis increases as the fourth-power with distance. It is possible to generate higher-order mask functions, such as an eighth-order (Kuchner, Crepp, & Ge 2005) or twelfth-order mask, by combining fourth-order mask functions.

The motivation for this concept is that intrinsically wider masks help filter low-order aberration content. They are also more robust to pointing errors and the finite size of stars. For example, an eighth-order mask would allow the TPF-C to operate with a pointing accuracy no better than that of the Hubble Space Telescope, \( \sim 3 \) mas, whereas a fourth-order mask would require \( \sim 0.7 \) mas. The price for relaxing such tolerances is a modest cost in off-axis throughput.

To construct an eighth-order mask, we need the amplitude transmission term responsible for quadratic leakage to equal zero,

\[
\frac{d^2}{dx^2} \hat{M}(x) \bigg|_{x=0} = 0. \tag{2–5}
\]

This can be accomplished by adding an appropriately weighted \( C \sin^2(k_1 x) \approx (C/2)(k_1 x)^2 \) function to any \( 1 - \text{sinc}^n(k_2 x/n) \approx (k_2 x)^2/(6n) \) function. Notice that the individual terms also automatically satisfy Equ. 2–1 and 2–2. Setting \( k_1 = k_2 \) we find \( C = -1/(3n) \). To ensure \( \hat{M}(x) \leq 1 \), we renormalize the mask by multiplying \( \hat{M}(x) \) by a constant, \( N \).

Putting everything together and using physical units yields a series of eighth-order band-limited masks,

\[
\hat{M}_{BL}(x) = N \left[ \frac{3n - 1}{3n} - \text{sinc}^n \frac{\pi x \epsilon}{n \lambda_{\text{max}} f} + \left( \frac{1}{3n} \right) \cos \frac{\pi x \epsilon}{\lambda_{\text{max}} f} \right], \tag{2–6}
\]

where \( f \) is the focal ratio at the mask and \( \lambda_{\text{max}} \) is the longest wavelength at which the mask is to operate. Figure 2-2 shows \( \hat{M}(x) \) for the first few linear masks in the series.
Figure 2-2. Eighth-order band-limited mask functions described by Equation 2–6 for \( n = 1 \sim 5 \).

We can create another series of eighth-order masks with less off-axis attenuation by combining two \( 1 - \text{sinc}^n \) masks using the same procedure:

\[
\hat{M}_{BL}(x) = N \left[ \frac{l - m}{l} \text{sinc}^l \frac{\pi x \epsilon}{l \lambda_{max} f} + \frac{m}{l} \text{sinc}^m \frac{\pi x \epsilon}{m \lambda_{max} f} \right].
\] (2–7)

This series is parameterized by two integer exponents, \( l \) and \( m \); we assume \( l > m \).

Figure 2-3 shows \( \hat{M}(x) \) for \( m = 1 \) and \( l = 2 \sim 5 \). The \( m = 1 \) and \( l = 2 \sim 3 \) masks have throughput similar to the \( n = 3 \sin^2 \) mask from above. Using large values of \( m \) and \( l \) reduces the ‘ringing’ further, but also decreases the Lyot stop throughput.

Figure 2-4 compares the intensity transmission, \( |\hat{M}(x)|^2 \), for the \( 1 - \text{sinc}^2 \) fourth-order mask and the \( m = 1, l = 3 \) eighth-order mask. While the \( 1 - \text{sinc}^2 \) mask has an IWA of \( (1.448/\epsilon)(\lambda/D) \), the \( m = 1, l = 3 \) eighth-order mask has an IWA of \( (1.788/\epsilon)(\lambda/D) \). The \( m = 1, l = 3 \) mask offers a good compromise between ringing and throughput, and also reaches 100% transmission at its first maximum, a critical region for planet searching.

This mask design is recommended for the TPF-C.
Figure 2-3. Eighth-order band-limited mask functions described by Equation 2–7 for $m = 1, l = 2 \ldots 5$.

Figure 2-4. Intensity transmission for the $1 - \text{sinc}^2$ fourth-order mask, the $n = 3$ eighth-order mask, and the $m = 1, l = 3$ eighth-order mask. Coronagraph throughput and distance from optical axis were calculated with $\epsilon = 0.6$. The $m = 1, l = 3$ eighth-order mask, recommended for TPF-C, has 100% transmission at its first maximum.
Masks of higher-order can also be derived. They suppress low spatial-frequency aberrations even further, but have significantly less Lyot stop throughput. The twelfth-order mask is a viable tool when the IWA is large – for example if one wanted to search the extended habitable zone of a giant star (§3).

2.3 Higher Spatial-Frequencies

There is an additional degree of freedom that we can exploit to construct band-limited masks that are potentially easier to fabricate. Close inspection of Fig. 2-1 and Equ. 2–2 reveals that power at mask spatial frequencies \(|u| > 1 - \epsilon/2\) results in starlight being diffracted well outside the Lyot stop opening. Masks that utilize this design freedom are called notch-filter masks (Kuchner & Spergel 2003). They need not have smooth intensity transmission profiles. Instead, notch filter masks can be sampled or binary, or both. In the following, we use a technique similar to the one employed in §2.2 to find eighth-order notch filter masks (Kuchner, Crepp, & Ge 2005). To be consistent with §2.2, we refer to the various designs by the exponents of their constituent functions \((n, l, m)\).

We start with a linear combination of fourth-order notch filter masks,

\[
\hat{M}_{\text{notch}}(x) = N \left[ \hat{M}_{\text{notch},A}(x) + C \hat{M}_{\text{notch},B}(x) \right],
\]

where \(N\) ensures that \(\hat{M}_{\text{notch}}(x) \leq 1\). The constant \(C\) is found by substituting Equ. 2–8 into Equ. 2–5, where

\[
\left. \frac{d^2 \hat{M}(x)}{dx^2} \right|_{x=0} = \int_{-\epsilon/2}^{\epsilon/2} (-2\pi i u)^2 M(u) du = 0,
\]

and the derivatives are taken only over the low spatial frequencies (see Kuchner, Crepp, & Ge 2005 for details). The answer is:

\[
C = \frac{-\int_{-\epsilon/2}^{\epsilon/2} u^2 M_{\text{notch},A}(u) du}{\int_{-\epsilon/2}^{\epsilon/2} u^2 M_{\text{notch},B}(u) du},
\]

where \(-1 \leq C \leq 0\).
To finish the derivation, we need to calculate $M_{\text{notch}}(u) \equiv \hat{M}_{\text{notch}}(x)$. Fourth-order sampled masks are defined by the following prescription (Kuchner & Spergel 2003):

$$\hat{M}_{\text{notch}}(x) = \hat{M}_{\text{samp}}(x) - \hat{M}_{0}, \quad (2-11)$$

where

$$\hat{M}_{\text{samp}}(x) = \hat{P}(x) \ast \left( \hat{M}_{BL4}(x) \Delta x \sum_{k} \delta(x - (k + \zeta) \Delta x) \right), \quad (2-12)$$

$$M_{\text{samp}}(u) = P(u) \left( M_{BL4}(u) \ast \sum_{k} \delta(u - k/\Delta x) e^{-2\pi i u \zeta \Delta x} \right), \quad (2-13)$$

and

$$\hat{M}_{0} = \int_{-\epsilon D/(2\lambda)}^{\epsilon D/(2\lambda)} M_{\text{samp}}(u) \, du = \int_{-\infty}^{\infty} M_{BL4}(u) P(u) \, du = \hat{M}_{BL4}(x) \ast \hat{P}(x) \bigg|_{x=0}. \quad (2-14)$$

Here, $M_{BL4}$ represents any fourth-order band-limited mask function and $k$ ranges over all integers. The sampling points are offset from the mask center by a fraction $\zeta$ of $\Delta x$. The kernel, $\hat{P}(x)$, can represent the “beam” of a nanofabrication tool. It should be normalized so that $\int_{-\infty}^{\infty} \hat{P}(x) \, dx = 1$, and $\hat{P}(x)$ must be everywhere $\leq 1/(\Delta x)$, so $\hat{M}_{\text{samp}}(x)$ remains $\leq 1$. The constant $\hat{M}_{0}$ ensures that the mask satisfies Equation 2–1. Though the sampled mask is derived from $\hat{M}_{BL4}(x)$, the function being sampled is $\hat{M}_{BL4}(x) - \hat{M}_{0}$.

Substituting Eq. 2–11 into Equation 2–8 we have

$$\hat{M}_{\text{notch}}(x) = N \left[ (\hat{M}_{\text{samp}A}(x) - \hat{M}_{0A}) + C(\hat{M}_{\text{samp}B}(x) - \hat{M}_{0B}) \right], \quad (2-15)$$

and using Eq. 2–13 and 2–14 the constant $C$ becomes

$$C = -\frac{\int_{-\epsilon/2}^{\epsilon/2} u^2 P(u) M_{BL4A}(u) \, du}{\int_{-\epsilon/2}^{\epsilon/2} u^2 P(u) M_{BL4B}(u) \, du}. \quad (2-16)$$

We can now construct a variety of eighth-order notch filter masks analogous to the variety of eighth-order band-limited masks.
In the following, we provide example calculations for making sampled binary and sampled graded eighth-order notch filter masks using the $m = 1$, $l = 3$ design. We assume a linear mask geometry and consider broadband light.

### 2.3.1 Binary Masks

Binary masks are everywhere either completely opaque or completely transparent. To build one that satisfies the various diffraction criterion we assemble a collection of identical parallel stripes, where a notch filter mask function provides the width of each stripe,

$$
\hat{M}_{\text{stripe}}(x, y) = \begin{cases} 
1 & \text{where } y < \hat{M}_{\text{notch}}(x) \lambda_{\text{min}}f \\
0 & \text{elsewhere.}
\end{cases}
$$

(2–17)

The mask function is

$$
\hat{M}_{\text{binary}}(x, y) = \sum_{j=-\infty}^{\infty} \hat{M}_{\text{stripe}}(x, y - j\lambda_{\text{min}}f),
$$

(2–18)

where $\lambda_{\text{min}}$ is the shortest wavelength in the band of interest. Band-limited masks leak light at wavelengths longer than $\lambda_{\text{max}}$, whereas notch filter masks can also leak light at wavelengths shorter than $\lambda_{\text{min}}$. In other words, the notch filter mask operates like a band-limited mask so long as the optical system does not resolve its intricate features.

If we like, we can use the band-limited mask functions described by Equations 2–6 or 2–7 in place of $\hat{M}_{\text{notch}}(x)$, resulting in a mask formed of continuous curves. However, sampled binary masks may prove to be easier to manufacture since their features are not as small near the optical axis. The binary mask shown in Fig. 2-6 is sampled. It can be made entirely from rectangles of opaque material using e-beam lithography ($\S$5).

The function we actually sample is $N[(\hat{M}_{BL4A}(x) - \hat{M}_{0A}) + C(\hat{M}_{BL4B}(x) - \hat{M}_{0B})]$. Figure 2-5 shows a plot of this function to illustrate how $\zeta$ may be chosen. To guarantee that $\hat{M}_{\text{notch}}(x) \geq 0$, the parameter $\zeta$ must be in the range $|\zeta| \leq \zeta_0$, where $\zeta_0$ is defined by the condition $\hat{M}_{BL4A}(\zeta_0\lambda_{\text{min}}f) + C\hat{M}_{BL4B}(\zeta_0\lambda_{\text{min}}f) = \hat{M}_{0A} + C\hat{M}_{0B}$. For our binary mask, we choose $\zeta = \zeta_0$, to make the central rectangles contiguous.
Figure 2-5. An example of the function $N[(\hat{M}_{BL4A}(x) - \hat{M}_0A) + C(\hat{M}_{BL4B}(x) - \hat{M}_0B)]$ for an $m = 1, l = 3$ sampled mask. Choosing $\zeta = \zeta_0$ allows us to create a binary mask of contiguous stripes. Choosing $\zeta = 0$ allows us to create a graded mask with the most favorable optical density requirement.

Figure 2-6. Simulated low and high magnification pictures of an $m = 1, l = 3$ linear eighth-order sampled binary mask. Dark areas are completely opaque and white areas perfectly transmissive. The high-magnification picture (right) illustrates the sampling. See §5 for microscope photographs of linear eighth-order binary masks.
For the \( m = 1, l = 3 \) mask with \( \text{IWA} = 3\lambda_{\text{max}}/D \), spacing \( \Delta x = \lambda_{\text{min}} f \), and bandpass 0.5–0.8 \( \mu \text{m} \), we find that \( \hat{M}_{0_A} = 0.00630889 \), \( \hat{M}_{0_B} = 0.01882618 \), \( C = -0.33935486 \), and \( \zeta_0 = 0.25941279 \). Table 2.3.2 lists normalization constants and sampled mask parameters for eighth-order notch filter masks of various IWA’s using a top-hat kernel, \( \hat{P}(x) = (D/\lambda_{\text{min}})\Pi(xD/\lambda_{\text{min}}) \), and 0.5–0.8 \( \mu \text{m} \) bandpass.

If the resolution of our nanotool is \( \sim 20 \) nm, we require a telescope with an \( f/115 \) or slower beam (see Kuchner & Spergel 2003). The physical size of an entire mask is generally a few hundred diffraction widths. A 1’’ \( \times \) 1’’ mask would consist of \( \gtrsim 440 \) vertically repeating segments, where each segment is \( \leq \lambda_{\text{min}} f = 57.5 \mu \text{m} \) wide. This coronagraph design would have a Lyot stop throughput of 40%. Figure 2-6 shows an example of what an \( m = 1, l = 3 \) linear eighth-order binary mask would look like.

### 2.3.2 Sampled Graded Masks

Sampled graded masks may be easier to construct than smooth graded masks. Moreover, they can be designed so that they do not require their darkest regions to be perfectly opaque. This flexibility limits the demands on the lithography tool used to make the masks. The \( 1 - \) sinc\(^2 \) mask with \( \text{IWA} = 2.9\lambda_{\text{max}}/D, \epsilon = 0.4 \), can be built with a maximum optical density of 4. The sin\(^2 \) mask with \( \epsilon = 0.4 \) can be built with a maximum optical density of 3.

When we design eighth-order graded notch filter masks, we can reduce the required maximum optical density by beginning the sampling at \( \zeta = 0 \), so long as our sampling size is large enough to straddle the valleys shown in Figure 2-5. Choosing \( \Delta x = \lambda_{\text{min}} f \) satisfies this condition for all of the masks listed in Table 2.3.2. Figure 2-7 shows a graded version of the \( m = 1, l = 3 \) eighth-order mask described in §4.1. The mask is defined by \( \hat{M}(x, y) = \hat{M}_{\text{notch}}(x) \); its optical density is \( -\log_{10} |\hat{M}_{\text{notch}}(x)|^2 \). To make the darkest stripe of the mask as transparent as possible, we chose \( \zeta = 0 \). With this choice, the darkest stripe of the mask has optical density \( -2\log_{10} |\hat{M}_{\text{notch}}(0)| \approx 7.882 \). Table 2.3.2 lists the maximum optical densities (O.D.\(_{\text{max}} \)) of sampled graded masks with \( \zeta = 0 \).
Table 2-1. Sampled eighth-order mask parameters

| n   | \( N^a \) | \( \theta_{HW} \) (\( \lambda_{max}/D \)) | \( \epsilon \) | \( M_{0,A} \) | \( M_{0,E} \) | \( C \) | \( \zeta_0 \) | O.D.\(_{max}\)  
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.966115405054</td>
<td>3</td>
<td>0.453</td>
<td>0.01092315</td>
<td>0.01631996</td>
<td>-0.67562610</td>
<td>0.25945500</td>
<td>8.004</td>
</tr>
<tr>
<td></td>
<td>0.960497496515</td>
<td>4</td>
<td>0.340</td>
<td>0.00616927</td>
<td>0.00923329</td>
<td>-0.67167174</td>
<td>0.25954657</td>
<td>9.012</td>
</tr>
<tr>
<td></td>
<td>0.95986014806</td>
<td>5</td>
<td>0.272</td>
<td>0.00395309</td>
<td>0.00592117</td>
<td>-0.66985758</td>
<td>0.25958912</td>
<td>9.791</td>
</tr>
<tr>
<td>2</td>
<td>0.99992074667</td>
<td>3</td>
<td>0.487</td>
<td>0.00632078</td>
<td>0.01883265</td>
<td>-0.34113344</td>
<td>0.25944228</td>
<td>7.969</td>
</tr>
<tr>
<td></td>
<td>0.99996737078</td>
<td>4</td>
<td>0.366</td>
<td>0.00357716</td>
<td>0.01068997</td>
<td>-0.33769399</td>
<td>0.25953913</td>
<td>8.969</td>
</tr>
<tr>
<td></td>
<td>0.99991487843</td>
<td>5</td>
<td>0.292</td>
<td>0.00227903</td>
<td>0.00682024</td>
<td>-0.33609563</td>
<td>0.25958482</td>
<td>9.757</td>
</tr>
<tr>
<td>3</td>
<td>0.994355716928</td>
<td>3</td>
<td>0.533</td>
<td>0.00505061</td>
<td>0.02250740</td>
<td>-0.2264671</td>
<td>0.25941276</td>
<td>7.860</td>
</tr>
<tr>
<td></td>
<td>0.99296789801</td>
<td>4</td>
<td>0.400</td>
<td>0.00284944</td>
<td>0.01275232</td>
<td>-0.22635050</td>
<td>0.25952924</td>
<td>8.686</td>
</tr>
<tr>
<td></td>
<td>0.992249764357</td>
<td>5</td>
<td>0.320</td>
<td>0.00182510</td>
<td>0.00818418</td>
<td>-0.22484879</td>
<td>0.25957404</td>
<td>9.649</td>
</tr>
<tr>
<td>4</td>
<td>0.999920502046</td>
<td>3</td>
<td>0.578</td>
<td>0.00445606</td>
<td>0.02640539</td>
<td>-0.17384571</td>
<td>0.25937689</td>
<td>7.744</td>
</tr>
<tr>
<td></td>
<td>0.99995902962</td>
<td>4</td>
<td>0.434</td>
<td>0.00251629</td>
<td>0.01499184</td>
<td>-0.17065228</td>
<td>0.25950368</td>
<td>8.751</td>
</tr>
<tr>
<td></td>
<td>1.000006649135</td>
<td>5</td>
<td>0.347</td>
<td>0.00160975</td>
<td>0.00961517</td>
<td>-0.16919646</td>
<td>0.25956186</td>
<td>9.534</td>
</tr>
</tbody>
</table>

| l (for \( m = 1 \)) | \( l \) | \( \theta_{HW} \) (\( \lambda_{min}/D \)) | \( \epsilon \) | \( M_{0,A} \) | \( M_{0,E} \) | \( C \) | \( \zeta_0 \) | O.D.\(_{max}\)  
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>1.865785172445</td>
<td>3</td>
<td>0.557</td>
<td>0.00825681</td>
<td>0.01646433</td>
<td>-0.50505400</td>
<td>0.25942680</td>
<td>7.923</td>
</tr>
<tr>
<td></td>
<td>1.862969084984</td>
<td>4</td>
<td>0.412</td>
<td>0.00452972</td>
<td>0.00904463</td>
<td>-0.50274761</td>
<td>0.25953456</td>
<td>8.977</td>
</tr>
<tr>
<td></td>
<td>1.856230583161</td>
<td>5</td>
<td>0.334</td>
<td>0.00298028</td>
<td>0.00595415</td>
<td>-0.50180101</td>
<td>0.25957920</td>
<td>9.710</td>
</tr>
<tr>
<td>3</td>
<td>1.434216871605</td>
<td>3</td>
<td>0.596</td>
<td>0.00630889</td>
<td>0.01882618</td>
<td>-0.33935486</td>
<td>0.25941279</td>
<td>7.882</td>
</tr>
<tr>
<td></td>
<td>1.429552473250</td>
<td>4</td>
<td>0.447</td>
<td>0.00356426</td>
<td>0.01063737</td>
<td>-0.33694583</td>
<td>0.25952307</td>
<td>8.890</td>
</tr>
<tr>
<td></td>
<td>1.42734701514</td>
<td>5</td>
<td>0.357</td>
<td>0.00227076</td>
<td>0.00679929</td>
<td>-0.33549733</td>
<td>0.25957440</td>
<td>9.674</td>
</tr>
<tr>
<td>4</td>
<td>1.312506672966</td>
<td>3</td>
<td>0.637</td>
<td>0.00540801</td>
<td>0.02147509</td>
<td>-0.25623997</td>
<td>0.25623997</td>
<td>7.813</td>
</tr>
<tr>
<td></td>
<td>1.308547497039</td>
<td>4</td>
<td>0.478</td>
<td>0.00305104</td>
<td>0.01215389</td>
<td>-0.25348152</td>
<td>0.25951079</td>
<td>8.819</td>
</tr>
<tr>
<td></td>
<td>1.306220598720</td>
<td>5</td>
<td>0.382</td>
<td>0.00195033</td>
<td>0.00778076</td>
<td>-0.25221408</td>
<td>0.25956647</td>
<td>9.603</td>
</tr>
</tbody>
</table>

\(^{a}\)Normalization constant for \( \zeta = \zeta_0 \) and \( f_{\lambda_{min}} \) sampling.

\(^{b}\)For a graded mask with \( \zeta = 0 \).

\(^{c}\)Suggested for TPF-C.
In summary, we conclude that eighth-order masks can control diffracted starlight while simultaneously offering resistance to tip/tilt and low spatial-frequency optical aberrations compared to fourth-order masks. This is confirmed with explicit lab tests in §5. Eighth-order masks also help to prevent leakage due to the finite size of stars, as is shown with numerical simulations in the next chapter. Graded designs can be fabricated with HEBS (High-Energy-Beam-Sensitive) glass, and notch-filter masks can be fabricated with HEBS glass or regular glass and a deposition of opaque material that is subsequently etched by an electron-beam lithography machine. We provided examples of sampled binary, smooth binary, and sampled graded eighth-order masks. The $m = 1, l = 2$ design is recommended for the TPF-C.
CHAPTER 3
PROSPECTS FOR SPACE OBSERVATIONS

This Chapter describes the technologies associated with a space-based internally occulting coronagraph that using band-limited image masks. Quasi-static wavefront errors and scattered light removal are first briefly described. Then, the performance of a TPF-C-like instrument is examined as a function of stellar angular diameter.

It is shown that incoherent light leakage resulting from the finite size of stars can be suppressed by using the eighth-order image masks from Chapter 2. This benefit enables sensitive imaging measurements of the circumstellar regions surrounding nearby evolved stars. We discuss the science that such observations can deliver regarding both terrestrial and Jovian exoplanets.

3.1 Introduction: Quasi-Static Wavefront Errors and “The Dark Hole”

The TPF-C will generate unprecedented contrast within several AU of nearby stars (see Traub et al. (2006) for a review). Currently, there are two different architectures undergoing feasibility studies: (i) an internal occulter that utilizes one (or more) of the promising designs mentioned in §1.3, and (ii) an external occulter design that utilizes a distant, specially shaped, star-shade that casts a dark shadow over the entire telescope (Cash (2006); Lyon et al. (2007)). Each have their advantages.

The internal occulter allows for integration of all optical components locally into a single instrument, whereas the external occulter must be separated from its detector by \(\approx 50,000\) km, hence requiring a sophisticated orbital dynamics scheme. To maximize observing efficiency, the external occulter will also likely require at least two star-shades. While one is aligned, the other(s) will travel to the next target. The concept expends copious amounts of energy but is still less expensive than any internal occulting design by nearly a factor of 2, since it does not require as large a primary mirror. These practical and budgetary considerations along with the intended scope of the general astrophysics program will decide the TPF-C’s architecture. Hybrid designs are also being considered.
For instance, a discovery-class instrument could eventually operate as the detector for a star-shade launched several years later (Shaklan & Levine 2007), or a closer-in star-shade could work in tandem with an internal occulter to save fuel.

Any internal occulter design will have to deal with wavefront phase and amplitude errors introduced by the telescope primary mirror and subsequent optics, such as beam-splitters, dichroics, condensers, filters, lenses, ... etc. The effects of these systematic disturbances manifest as slowly undulating, quasi-static speckles in the image plane (see §1.2.3) that change on a timescale commensurate with thermal fluctuations. Such aberrations are inherent to all of the coronagraphs mentioned in §1.3 and unavoidable at the contrast levels required for circumstellar science.

Speckle-nulling is the act of removing quasi-static residual starlight from a pre-selected region of the image plane. By including one or more deformable mirrors (DM’s) in the optical train to reshape the phase of starlight (or, more generally, to alter the complex field), a sharply defined region of deeper contrast can be generated over a fraction of the search area. The size of this so-called “dark hole” is governed by the number of DMs and their actuator densities. This technique greatly improves the chances for direct detection by properly isolating the companion’s signal.

As with most correction schemes, scattered light removal generally relies upon three steps: (i) wavefront sensing, (ii) wavefront reconstruction, and (iii) wavefront manipulation or control. The steps are often executed in succession and each may require the development of specialized algorithms to optimize the procedure for a given active optics system. For instance, from space it is possible to perform wavefront sensing at the science camera since the speckle lifetime is long compared to a typical integration. This approach requires phase diversity to reconstruct the shape of the wavefront but it minimizes non-common-path errors (§6.3) and the number of optics. Ground-based instruments, on the other hand, must sense the wavefront directly in order to keep pace with the rapidly changing field. In fact, high-contrast imaging instruments such as GPI
(Macintosh et al. 2006a) and the PALM-3k/P1640 (Dekany et al. 2007) will need to sense the wavefront twice, before and after the coronagraph, in order to generate a dark hole while simultaneously correcting for the atmosphere.

Figure 3-1 shows simulated images from a coronagraph operating in tandem with a single deformable mirror in broadband light after correction has been applied. The dark hole (hereafter, DH) is the central square region surrounding the star in the image. Its maximal extent, $s_{\text{max}}$, is related to the number of actuators across the DM by $s_{\text{max}} = (N_{\text{act}}/2) \lambda_{\text{min}}/D_{\text{tel}}$, where $N_{\text{act}}^2$ is the total number of actuators. The right-hand-side of the DH is deeper than the left because this simulation includes amplitude errors, which break the symmetry between the location of speckles on either side of the optical axis (see Bordé & Traub (2006)). Amplitude errors might be caused by reflectivity variations across a mirror for example. The complex field was reconstructed on the right-hand-side of the DH, so that is the side with optimal sensitivity.

The DM surface shape is calculated using an energy minimization technique invented by Give’On et al. (2007). We briefly describe the method as it would be used in practice. First, the electric field (phase and amplitude) at the detector is reconstructed by changing the shape of the DM several times with relatively arbitrary phase ripples – sines or cosines for instance. Then, the DM shape is commanded to be flat and each actuator is poked individually. The resultant wave is propagated through the coronagraph numerically (i.e. with a computer model) and the electric field at the detector is recorded each time. This data cube of electric fields is finally compared to the original electric field to provide a first estimate for the actuator heights. Several iterations converge upon the optimal shape.

Figure 3-2 shows an image of a 12x12 Boston Micromachines DM. The maximum surface stroke is 1.5 $\mu$m (3 $\mu$m max phase correction) and the electronics provide 14-bit resolution, corresponding to $1.5 \mu$m / $2^{14} \approx 1\text{"} A$ precision. This device will be used in laboratory experiments to test the theoretical predictions shown in the next section.
Figure 3-1. Simulated images of a 64x64 DM and resulting dark hole. The DM compensates for scattered starlight up to a spatial frequency equal to the Nyquist limit, in this case $s_{\text{max}} = 32 \frac{\lambda_{\text{min}}}{D_{\text{tel}}}$ away from the optical axis. Contrast levels of order $10^{-10}$ are generated in the region on the right. Details of the model are discussed in §3.2.3.

Figure 3-2. Boston Micromachines 12x12 deformable mirror. This device has recently been integrated into the University of Florida coronagraphic testbed.
3.2 Targeting Evolved Stars

The current preliminary TPF-C observing strategy is optimized to search for Earth-like planets orbiting a highly selective list of nearby F, G, and K main-sequence stars. In this section, we provide motivation for potentially expanding this set of targets to include evolved stars that subtend an appreciable angular size on the sky. To substantiate this concept, we calculate the light leakage resulting from the finite size of such stars in terms of contrast for one of the front-running TPF-C design candidates.

3.2.1 Motivation

To gain a fundamental understanding of planet formation and evolution, and to place the existence of Earth in the broadest possible context, a large and relatively unbiased sample of stars must be searched. This precept can be understood by considering the potential for diversity amongst extrasolar planetary systems. One notable effect is that the physical processes governing planet formation and evolution are nonlinear. Small changes in initial conditions can lead to large-scale differences in overall system architecture. As a result, stars of comparable mass and composition can yield a substantially dissimilar set of companions. Significant diversity is implicated on these grounds alone. This inherent complexity, however, is further amplified by the variety in stellar hosts that supply the material out of which planets originate. Their bulk characteristics are markedly disparate:

- the range of masses over the full span of the main sequence covers more than 3 orders of magnitude
- the range of metallicities in the solar neighborhood covers ~ 1.5 orders of magnitude (Luck & Heiter 2006, 2007)
- most stars are members of multiple systems (Tokovinin 2004)
- and individual stellar luminosities can vary by as many as ~ 7 orders of magnitude over a lifetime, when the red giant to early compact object stages of stellar evolution are included (Iben 1967; Iben & Laughlin 1989)

Given this information, there is no reason to expect that extrasolar planets will be any less unique or complex than the satellites of our solar system.
Direct imaging offers an efficient approach towards exploring this large parameter space for it is a technique whereby the members of entire planetary systems can, in principle, be detected and characterized simultaneously, depending on the separation and brightness of the inner-most companion. It is reasonable that sensitive space instruments, such as the TPF-C, TPF-I, and Darwin, consider a moderately comprehensive set of targets, otherwise a limited scope or severe predisposition to certain kinds of stars neglects large classes of interesting systems, including those that may tell us where to look next.

In addition to single main-sequence stars of intermediate spectral-type, which comprise the canonical list of high-contrast imaging targets, evolved stars, binaries, and M-dwarfs offer a variety of environments for testing theories of planetary science and other promising avenues in the search for life (Lopez et al. 2005; Haghighipour & Raymond 2007; Tarter et al. 2007). The motivation for observing them stems from their statistical significance: all stars will eventually evolve off of the main-sequence to become giants; binaries constitute approximately 50% of all stellar systems (Duquennoy & Mayor 1991); and M-dwarfs represent approximately 75% of all stars in the Galaxy (Henry 2004). Moreover, recent radial velocity, transit photometry, and astrometric observations have already provided strong evidence for the existence of planets in each category (Johnson 2007; Bonfils et al. 2007; Mugrauer et al. 2007, and references therein).

In this section, it is suggested that high-contrast imaging observations of different types of stars is more than just a compelling notion. The discussion focuses primarily on evolved stars (luminosity classes IV-I), their habitable zones, and the interface between “point” sources and resolved sources. As such, calculations of achievable sensitivity as a function of stellar angular diameter are provided for one of the leading TPF-C design candidates. It is shown that a Lyot coronagraph (Lyot 1939) with wavefront control (Trauger & Traub 2007) and access to an assortment of band-limited image masks (Kuchner & Traub 2002; Kuchner, Crepp, & Ge 2005) can handle a diverse set
of observations. This work is also relevant to close-separation visual binaries.\footnote{It is possible to suppress the light from two stars simultaneously by employing a coronagraph with a linear attenuation profile. This principle has recently been demonstrated from the ground using adaptive optics (§7).} We do not deal with M-dwarfs since interferometers are likely required to access their narrow temperate surroundings.

### 3.2.2 Extended Sources

High-contrast imaging is contingent upon the destructive interference of starlight (§1.3). Losses in spatial coherence due to the finite size of a star, whose surface is comprised of many independently radiating elements, can therefore result in light leakage. This places a fundamental limitation on a coronagraph’s sensitivity.

Many nearby stars subtend an appreciable angle on the sky compared to the spatial resolution of a large optical telescope. Evolved stars, in particular, have intrinsically large radii and may be several $\lambda / D_{tel}$ in width, even though they tend to be somewhat more distant than the closest main-sequence stars. For instance, Betelgeuse, the largest star in the Northern sky, $D_* = 55$ mas, illuminates an ‘area of coherence’ \cite{Born99} that is smaller than the primary mirror with which TPF-C may operate – only 2.3m in diameter when observed in quasi-monochromatic light centered on $\lambda = 0.55$ $\mu$m. For comparison, a star of radius $R_\odot = 6.96 \times 10^{10}$ cm located at 10 pcs would coherently illuminate an area of diameter $\sim 138$ m. An interesting regime lies between these two values where: (i) the stars are marginally resolved and (ii) their habitable zones are extended but expanding at a rate slow enough to provide sufficient time for life to develop and proliferate.

#### 3.2.2.1 Imaging terrestrial planets

As stars evolve off of the main-sequence, their luminosity increases and the habitable zone widens as it moves outward. Planets that were previously too cold to support life
will warm. A recent study of the continuously habitable zone by Lopez et al. (2005) has shown that there are two eras of post-main-sequence evolution where hospitable conditions may persist. They occur during the sub-giant and horizontal branches. Terrestrial planets orbiting a solar mass star in the 2-9 AU range, before the Helium flash, and 7-22 AU range, after the Helium flash, may have moderate climates for $10^8 - 10^9$ years.

Life emerged on the Earth within the first $≈ 10^9$ years after formation (Lazcano & Miller 1996). However, progress was hindered by frequent asteroidal impacts. Life may have been extinguished several times, even as late as 800 million years after formation (Mayer & Stevenson 1988). This raises the question of whether life can arise significantly faster under quiescent conditions, such as those provided by an older planet that is member of a more dynamically inactive system. Spectroscopic measurements of terrestrial planets orbiting evolved stars at several AU can help to constrain this timescale.

More distant planets will, depending on their albedo and radius (see Seager et al. (2007) for a discussion of super-Earths), generally be fainter than the Earth-Sun system (contrast $≈ 2 × 10^{-10}$; §1.2.1.1) in reflected light. A coronagraph can, however, accommodate for this effect by sacrificing spatial resolution. Observations at longer wavelengths decreases the intensity of quasi-static speckles by a factor of $\sim (\lambda/\lambda_0)^2$ in the search area. Another option is to increase the inner-working-angle. With a band-limited mask design, this results in higher Lyot stop throughput, which increases the amount of companion light, decreases integration time, and makes the point-spread-function (PSF) more spatially succinct.\footnote{Highly concentrated PSF’s facilitate discrimination of companion light amongst diffuse zodiacal and exozodiacal dust emission.} Notice that both approaches, and combinations thereof, improve the coronagraph’s resistance to stellar size.

Figure 3-3 shows how the habitable zone scales linearly with stellar angular size, a relationship that can be derived from the Stefan-Boltzman law. Members of the TPF-C
“Top 100 List” (http://sco.stsci.edu/starvault/), red-giant stars within 30 pcs from Lopez et al. (2005), and sources from Ochsenbein & Halbwachs (1982) with large angular diameters, which were directly measured using interferometry, are included in the plot. The habitable zones of several dozen evolved stars are accessible in the near-IR. This is a lower-limit to the number of potential targets since the list is only representative and not complete. The habitable zone of super-giant stars, such as Betelgeuse and R Doradus, may be as large as an arcsecond, but they are likely too young for life to develop. Discovery-class missions that employ a small aperture cannot afford further sacrifices in spatial resolution but will be capable of detecting Jovian planets orbiting giant stars at visible wavelengths.

Figure 3-3. Inner and outer-edge of the habitable zone for nearby stars. Targets with a large angular diameter leak light through a coronagraph (§3.2.4) but also have more distant habitable zones. Observations in the near-IR, or with a coronagraph having a larger inner-working-angle (IWA), improve sensitivity at the expense of spatial resolution and permit the direct detection of terrestrial planets orbiting at several AU. The IWA’s shown are for an 8m telescope operating at $4 \lambda/D_{\text{tel}}$. To first order, the ratio of the habitable zone outer-edge distance to the inner-edge depends only on the temperature of water, $\frac{H_{\text{outer}}}{H_{\text{inner}}} \approx \left(\frac{373 \text{ K}}{273 \text{ K}}\right)^2 = 1.87$. 
3.2.2.2 Imaging Jovian planets

Precision RV measurements have now established baselines exceeding 10 years making possible the detection of Jovian planets orbiting several AU from their host stars. Not only are giant planets being discovered orbiting main-sequence stars, but they are also being discovered orbiting giant stars (Johnson et al. 2008), which rotate slowly and have sharp spectral features. Preliminary results have already revealed correlations between stellar mass and planet properties. For instance, more massive stars tend to produce more massive Jovian planets in wider orbits (Johnson 2007).

An example of such a system with a known exoplanet is the bright (V=1.15) K-giant \( \beta \) Gem (POLLUX). RV observations spanning nearly 25 years are consistent with the presence of an \( M_{\text{sini}} = 2.6 M_{\text{Jup}} \) planet with a semi-major axis of 1.6 AU (Hatzes et al. 2006). \( \beta \) Gem is a K0 III star at a distance of 10.3 pcs with an angular diameter of 7.96 ± 0.09 mas (Nordgren et al. 2001) and mass of 1.7 ± 0.4 \( M_{\odot} \) (Allende Prieto & Lambert 1999).

A space-based direct imaging instrument will be capable of fully characterizing such planets. Moreover, their orbit will already be determined and the spectra will have a high signal-to-noise ratio compared to terrestrial planets. As the sample of target stars on the high-mass-end of the stellar spectrum grows, we will acquire a better understanding of the planet formation process. In the following, we explore the challenges of generating sufficient sensitivity to detect planets orbiting partially resolved stars.

3.2.3 Numerical Simulations

We model a TPF-C-like instrument with code written in Matlab assuming an internally occulting Lyot-style design. The simulations are broadband and incorporate: primary mirror phase and amplitude errors, image mask phase errors, a single 64x64 actuator DM, and the finite size of the star. We assume that all optics are located in pupil or image planes and use Fourier transforms to propagate the electric field. The telescope is circular and unobscured.
Stars are modeled by a uniform disk of mutually incoherent point sources. Light from each source is sent through the optical train with a tip/tilt error that corresponds to its location on the stellar surface. The number of sources across the disk well exceeds the Nyquist frequency in $\lambda_{\text{min}}/D_{\text{tel}}$ units. The intensity from each add together at the detector to form the final image. Ten wavelength channels sample the various 100 nm wide bandpasses.

Primary mirror phase errors follow a broken power-law power-spectral-density (PSD) given by:

$$\text{PSD}(k) = \frac{A_0}{1 + (k/k_0)^n}$$

where $A_0$ is a constant with units m$^4$, $k$ is the spatial frequency, $k_0 = 4$ cycles / m, and $n = 3$. This is the PSD typical of an 8m primary mirror (Shaklan & Green 2006; Bordé & Traub 2006). The mirror surface figure is scaled to have an rms value of 1 nm (2 nm in wave-front phase). Amplitude errors are modeled as white noise with an rms of 0.005 and maximum value of unity. We do not include scattering from other optics in the path other than the glass on the image mask.

Mask defects are included because different sections of the stellar surface fall onto different locations in the image plane. These non-common-path errors limit the achievable sensitivity since they cannot each be compensated for simultaneously; correcting for one may amplify another. The imperfections are modeled as uncorrelated phase errors, e.g. the worst case scenario.

We use both 4th-order and 8th-order linear band-limited masks to make a comparison study since they have different resistances to stellar size. Their amplitude transmissions follow $\text{sinc}(..)^2$ and $m = 1, l = 2$ profiles respectively (see §2 for details). The default inner-working-angle is $4 \lambda_{\text{max}}/D_{\text{tel}}$.

The DM is placed at a pupil and its surface is shaped by a square grid of actuators that map perfectly onto the primary mirror. The influence of each actuator is modeled with a Gaussian function that drops to 6% of its peak value at the location of adjacent
actuators. The 64x64 system can correct for wavefront errors with spatial frequencies as high as 32 cycles per aperture, creating the dark-hole region shown in Fig. 3-1 that defines the search area. We sacrifice correction of the highest spatial frequencies, 30-32 cycles per aperture, to improve correction of the lower-order modes, further reducing the intensity of speckles close to the optical axis. A smaller search area can yield even deeper contrast, such as is done at the HCIT (Give’On et al. 2007), but here we are also interested in distant planets. The sensitivity is limited by DM fitting errors.

We calculate the optimal DM shape using the linear energy minimization algorithm developed by Give’On et al. (2007). The technique is quite general and relies upon accurate modeling of the coronagraph, electric-field reconstruction at the science camera, and a form of phase diversity to solve for the actuator heights. The procedure is efficient once a rather computationally expensive metric, the “G-matrix”, is established for the optical system. It needs calculating only once, unless changes to the coronagraph are made. In this chapter, we use several different coronagraphs, of different order, bandpass, inner-working-angle, and size of mask phase errors, so had to utilize multiple processors in parallel (but with no message passing interface). The optimal DM shape is found using only the central (on-axis) portion of the star. The surface is then fixed – a DM cannot compensate for stellar size – and contrast is measured as a function of angular diameter.

Sensitivity calculations use information from a single image. The instantaneous contrast, \( C \), is found using the formula in Green & Shaklan (2003), Shaklan & Green (2005), and Crepp et al. (2007), which we show here:

\[
C(x, y) = \frac{I(x, y)}{I(0, 0) |M(x, y)|^2},
\]  

(3–2)

where \( I(x, y) \) is the intensity at the coordinates, \((x, y)\), in the final image, \( I(0, 0) \) is the peak stellar intensity as would be measured without the image mask in the optical train, and \(|M(x, y)|^2\) is the mask intensity transmission. Both \( I(x, y) \) and \( I(0, 0) \) are measured with the Lyot stop in place. A linear mask has no dependence on \( y \). We do not model the
integral field unit that will take low-resolution spectra and use this color information to discriminate between speckles and companions.

3.2.4 Contrast vs. Angular Size

We compare 4th and 8th-order masks in systems optimized for two different bandpasses at visible wavelengths, $\lambda = 0.5 - 0.6 \, \mu m$ and $\lambda = 0.7 - 0.8 \, \mu m$, and a bandpass in the near-IR, $\lambda = 2.2 - 2.3 \, \mu m$. We also include a mask with a larger inner-working-angle and place limits on the size of mask phase errors as a function of stellar diameter. Results from our simulations are shown in Fig. 3-4. The smallest and largest targets from the TPF-C Top 100 list and the largest star in the sky, R Doradus, are shown for comparison. The upper horizontal axis of each plot also indicates the characteristic angular diameter of a variety of stars placed at 15 pcs.

The top panel of Fig. 3-4 shows how the 8th-order mask has a higher tolerance than the 4th-order mask to stellar angular size. This result makes intuitive sense since the 8th-order mask is less susceptible to tip/tilt errors (§2, 4, 5). Both masks, however, leak diffracted starlight before the stellar surfaces are fully resolved: $0.55 \, \mu m / 8m = 14.2 \, mas;$ $0.75 \, \mu m / 8m = 19.3 \, mas;$ $2.25 \, \mu m / 8m = 58.0 \, mas$.

It is evident that the sensitivity improves at longer wavelengths according to the scaling relation $C \propto (\lambda_0/\lambda)^2$. For small stars, the instantaneous contrast in the near-IR is an order of magnitude deeper than in the visible, at the expense of a factor of 3-4 in spatial resolution. This trade-off is well justified for evolved stars with extended habitable zones. The relative improvement grows to several orders of magnitude with further increases in angular diameter.

We also notice that the largest TPF-C Top 100 List candidate target requires an 8th-order mask in the visible. One might guess that a star with an angular diameter of 8.6 mas is near the lower-end of the priority list; however, this star is ranked #1. It is $\alpha$ Centauri A.
Table 3-1. Physical parameters for the ∼5 Gyr old α Centauri triple system. The third component, Proxima Centauri, is a distant M dwarf that appears to be weakly bound (Wertheimer & Laughlin 2006). The TPF-C rank is currently defined by the first-visit completeness per integration time (http://sco.stsci.edu/starvault/).

<table>
<thead>
<tr>
<th>α Cen</th>
<th>A</th>
<th>B</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spec. Type</td>
<td>G2 V</td>
<td>K1 V</td>
<td>M5.5 V</td>
</tr>
<tr>
<td>v mag</td>
<td>-0.01</td>
<td>1.35</td>
<td>11.1</td>
</tr>
<tr>
<td>mass ($M_\odot$)</td>
<td>1.11</td>
<td>0.93</td>
<td>0.12</td>
</tr>
<tr>
<td>radius ($R_\odot$)</td>
<td>1.24</td>
<td>0.87</td>
<td>0.15</td>
</tr>
<tr>
<td>luminosity ($L_\odot$)</td>
<td>1.60</td>
<td>0.45</td>
<td>0.0002</td>
</tr>
<tr>
<td>[Fe/H]</td>
<td>0.22</td>
<td>0.26</td>
<td>-1.00</td>
</tr>
<tr>
<td>a (AU)</td>
<td>23.4</td>
<td>23.4</td>
<td>≈12,000</td>
</tr>
<tr>
<td>e</td>
<td>0.52</td>
<td>0.52</td>
<td>?</td>
</tr>
<tr>
<td>i</td>
<td>79.2°</td>
<td>79.2°</td>
<td>?</td>
</tr>
<tr>
<td>diameter (mas)</td>
<td>8.6</td>
<td>6.0</td>
<td>1.0</td>
</tr>
<tr>
<td>TPF-C Rank</td>
<td>#1</td>
<td>#2</td>
<td>–</td>
</tr>
</tbody>
</table>

In addition to the usual reasons for targeting the Sun’s closest neighbor, $d = 1.35$ pcs, the α Centauri AB system offers a unique testing ground for planet formation theories. Depending on the orbital phase, the stars may be separated by 11.2-35.6 AU. Currently, it is not clear whether the presence of an intermediately spaced stellar companion promotes or inhibits formation, and the answer likely differs for terrestrial planets compared to Jovian planets. The leading theories of “core-accretion” (Lissauer & Stevenson 2007; Pollack et al. 1996) and “gravitational instability” (Durisen et al. 2007) must account for this extra source of radiation and gravitational perturbations. Thus, high-contrast imaging observations of α Centauri AB may help to discriminate between the two. Indeed, numerical simulations indicate that planets in the habitable zone, should they form in the first place, can remain stable provided the inclination angle between the stellar and planetary orbital planes is not large (Quintana et al. 2007). Table 3-1 lists the α Centauri system parameters.

The bottom panel of Fig. 3-4 compares 8th-order masks with different surface errors, $\sigma_{RMS} = 0.5, 2.3,$ and 5.0 nm. An 8th-order mask with an IWA of 7.27 $\lambda_{max}/D_{tel} = 150$
mas is also shown. Each were optimized for the $0.7 - 0.8 \, \mu m$ bandpass. The $\sigma_{rms} = 0.5 \, nm$, IWA=$4 \, \lambda_{max}/D_{tel}$ curve is the same from the upper panel.

Increases to the size of mask errors scatters more light into the dark hole. The relationship obeys a similar quadratic dependence, $C \propto (\sigma_{rms}/\sigma_{rms_0})^2$, as with the size of primary mirror phase errors and wavelength. Notice that the $0.5 \, nm \rightarrow 2.3 \, nm$ case does not scale according to this relation, because the primary mirror phase errors, surface rms=$1.0 \, nm$, dominate.

Diffracted light from the mutually incoherent sources on the stars’ surface quickly degrade contrast when the angular diameter exceeds 10 mas. The system with IWA=$7.27 \, \lambda_{max}/D_{tel}$ passes more planet light and is also less susceptible to stellar size. Changes to the telescope diameter slide the curves in both graphs horizontally if we neglect differences in the manufacturing processes that change the PSD and thus the speckle pattern.

Table 3-2 displays a series of high-contrast images for three nearby stars of increasing angular diameter. The current inner and outer-edge of the habitable zone for each is overlaid for reference. Only half of the dark-hole is accessible since we include primary mirror amplitude errors and only one deformable mirror (Bordé & Traub 2006). The gray-scale is on a logarithmic stretch and indicates the value of $I(x, y)/I(0, 0)$.

The images qualitatively verify the results from Fig. 3-4. Starlight leakage is a serious problem for the 4th-order mask in both visible bandpasses, whereas the 8th-order mask is able to suppress the light from extended sources to more acceptable levels. Sacrificing spatial resolution by conducting observations in the near-IR provides a substantial improvement in dark-hole depth and resistance to stellar size. Equipping the TPF-C with a near-IR camera can increase the signal-to-noise ratio of spectra, enable the detection of more distant planets, and complement visible light observations.

These considerations also suggest that near-IR observations may be more appropriate for accessing the habitable zone of the TPF-C’s highest priority target, $\alpha$ Centauri A.
Figure 3-4. TPF-C stellar angular diameter sensitivity for an 8m telescope. The characteristic size of various stars placed at 15 pcs are shown across the top axis for reference. R Doradus is the largest star in the sky. The largest TPF-C Top 100 star, α Centauri, also has the highest priority. Triangles represent $\lambda = 0.7 - 0.8 \mu m$ data. To avoid confusion between curves, the near-IR 4th-order mask result is not shown.
Table 3-2. High-contrast images of stars with large angular diameters. The gray-scale is on a log-stretch and shows the value of \( I(x, y)/I(0, 0) \).

<table>
<thead>
<tr>
<th>Star</th>
<th>Angular Diameter</th>
<th>Order</th>
<th>Wavelength</th>
<th>Distance</th>
<th>HZinner</th>
<th>HZouter</th>
</tr>
</thead>
<tbody>
<tr>
<td>( D_\ast = 8.6 ) mas</td>
<td>4th-order</td>
<td>( \lambda = 0.5 - 0.6 ) ( \mu m )</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( D_\ast = 11.6 ) mas</td>
<td>4th-order</td>
<td>( \lambda = 0.7 - 0.8 ) ( \mu m )</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( D_\ast = 26.0 ) mas</td>
<td>8th-order</td>
<td>( \lambda = 2.2 - 2.3 ) ( \mu m )</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \alpha \text{ Cen A, TPF-C #1} )</td>
<td>G2 V</td>
<td>d = 1.4 pcs</td>
<td>HZinner = 0.8 AU</td>
<td>HZinner = 1.6 AU</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HD 124897</td>
<td>K1.5 III</td>
<td>d = 11.3 pcs</td>
<td>HZinner = 8.2 AU</td>
<td>HZouter = 15.5 AU</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HD 146051</td>
<td>M0.5 III</td>
<td>d = 52.2 pcs</td>
<td>HZinner = 19.1 AU</td>
<td>HZouter = 36.1 AU</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Otherwise, a DM with more than 64x64 actuators may be required. Near-IR observations of evolved stars are preferable when searching for the reflected light of distant terrestrial planets. It is possible to detect planets orbiting HD 146051 in the visible, as well as targets with similarly large angular diameters, but an 8th-order mask is necessary.

### 3.2.5 PSF Role-Subtraction

Depending on the bandpass, the signal of many terrestrial planets may lie just beneath the instantaneous noise floor, even inside the darkest regions of the dark-hole. Point-spread function (PSF) subtraction can enhance the effective contrast by more than an order of magnitude and help to discriminate between planets and speckles. Figure 3-5 illustrates the technique.

![Figure 3-5. PSF subtraction enables unambiguous detection of planets that are fainter than the instantaneous noise floor.](image)

Our PSF subtraction model combines images that differ by a small role-angle through which the telescope rotates. Since the wavefront errors are produced solely by the telescope and instrument optics, the speckle pattern rotates by the same amount. Companions, however, do not move. When the images are differenced, the speckles cancel and companions generate two characteristic spots, one dark and one bright, that are separated by the role-angle. The technique relies on the stability of the environment.
In space, the speckle lifetime is sufficiently long to preserve the structure of sequential images.

We added two sources of realistic noise that limit the subtraction of scattered light from within the dark-hole. The first and most consequential affect is thermal changes to the system that occur during and in between exposures. They were modeled by adding low-order aberrations to the previously optimized wavefront. Equal contributions from the first 10 Zernike modes were combined to form a wavefront that differed by 10 picometers rms in phase. We also added 5 e- / pixel of rms read noise to each image.

Fig. 3-5 demonstrates the detection of a terrestrial planet that is $3 \times 10^{-11}$ times as bright as its host star in the $\lambda = 0.7 - 0.8 \mu m$ band. The separation is $6 \, \lambda_{\text{max}}/D_{\text{tel}}$ and an 8th-order mask was used. The star has an angular diameter of 0.709 mas – the median value of TPF-C Top 100 List targets. The planet is not detectable in a single image using these parameters.

We also performed PSF subtraction with larger stars. The purpose of the experiment was to determine whether the speckle noise floor, which is presumably smoother for resolved sources, can be subtracted out with higher precision. We find that the improvement is negligibly small, of order a few percent for an $D_{\text{tel}} \leq 8m$ primary mirror in the visible.

### 3.3 Conclusions

We have quantified the sensitivity of a space-based coronagraph as a function of stellar angular diameter. Observations of resolved sources would complement the TPF-C baseline strategy by sampling planet formation as a function of stellar mass. Detections of terrestrial planets in the extended habitable zones of sub-giant and horizontal giant-branch stars can place constraints on the timescale for the development of life. It is also possible to study previously clement planets that are now located interior to the habitable zone. These hot companions would provide a lab for investigating the run-away green house effect and making comparisons to Venus. Forecasts regarding Earth’s eventual fate are
also implicit. The radial velocity technique has detected many Jovian planets with orbital separations exceeding 1 AU. Their physical characteristics, surface gravity, chemical composition, and effective temperature could be measured.

Our results show that a fourth-order mask leaks starlight for the TPF-C’s highest priority star, \( \alpha \) Centauri A. Observations with an 8th-order mask generate sufficient levels of contrast for this star and even larger targets. However, the outer-edge of the dark-hole generated by a 64x64 DM truncates critical regions of the search area. Near-IR observations can help remedy the situation; they would also provide complementary spectra, increase the signal-to-noise ratio for characterization, and quite naturally enable studies of distant terrestrial planets orbiting giant stars.
CHAPTER 4
PROSPECTS FOR GROUND-BASED OBSERVATIONS

As adaptive optics technology continues to improve, the stellar coronagraph will play an ever increasing role in ground-based high-contrast imaging observations. Though several different image masks exist for the most common type of coronagraph, the Lyot Coronagraph, it is not yet clear what level of wavefront correction must be reached in order to gain, either in starlight suppression or observing efficiency, by implementing a more sophisticated design. In this chapter, we model image plane Lyot-style coronagraphs and test their response to a range of wavefront correction levels, in order to identify regimes of atmospheric compensation where the use of hard-edge, Gaussian, and band-limited image masks becomes observationally advantageous. To delineate performances, we calculate the speckle noise floor mean intensity. We find that apodized masks provide little improvement over hard-edge masks until on-sky Strehl ratios, $S$, exceed $\sim 0.88 S_{qs}$, where $S_{qs}$ is the intrinsic Strehl ratio provided by the optical system. Above this value, 4th-order band-limited masks out-perform Gaussian masks by generating comparable contrast with higher Lyot stop throughput. Below this level of correction, hard-edge masks may be preferentially chosen, since they are less susceptible to low-order aberration content. The use of higher-order band-limited masks is relegated to situations where quasi-static residual starlight cannot be sufficiently removed from the search area with speckle-nulling hardware.

4.1 Introduction

In recent years, great strides in the development of adaptive optics (AO) technology have ushered in a new era of high resolution diffraction-limited imaging. Despite these advances, the ability of the stellar coronagraph to generate deep contrast remains limited by insufficient levels of wavefront control: uncorrected phase and amplitude errors induced by the atmosphere and instrument optics manifest as bright, dynamic ‘speckles’ of scattered light in the search area. Even the most basic coronagraph, a Lyot coronagraph
equipped with a focal plane hard-edge occulter (Lyot 1939), is incapable of reaching its peak performance when coupled to state-of-the-art AO (Oppenheimer et al. 2004).

Numerous high-contrast observations have been conducted using AO on the world’s largest telescopes (Marois et al. 2006; Mayama et al. 2006; Itoh et al. 2006; Carson et al. 2005; Close et al. 2005; Metchev & Hillenbrand 2004; Debes et al. 2002; Liu et al. 2002, and references therein); some rely solely on AO imaging, while others combine AO with coronagraphy\(^1\) and/or speckle reduction techniques. These efforts have provided the first image of a candidate extrasolar planet (Chauvin et al. 2005a), as well as direct detections of sub-stellar companions near the planet-brown dwarf boundary (Biller et al. 2006; Neuhäuser et al. 2005; Chauvin et al. 2005b), as shown in §1. However, to image older, less-massive, and closer-in companions from the ground, wavefront sensing and correction techniques must improve substantially.

“Extreme” advances in high-contrast imaging technology are anticipated in the coming years. Deformable mirrors employing several thousand actuators and wavefront sensing of laser guide stars can, in principle, drive Strehl ratios above 90\% on 8-10m class telescopes. With the proper coronagraph, these systems will be capable of detecting the near-IR emission of Jovian planets over a broader range of ages, masses, and separations (Macintosh et al. 2003). Extremely large telescopes such as the proposed Thirty Meter Telescope (TMT) (Macintosh et al. 2006b; Troy et al. 2006; Ellerbroek et al. 2005) and 100m OverWhelmingly Large telescope (OWL) (Brunetto et al. 2004) will improve spatial resolution, and hence the inner-working-angle (hereafter IWA) on the sky.

An interesting and more immediate alternative, which uses current AO technology, can also provide highly corrected wavefronts by instead sacrificing spatial resolution in

---

\(^1\) Interferometers are likewise capable of suppressing starlight, and generally have a better inner-working-angle but a more restricted search area (Absil et al. 2006; Serabyn et al. 2005).
return for improved pupil sampling. Serabyn et al. (2007) have demonstrated K-band Strehl ratios approaching 94% by reimaging a 1.5m diameter circular unobstructed subaperture of the Hale 200-inch telescope onto the existing deformable mirror via relay optics. Combining this technique with a coronagraph that has an intrinsically small IWA (< 3 λ/D) shows promise for generating deep contrast for separations as close as ∼ 0.5” (§6).

These considerations motivate the need for a quantitative understanding of how the stellar coronagraph’s utility will depend on future gains in AO proficiency. To address this topic, we have modeled systems that are equipped with a variety of amplitude image masks, and examined their performance in a broad, nearly continuous range of corrected wavefront levels. In essence, we seek to provide a concise guide to the use of Lyot-style image plane coronagraphs. Most notably, we answer the question: “What is the appropriate choice of image mask for an extreme AO system operating at a given Strehl ratio?”.

Mask performances are compared by calculating the direct output of the coronagraph, i.e. the mean intensity, with the understanding that differential and post-processing techniques can always be used on top of direct imaging to improve the prospects for discovery.

### 4.2 Model of Atmosphere & Wavefront Correction

The theoretical model used for our simulations consists of an extreme AO system linked in series to a Lyot coronagraph that is observing a stellar point source. Wavefront correction levels spanning from not quite diffraction limited (∼ 77% Strehl) to highly corrected (∼ 96% Strehl) are generated with an IDL routine based on simulations described in Carson et al. (2005). The code is optimized to simulate the operation of PHARO (Hayward et al. 2001) with the PALAO system (Troy et al. 2000) on the Hale 200-inch telescope at Palomar.
To clearly elucidate the sometimes subtle differences in performance between coronagraphic image masks, we restrict our analysis to monochromatic light ($\lambda = 2.2 \mu m$), and ignore the effects of central obstructions, their support structures, and inter-segment mirror gaps. To first order, the addition of each of these complexities can be understood by convolving the telescope entrance aperture with the spatial frequency spectrum of the mask, and observing the resultant light distribution in the Lyot plane (§1.3). The net effect is often simply a loss in off-axis throughput, as the Lyot stop size is necessarily reduced to reject the additional diffracted starlight. Abe et al. (2006), Sivaramakrishnan & Yaitskova (2005), Sivaramakrishnan & Lloyd (2005), Soummer (2005), and Murakami & Baba (2005) discuss the prospects for Lyot coronagraphy with non-trivial entrance aperture geometries. We use a circular unobstructed entrance aperture, radial image mask, and (hence) a circular Lyot stop.

Kolmogorov phase screens mimic the effects of atmospheric turbulence, where a fixed Fried parameter of 20 cm at 2.0 microns, which has previously been found to best match actual PHARO data (Carson et al. 2005), is used throughout. To emulate AO correction, the phase screens are Fourier transformed, multiplied by a parabolic high-pass filter (Sivaramakrishnan et al. 2001; Makidon et al. 2005), and then inverse-transformed. Improving the degree of wavefront correction is accomplished by increasing the actuator density, which, in turn, raises the critical frequency of the high-pass spatial filter. The linear number of actuators across the pupil ranges from 35 to 94 (962 to 6939 total actuators). In terms of root-mean-square (rms) residual error, this provides a range in correction from $\lambda/13$ to $\lambda/30$.

The resulting AO-corrected wavefronts are then sent to a separate MATLAB coronagraph code for analysis, where the starlight passes through a series of consecutive pupil and image planes. We assume idealized interactions with the optical elements and the image mask (i.e. no scattered light, dust, fabrication errors, ... etc.), and use scalar diffraction theory to calculate the propagation of the electric field. The telescope pupil
is constructed as a perfect disk of unit transmission and diameter 512 pixels placed at the center of a 3072 x 3072 padding matrix in order to provide sufficient image plane resolution (6 pixels per $\lambda/D$). This choice of matrix sizes results in numerical noise levels below $10^{-12}$ in contrast, which is negligible compared to the physical speckle noise floor set by the AO system.

We do not explicitly simulate speckle-nulling on top of atmospheric correction. Instead, in §4.3.1 and §4.3.2, we assert that the quasi-static aberrations are compensated for to the level of the noise floor mean intensity set by diffraction and the atmosphere, for a given AO actuator density. Speckle-nulling is discussed more in depth in §4.3.3. This assumption is justified given the HCIT laboratory experiments at JPL that demonstrate removal of residual starlight to contrast levels below $10^{-9}$ within the fractional search area; although, in practice more timely methods for finding the optimal shapes of the extra DMs (preferably < 1 minute) will need to be employed.

4.3 Comparative Lyot Coronagraphy

Our study focuses on the subclass of Lyot coronagraphs that control diffracted starlight with amplitude image masks - that is, focal-plane masks that do not modulate the phase of transmitted light in theory. Such masks reside in the focal-plane wheel of many coronagraphs in operation at major observatories. Among the choices of amplitude image masks, band-limited masks (Kuchner & Traub 2002) can perform the best in principle. In the ideal case, they diffract all transmitted on-axis starlight into a narrow region surrounding the edges of the Lyot pupil, and leave an area of infinite dynamic range in the center (§2). Moreover, band-limited masks with arbitrarily broad central nulls can
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2 Masks that manipulate the phase of starlight in the image plane generally have better inner-working-angles but poorer broadband performance (Roddier & Roddier 1997; Rouan et al. 2000); although, fully achromatic designs are being developed (Mawet et al. 2005, e.g.). See Guyon et al. (2006) for a review of the myriad of other different coronagraphic designs and how they compare in a space-based application, such as the TPF-C.
also be constructed (Kuchner, Crepp, & Ge 2005), and have been shown to help combat low-spatial-frequency optical aberrations in numerical simulations (Shaklan & Green 2005) and in laboratory experiments (§5; Crepp et al. (2006)).

We include a hard-edge mask, a Gaussian mask, and band-limited masks (hereafter, BL mask or BLM) with 4th-order (sinc$^2$), 8th-order (sinc, sinc$^3$), and 12th-order (sinc, sinc$^2$, sinc$^3$) intensity transmission profiles near the optical axis (Figure 1). Each mask is azimuthally symmetric and designed with an IWA = 4 $\lambda/D$, so as to make fair comparisons. The IWA is defined as the half-width-at-half-maximum of the intensity transmission profile; for these masks, this value differs by less than 1% from the equivalent width, which can also be used as an alternative definition (Aime 2005). The masks are not truncated in the image plane; in practice, it is easy to include enough resolution elements such that this effect does not contribute significantly to the noise floor. Equations describing the masks are shown below. The radial coordinate, $r$, measures the distance from the optical axis, where $\tilde{r} = r \, D/\lambda$. Constants, which can be derived from (Kuchner, Crepp, & Ge 2005), are given to four decimals of precision. The amplitude transmissions, $M(r)$, are:

\[ M_H(r) = \text{circ} \left( \frac{\tilde{r}}{4} \right) \]  
\[ M_G(r) = 1 - e^{-\left(\frac{\tilde{r}}{3.6097}\right)^2} \]  
\[ M_{\text{BLM}_{4\text{th}}}(r) = 1 - \text{sinc}^2(0.4500 \, \tilde{r}) \]  
\[ M_{\text{BLM}_{8\text{th}}}(r) = 0.9485 + 0.4743 \, \text{sinc}(1.4043 \, \tilde{r}) - 1.4228 \, \text{sinc}^3(0.4681 \, \tilde{r}) \]  
\[ M_{\text{BLM}_{12\text{th}}}(r) = 0.7526 - 0.9408 \, \text{sinc}(1.9006 \, \tilde{r}) + 5.2684 \, \text{sinc}^2(0.9503 \, \tilde{r}) - 5.0802 \, \text{sinc}^3(0.6335 \, \tilde{r}) \]

where $\text{circ} \left( \tilde{r}/a \right)$ is a step-function equal to zero for $\tilde{r} \leq a$ and unity elsewhere.
To provide intuition for each mask’s potential performance, we first present coronagraph simulations using perfect incident wavefronts (Fig. 4-2). A qualitative understanding of the coronagraph’s functionality can be gleaned by examining the light distribution pattern in the Lyot pupil plane, since the total amount of rejected starlight depends strongly on the Lyot stop size and shape. For hard-edge and Gaussian masks, the contrast is limited by residual diffracted starlight, whereas the combination of a BLM with a matching Lyot stop can completely remove all on-axis starlight, in this ideal case. This capability is seen in the 4th-, 8th-, and 12th-order BLM mask final image plane patterns; they are composed entirely of numerical noise.

“Degeneracies” in contrast can occur however when large phase errors are present. In other words, different masks may generate indistinguishably similar levels of contrast when uncorrected atmospheric scattered starlight, rather than diffracted starlight, is the dominant source of noise. Under these circumstances, throughput, quasi-static aberration sensitivities, and fabrication considerations should more heavily influence the decision for which mask to implement in practice.

In the following sections, image mask performances are quantified in terms of these parameters and as a function of AO system correction. References to both the rms wavefront error (WFE), $\sigma_{AO}$, in the pupil plane and resulting Strehl ratio, $S_{AO}$, in the image plane are made. The relationship $S_{AO} \approx 1 - (2\pi\sigma_{AO})^2$ is valid in the high Strehl regime, and is adopted for our calculations. We begin by comparing hard-edge masks to the class of graded or apodized masks as a whole.

At this point it is convenient to define contrast, $C(r)$, as it will be used throughout the remainder of the text:

$$C(r) = \frac{I(r)}{\hat{I}(0)|M(r)|^2}, \quad (4-6)$$

where $I(r)$ is the intensity at the radial coordinate in the final image, $\hat{I}(0)$ is the peak stellar intensity as would be measured without the image mask in the optical train, and $|M(r)|^2$ is the mask intensity transmission. Note that $I(r)$ and $\hat{I}(0)$ are both measured
with the Lyot stop in place. This is the non-differential (i.e non-SDI, single roll-angle, etc.) contrast.

4.3.1 Hard-Edge vs. Apodized Image Masks

A stellar coronagraph will begin to noticeably improve contrast relative to standard AO imaging only when a sufficient amount of starlight is concentrated in the Airy pattern central core. This occurs at Strehl ratios as low as 50%; however, substantial gains over a significant fraction of the search area are not attained until the Strehl ratio exceeds \( \sim 80\% \) (Sivaramakrishnan et al. 2001). We seek to identify the required level of wavefront correction above this value where apodized masks begin to out-perform hard-edge masks.\(^3\)

For this comparison, we hold the Lyot stop size fixed at 60% throughput; images from the Lyot Plane column in Fig. 4-2 and results from §4.3.2 help to clarify why this is a useful simulation control. Contrast curves for the hard-edge, Gaussian, and 4th-order BLMs are shown in Figure 4-3 using several different levels of wavefront correction. For clarity, higher-order BLMs are not included here, but are discussed in the next sections. They provide intermediate levels of contrast, between that of the hard-edge and the 4th-order BLM.

At \( \sim 77\% \) Strehl (rms WFE = \( \lambda/13 \)), the advantage in using the image plane coronagraph is evident only for separations smaller than \( \sim 8 \lambda/D \); this is a result of the limited wavefront correction and reduced aperture stop in the Lyot plane. Moreover, the Gaussian and 4th-order BLMs provide only a factor of \( \sim 1.6 \) improvement over the hard-edge occulter at the IWA, and contrast degeneracy sets in at a distance of \( \sim 1.5 \lambda/D \) from there. As AO correction improves, starlight is redistributed from the scattered light halo into the Airy diffraction pattern, the PSF ‘shoulder’ drops and extends, and the

\(^3\) Notice that the IWA is rather loosely defined, and apodized masks can, in principle, work interior to the hard-edge mask. This benefit is likely difficult to exploit in practice, but constitutes an important caveat to the analysis.
diffracted light limitations of the hard-edge mask are revealed. The sharp edges of the mask prevent further improvements in contrast below $\sim 10^{-4}$ at the IWA, even as Strehl ratios exceed $\sim 88\%$.

The Gaussian and 4th-order BLMs, which more effectively diffract starlight onto the opaque portions of the Lyot stop, are capable of generating contrast levels of $\sim 6 \times 10^{-6}$ at IWA $= 4 \lambda/D$ with $\sim 94\%$ Strehl. They provide an improvement in contrast at the IWA over the hard-edge mask by factors of approximately 2.7 at $\sim 82\%$ Strehl (rms WFE = $\lambda/15$), 5.1 at $\sim 88\%$ Strehl (rms WFE = $\lambda/18$), and 21.7 at $\sim 94\%$ Strehl (rms WFE = $\lambda/26$). These results are consistent with the hard-edge versus Gaussian mask lab experiments of Park et al. 2006, taking into consideration the differences in PSF structure and IWAs.

Curves showing contrast at the IWA and the relative improvement are shown in Figure 4-4 as a more continuous function of wavefront correction. Though Gaussian and 4th-order BLMs out-perform the hard-edge occulter at currently achievable Strehl ratios, they remain degenerate with one another into the realm of extreme AO. We next identify the conditions and parameters for which this performance degeneracy is broken.

4.3.2 Gaussian vs. Band-Limited Masks

In order to compare apodized masks to one another, consideration of the light distribution pattern in the Lyot pupil plane must be made. It is clear from the previous section that Gaussian masks are competitive with BLMs in terms of contrast even at very high Strehl ratios. Thus, we can use the Lyot plane patterns shown in the third column of Fig. 4-2 for qualitative guidance.

Consider the effect of changing the Lyot stop diameter, $D_L$, for each of the apodized masks. With small non-zero stop sizes, the contrast at a given location on the detector is governed by the competing effects of speckle noise intensity and the achievable peak intensity of an off-axis source. The speckle noise intensity scales as $D_L^2$, whereas the companion peak intensity, $\hat{I}(0) |M(r)|^2$, scales as $D_L^4$. The result is a net improvement in
contrast and the apodized masks perform comparably, until $D_L$ grows large enough to leak
significant levels of diffracted starlight.

As the Lyot stop size increases further, the contrast generated by BLMs does not
degrade in as smooth a fashion as the Gaussian mask, since the diffracted light is tightly
concentrated into a small region that follows the contour of the telescope entrance aperture.
Instead, the transition away from optimal performance is more abrupt. The width of the
transition region in the Lyot plane narrows as the wave front correction improves, and the
transition occurs at progressively smaller Lyot stop sizes for masks of higher-order (8th-,
12th-, ... etc.).

These effects are seen in Figure 4-5, where we plot contrast at the IWA against Lyot
stop throughput for two levels of wavefront correction. At $\sim 90\%$ Strehl (rms WFE
$= \lambda/20$), the apodized masks are clustered to within an order of unity in contrast from
one another, but clearly out-perform the hard-edge occulter. At $\sim 96\%$ Strehl (rms
WFE $= \lambda/30$), the apodized mask performance degeneracy is broken, and optimum Lyot
stop sizes become more evident. In particular, the 4th-order band-limited mask affords
an $\sim 10\%$ gain in Lyot stop throughput over the Gaussian mask (60% vs. 50%). The
8th-order and 12th-order masks generate slightly worse contrast and with $\lesssim 40\%$ and
$\lesssim 15\%$ throughput respectively. These exact values depend upon the entrance aperture
geometry, operating bandwidth, IWA, mask-function, and mask-type (linear, radial, or
separable), but the trend is nevertheless the same at this level of wave front correction.

Generating Strehl ratios beyond 96% on large ground-based telescopes in the near
future is rather unlikely. Additional complications such as differential chromatic
wavefront sensing and correction limitations and photon noise are significant at this
level (Nakajima 2006; Guyon 2005). The potential benefits in using higher-order BLMs

4 The JWST however will provide a unique and stable platform for coronagraphy in the
3 – 5 $\mu$m band from space (Green et al. 2005).
from the ground are thus restricted to guarding against low-order aberrations introduced downstream from the AO system, but at the expense of contrast, throughput, and angular resolution.

4.3.3 Tip/Tilt and Low-order Aberrations

Thus far we have neglected quasi-static phase errors, or, at least, have assumed that the resulting scattered light has been judiciously removed with speckle-nulling hardware. In this section we take a closer look at the issue. To get a feel for the problem, we calculate the contrast degradation due to just one error, systematic misalignment, at several characteristic levels of AO correction. Then we combine the results with theoretical low-order phase aberration information gathered from other studies and discuss the implications. This analysis along with that laid out in the previous two sections provides important first-order guidelines for selecting coronagraphic image masks for extreme AO systems.

Image mask response to quasi-static aberrations impacts the dynamic range and duty-cycle efficiency of high-contrast observations. For instance, in the case of tip/tilt errors, on-sky tracking latency or telescope-to-instrument flexure may lead to misalignments that leak significant amounts of light. Clearly, the masks presented here have different levels of resistance to such errors.

To assess pointing sensitivities, systematic tilt phase aberrations were added to the wavefront at the AO-coronagraph (IDL-MATLAB) interface. Optimum Lyot stop sizes were used for each mask, and median, instead of mean, intensities were evaluated to prevent bias towards poor contrast. The $1 \lambda/D$ annulus directly outside the coronagraph
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5 Actually the light must go somewhere in order to conserve energy. It is sometimes preferable to simply place it on the other side of the image plane during a given integration.
IWA remained centered on the star as it was methodically shifted relative to the mask. Results are shown in Fig. 4-6 for linear alignment errors up to $5 \lambda/D$.

At relatively low Strehl ratios ($\lesssim 88\%$), hard-edge masks perform comparably with apodized masks provided that the pointing error does not exceed $\sim 2 \lambda/D$. At higher levels of correction ($\gtrsim 88\%$), mask alignment becomes more critical. In this regime, apodized masks are capable of generating significantly deeper contrast than the hard-edge mask. In particular, the Gaussian and 4th-order BLMs provide optimum contrast when aligned to better than $\sim 1 \lambda/D$ at $\sim 88\%$ Strehl and $\sim 0.5 \lambda/D$ at $\sim 94\%$ Strehl. If such accuracy is difficult to manage, higher-order BLMs may be chosen over the Gaussian and 4th-order BLM, with the usual tradeoffs (§4.3.2).

This analysis is also applicable to low-order aberrations in a more general sense. Shaklan & Green (2005) have shown that the ‘order’ of the mask (4th, 8th, 12th, ... etc.) uniquely determines a coronagraph’s sensitivity to aberrations (tip/tilt, focus, astigmatism, coma, trefoil, spherical, ... etc.). The result is that higher-order masks, which are intrinsically broader, are naturally better filters of any given low-spatial-frequency phase error. For example, expansion of Equ. 4–2 shows that the Gaussian mask intensity transmission profile near the optical axis depends on $r$ raised to the fourth power; thus, it is a 4th-order mask (Fig. 5-1). Figure 4-6 confirms that the Gaussian mask follows the 4th-order BLM tilt sensitivity curve, and that higher-order BLMs follow suit.

The hard-edge mask may be considered in the limit as the exponent of the intensity transmission approaches infinity. It is effectively a mask of infinite order, and thus the most resistant to low-spatial-frequency aberration content. The sharp boundaries of the hard-edge mask however also make the coronagraph leak the most starlight. Combining this information, we recognize that Fig. 4-6 is qualitatively illustrative of a trend applicable to all individual phase aberrations, and sums of (orthogonal) phase aberrations, introduced downstream from the AO DM and wavefront sensor. As the phase
errors increase, the contrast generated by apodized masks will rise (degrade) from the AO noise floor and eventually intersect the hard-edge mask curve.

In general, quasi-static phase errors further reduce the Strehl ratio. Therefore the situation is slightly more complicated than with tip/tilt alone, which, strictly speaking, is a change to the pointing vector and not an aberration. Nevertheless, we can extend the principle to quantitatively include them all.

Consider the final measured Strehl ratio, $S$, written as a decomposition of uncorrelated errors (Sandler et al. 1994):

$$S = S_1 S_2 S_3 \ldots S_n,$$

where each $S_i$ with $1 \leq i \leq n$ represents an independent Strehl degradation. An equivalent statement is that uncorrelated wavefront errors add in quadrature. Since the Strehl ratio produced by the AO system is unrelated to the subsequent optical path, we let $S = S_{AO} S_{qs}$ describe the final stellar image, where $S_{AO}$ is the AO-corrected Strehl ratio (as has been used throughout the text and figures) and $S_{qs}$ is the Strehl ratio due to all quasi-static phase aberrations introduced downstream from the AO DM and wavefront sensor.

Results from §4.3.1 and Fig. 4-6 show that use of an apodized mask, preferably the 4th-order BLM (§4.3.2), is justified only when $S_{AO} \gtrsim 88\%$. Thus, we require that the measured Strehl ratio satisfy the condition:

$$S \gtrsim 0.88 S_{qs},$$

where $0 \leq S_{qs} \leq 1$ is the intrinsic Strehl of the optical system. With an internal fiber-coupled source, such as a calibration lamp, $S_{qs}$ can be measured when the AO DM is inactive and flat, so far as one might trust zeroing the actuator voltages. We note that this relationship is valid only in the high-Strehl regime ($\sigma \lesssim \lambda/2\pi$).

The effects of speckle-nulling can be incorporated by noticing that contrast curves such as those shown in Fig. 4-6, and similar graphs for the other phase errors present in a
real system, will be “flattened” by the additional DMs (see §3). In other words, the extra degrees of freedom afforded with this hardware compensate for quasi-static aberrations whose spatial-frequencies match the intended search area. Long-lived speckles may be nulled to an intensity level where the contrast curves in Fig. 4-6 intersect the vertical axes; this is true for any such aberration. A candidate companion would then be noticed by the inability of the instrument to remove its mutually incoherent signal. Subsequent changes to the shape of the DMs and hence location of the dark hole might indicate the presence of other faint sources.

As an example, consider a measured Strehl ratio $S = 85\%$ with a system that has an intrinsic Strehl ratio $S_{qs} = 94\%$. According to Equ. 4–8, we are indeed justified in using the 4th-order BLM for this application. However, if the additional DMs cannot remove quasi-static speckles from the region of interest down to the intensity of the AO-limited noise floor, we may consider switching to a higher-order mask, such as the 8th-order or 12th-order BLM, to help filter stellar residuals before they illuminate the detector.

These results allow us to make rather strong conclusions regarding the implementation guidelines for image masks included in this study. We state them concisely in the next section. For further discussion of low-order phase aberrations within the context of Lyot coronagraphy, see §5 and Crepp et al. (2006), Sivaramakrishnan et al. (2005), Lloyd & Sivaramakrishnan (2005), Shaklan & Green (2005).

4.4 Conclusions

One should select an image mask whose rejection of starlight is commensurate with the noise floor set by the AO system. Our numerical simulations imply the following:

1. Apodized masks should replace the hard-edge mask only when on-sky Strehl ratios, $S$, exceed $\sim 0.88 S_{qs}$, where $S_{qs}$ is the Strehl ratio due to all quasi-static phase aberrations introduced by the instrument downstream from the AO system – e.g., non-common-path errors. Below this level of correction, the hard-edge mask outperforms apodized masks, not by reaching deeper levels of contrast, but by generating similar
contrast (§4.3.1) and throughput (§4.3.2) with more resistance to quasi-static errors. This result is independent of entrance aperture geometry and bandpass.

(2) Since 4th-order BLMs yield more Lyot stop throughput than the Gaussian mask, and apodized masks with smooth intensity transmission gradients are equally difficult to manufacture, Gaussian masks should not be implemented under any foreseeable conditions on telescopes with uniform transmission entrance apertures.

(3) The selection of higher-order BLMs over the 4th-order BLM is relegated to situations where both the ability to correct for the atmosphere to a very high degree and the inability to adequately null quasi-static speckles is simultaneously present.

For the operating range often considered with a traditional Lyot coronagraph, IWA = $3 - 5 \lambda_{\text{max}}/D$, the exact contrast and throughput values will deviate from those reported in §4.3, but in a rather predictable manner. The italicized conclusions however do not change with these considerations. It is also important to mention that Strehl ratios can be somewhat pesky to calculate in practice. Experimentally determined values are accurate only to several percent if the image is not spatially sampled at a rate higher than twice the Nyquist frequency (Roberts et al. 2004).

The hard-edge occulting mask is a remarkably relevant coronagraphic tool in an age of sophisticated wavefront correction techniques and clever applications of Fourier optics. Apodized masks, or binary versions of apodized masks (Kuchner & Spergel 2003), require nano-fabrication capabilities at visible and near-IR wavelengths (Balasubramanian et al. 2006; Crepp et al. 2006; Carson et al. 2005; Debes et al. 2004; Trauger et al. 2004); this can be a strong deterrent and should be avoided unless Equ. 4-8 is satisfied (although, in a fast optical system, the focal ratio may impose stringent tolerances when building a hard-edge mask as well). In the realm of extreme AO, the 4th-order BL mask should be implemented, so long as quasi-static phase aberrations are manageable with speckle-nulling hardware.
Finally, our calculations suggest that the wavefront correction levels required for ground-based observations preclude reliable spectroscopic measurements of close-separation companions that are more than approximately one million times dimmer than their host star without use of an integral-field spectrograph. Presumably, space-based instruments will be able to do much better. Nevertheless, this result is still more than an order of magnitude deeper than current AO-coronagraphs provide.

Figure 4-1. Intensity transmission profiles for each radial image mask. The IWA = 4 \( \lambda/D \). Band-limited masks (BLMs) have extended off-axis attenuation, which allows them to be composed of a finite range of low spatial-frequencies. This feature offers unlimited dynamic range as the Strehl ratio approaches 100%. A Lyot-style coronagraph equipped with a BLM is one of the leading candidate designs for the Terrestrial Planet Finder Coronagraph (TPF-C) space mission (Ford et al. 2006).
Figure 4-2. Coronagraph simulations with perfect incident wavefronts. Intensities in the first two columns are shown on the same logarithmic scale using the mask profiles, $0 \leq |M(r)|^2 \leq 1$, in Fig. 1 and a normalized Airy pattern. The spatial extent of the image planes are identical and can be estimated from knowing that the hard-edge mask has a diameter of $8 \lambda/D$. A dashed line in the ‘Lyot Plane’ column indicates the outline of the circular unobstructed entrance aperture. An ~60% throughput Lyot stop was used for the hard-edge, Gaussian, and 4th-order BLMs. The 8th-order and 12th-order BLMs offer better rejection of low-order aberrations at a cost of throughput and angular resolution. The ‘Final Image’ column shows the contrast generated by each mask using the logarithmic scale in the hard-edge mask row; BLMs remove on-axis starlight down to the numerical noise level of the simulations ($< 10^{-12}$).

<table>
<thead>
<tr>
<th>Mask</th>
<th>Star×Mask</th>
<th>Lyot Plane</th>
<th>Final Image</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hard-Edge</td>
<td><img src="image1.png" alt="Image" /></td>
<td><img src="image2.png" alt="Image" /></td>
<td><img src="image3.png" alt="Image" /></td>
</tr>
<tr>
<td>Gaussian</td>
<td><img src="image4.png" alt="Image" /></td>
<td><img src="image5.png" alt="Image" /></td>
<td><img src="image6.png" alt="Image" /></td>
</tr>
<tr>
<td>4th-order</td>
<td><img src="image7.png" alt="Image" /></td>
<td><img src="image8.png" alt="Image" /></td>
<td><img src="image9.png" alt="Image" /></td>
</tr>
<tr>
<td>8th-order</td>
<td><img src="image10.png" alt="Image" /></td>
<td><img src="image11.png" alt="Image" /></td>
<td><img src="image12.png" alt="Image" /></td>
</tr>
<tr>
<td>12th-order</td>
<td><img src="image13.png" alt="Image" /></td>
<td><img src="image14.png" alt="Image" /></td>
<td><img src="image15.png" alt="Image" /></td>
</tr>
</tbody>
</table>
Figure 4-3. Azimuthally averaged contrast curves for the hard-edge, Gaussian, and 4th-order BLM’s using a fixed circular Lyot stop size with ~60% throughput. The Lyot stop for the Airy pattern has 100% throughput.
Figure 4-4. Average contrast within the $1 \lambda/D$ wide annulus directly outside of the coronagraph IWA as a continuous function of atmospheric wavefront correction and the relative gain (shown by arrows) achieved by switching to the 4th-order BLM. The hard-edge mask’s performance is limited by starlight diffracted into the interior of the $\sim 60\%$ throughput Lyot stop. This prevents significant improvements beyond $\sim 88\%$ Strehl.

Figure 4-5. Average contrast within the $1 \lambda/D$ wide annulus directly outside the coronagraph IWA as a function of Lyot stop throughput for $\sim 90\%$ Strehl (left) and $\sim 96\%$ Strehl (right).
Figure 4-6. Median contrast within the $1 \lambda/D$ annulus outside the coronagraph IWA as a function of systematic tilt error for several characteristic levels of wavefront correction using optimal Lyot stop sizes. Note that the Gaussian mask is a 4th-order mask. The non-monotonic changes in contrast are a result of calculating the median intensity with alignment errors in a circular geometry and phasing between the Airy pattern and the mask intensity transmission (see Lloyd & Sivaramakrishnan 2005).
CHAPTER 5
LABORATORY TESTS

We have built a series of notch filter image masks that make the Lyot coronagraph less susceptible to low-spatial-frequency optical aberrations. In this chapter, we present experimental results of their performance in the lab using monochromatic light. Our tests show that these eighth-order masks ($\S 2$) are resistant to tilt and focus alignment errors, and can generate contrast levels of $2 \times 10^{-6}$ at $3 \lambda/D$ and $6 \times 10^{-7}$ at $10 \lambda/D$ without wavefront correction. This work supports recent theoretical studies suggesting that eighth-order masks can provide the TPF-C with a large search area, high off-axis throughput, practical requisite pointing accuracy, and resistance to stellar size.

5.1 Mask Design and Fabrication

We have manufactured four binary notch filter image masks using $e$-beam lithography: one fourth-order mask and three eighth-order masks. These masks represent a second generation of technology development, where we have improved upon the prototype mask presented in Debes et al. (2004). In the following, we briefly describe our design strategy and nanofabrication techniques.

The base structure used to mechanically support the opaque portions of the masks is a 0.7 mm thick piece of Boroaluminosilicate glass with a scratch/dig of 20/10. A 270 nm thick layer of Chromium serves as the on-axis occulting material, and was deposited onto one side of the glass using a Semicore $e$-gun evaporator. Small structures were then dry-etched from the Chrome layer with an applied materials cluster tool using a high density decoupled plasma composed of Argon, Chlorine, and Oxygen. No anti-reflection coating was applied. Figure 5-1 shows a photo of the substrate containing all of the designs.

Each mask is designed for an $f/163$ or slower beam with a 40 nm bandwidth centered on the $\lambda = 632.8$ nm HeNe laser source. The focal ratio of the system is large to facilitate the fabrication of small features in the masks. The physical size or extent of the masks are
Figure 5-1. The four linear binary notch filter image masks (left), and optical microscope false color images of the $m = 1, l = 2$ eighth-order mask at 5x magnification (middle) and 20x magnification (right). The dark areas in the microscope images are transparent; this is where the Chrome has been etched away. The spacing between stripes and the spacing between samples is $\lambda_{\text{min}} f/# = 100 \mu m$.

2 cm to a side. Although truncation sets an outer-working-angle and degrades contrast, notch filter masks can easily be manufactured large enough to ensure that these effects do not place significant constraints on the search area and are not the dominant source of error. Notch filter masks can be designed to have an azimuthally symmetric search area; however, we have chosen to make linear masks so that the effective opacity changes in only one direction. This property simplified the testing of their response to pointing errors. The FWHM of the image masks (i.e. $2 \times$ IWA) were designed to be roughly equivalent such that fair comparisons of their performance could be made (Table 5-1). Aime (2005) suggests that the mask equivalent-width serves as a better proxy for making such comparisons; the authors note that the FWHM value differs from the equivalent-width value by $\lesssim 1\%$ for each of the individual masks presented here.

Linear binary masks consist of vertically repeating parallel stripes, where band-limited or notch filter functions describe the curves in each stripe (Kuchner & Spergel 2003). We have made binary masks using the notch filter functions, because sampling makes the intricate features near the optical axis a part of the design, and not the result of the finite resolution of the lithography machine. In general, the sampling is not symmetric.
The low-frequency amplitude transmission of the eighth-order masks follow Equations 2–6 and 2–7.

The smallest features in a mask are often found near the optical axis. Their size depends upon both the IWA and bandwidth, among other parameters. Generally, as the IWA improves (i.e. gets smaller), the size of the smallest features in the mask increases, and as the bandwidth widens, the size of the smallest features decreases. If the IWA is too large or the bandwidth too wide, the smallest features may be too small to build.

An additional constraint is that the minimum feature sizes should not be smaller than the thickness of the opaque material. This helps to minimize the waveguide effects associated with binary masks, and other vector electromagnetic effects that can degrade contrast, especially with broadband light. Lay et al. (2005) describe some of these potential limiting factors for the TPF-C mission, and suggest several alternatives for compensation; one of which includes dramatically increasing the focal ratio at the mask (> $f/60$), as was done in this experiment. This design strategy was also implemented in the Debes et al. (2004) experiment for similar reasons.

Minimum feature size requirements - both practical and theoretical - limited our ability to make eighth-order masks with high Lyot stop throughput. In theory, eighth-order masks can achieve $\sim 60\%$ Lyot stop throughput with IWAs of $\sim 4 \lambda_{\text{max}}/D$. Our masks were designed however to achieve only $\sim 20\%$ throughput at most, because we were restricted to making features larger than the thickness of the Chrome; the smallest feature size in each of the eighth-order masks is $\sim 270$ nm, whereas the smallest feature size in the fourth-order mask is 7119 nm. To increase the throughput, we would have to increase the $f/#$, decrease the bandwidth, or decrease the thickness of the Chrome. Clearly the focal ratio is already large and the bandwidth is already narrow. Also, we show in §5.3 that increasing the thickness of the Chrome is the most notable improvement we have made upon the mask presented in Debes et al. 2004. Thus, future mask development will necessarily involve using a material that is intrinsically more
opaque at visible wavelengths, such as Aluminum (Semaltianos 2001; Lay et al. 2005). This will enable the fabrication of masks that have more opacity and smaller minimum features sizes.

The equations describing the exact structure of linear, binary, sampled eighth-order notch filter image masks are derived in KCG05. Table 5-1 displays the relevant quantities for our designs, using the same notation (except in KCG05 $f/# = f$). For each mask, sampling began at a horizontal distance of $x = \zeta_0 \lambda_{\text{min}} f/#$ from the optical axis.

Table 5-1. Mask design parameters for a bandpass of 632.8 ± 20 nm. For an elliptical or circular primary mirror, the Lyot stop throughput of a linear mask is given by: $T = 1 - \frac{2}{\pi} \epsilon \sqrt{1 - \epsilon^2 + \arcsin(\epsilon)}$, where $0 \leq \epsilon \leq 1$ is a dimensionless parameter that controls the width of the zones of diffracted starlight at the edges of the Lyot stop. We were able to achieve $\sim 75\%$ of the maximum theoretical Lyot stop throughput for each mask in the experiment.

<table>
<thead>
<tr>
<th>Mask</th>
<th>$\text{sinc}^2$</th>
<th>$n = 3$</th>
<th>$m = 1, l = 2$</th>
<th>$m = 1, l = 3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>order</td>
<td>4th</td>
<td>8th</td>
<td>8th</td>
<td>8th</td>
</tr>
<tr>
<td>IWA/($\lambda_{\text{max}}/D$)</td>
<td>2.350</td>
<td>2.372</td>
<td>2.332</td>
<td>2.356</td>
</tr>
<tr>
<td>$\epsilon$</td>
<td>0.488</td>
<td>0.674</td>
<td>0.716</td>
<td>0.759</td>
</tr>
<tr>
<td>$N$</td>
<td>1.01444077</td>
<td>0.99098830</td>
<td>1.93640370</td>
<td>1.47114548</td>
</tr>
<tr>
<td>$\bar{M}_{0A}$</td>
<td>0.01423518</td>
<td>0.07833984</td>
<td>0.05989364</td>
<td>0.06702707</td>
</tr>
<tr>
<td>$\bar{M}_{0B}$</td>
<td>—</td>
<td>0.01803281</td>
<td>0.03028228</td>
<td>0.02278117</td>
</tr>
<tr>
<td>$C$</td>
<td>—</td>
<td>-0.25123206</td>
<td>-0.51959437</td>
<td>-0.35644301</td>
</tr>
<tr>
<td>$\zeta_0$</td>
<td>0.28800972</td>
<td>0.25875213</td>
<td>0.25877876</td>
<td>0.25874218</td>
</tr>
<tr>
<td>Smallest Feature</td>
<td>7119 nm</td>
<td>271 nm</td>
<td>270 nm</td>
<td>270 nm</td>
</tr>
<tr>
<td>Theoretical Throughput</td>
<td>40.4%</td>
<td>21.2%</td>
<td>17.4%</td>
<td>13.7%</td>
</tr>
<tr>
<td>Experimental Throughput</td>
<td>30.7%</td>
<td>15.7%</td>
<td>13.0%</td>
<td>10.4%</td>
</tr>
</tbody>
</table>

5.2 Experimental Setup

The design of the University of Florida coronagraphic testbed is that of a standard transmissive Lyot coronagraph without wavefront correction, as depicted in Figure 1-8, and similar to the setup described in Debes et al. (2004). “Starlight”, generated by a $\lambda = 632.8$ nm HeNe laser for monochromatic testing, passes first through a set of neutral density (ND) filters and is then focused by a microscope objective lens into a 4 $\mu$m single-mode fiber for spatial filtering. The fiber exit-tip serves as a bright point source. This expanding beam, N.A. = 0.12, is collimated and then truncated by a circular $\sim 3$ mm
diameter iris, simulating the primary mirror of an off-axis telescope. Optics downstream from the iris are high quality achromat doublets capable of handling future broadband tests. The first achromat, $f = 500$ mm, focuses the light onto the substrate containing all of the notch filter image masks. The substrate is mounted onto a precision x-y-z stage for fine adjustments. The light is then re-collimated by an identical achromat. In the Lyot plane, an optimized Lyot stop blocks the light diffracted by the mask at the location of the reimaged entrance pupil. The Lyot stop size is adjustable and takes the shape of the intersection of two overlapping circles, since the masks are linear. The remaining light is then focused onto an SBIG ST-2000XM CCD detector where images are taken for analysis. The images are sampled approximately $10 \times$ more frequently than the Nyquist frequency with $7.4 \, \mu m$ pixels. The analog-to-digital converter has a bit depth of 16, and the CCD has a factory quoted RMS read noise of $7.9 \, e^-$. These sources of noise are always at least two orders of magnitude smaller than the measured contrast values when used in concert with our experimental techniques, which are described in the following.

In order to measure contrast, we perform a comparison of images taken with and without the coronagraph in place. Due to the extreme contrast levels involved, we use a combination of the ND filters and the linearity of the CCD to calculate relative intensities and to generate high signal-to-noise ratio images in a reasonable amount of time. We first attenuate the laser light with the ND filters, which are placed upstream from the single-mode-fiber to ensure that their aberration effects are negated, and take an image of the star without the mask and without the Lyot stop in the optical train. Then, the mask and Lyot stop are inserted into place, and the ND filters are removed. In this final image, the intensity values at each pixel are divided by the average flux within the FWHM of the image of the star taken without the coronagraph, and normalized to the integration times and ND filters used. We define the resulting value, at each pixel, as the relative intensity. The contrast then is simply the relative intensity divided by the Lyot stop throughput and band-limited (i.e. low-frequency) part of the mask intensity transmission.
at that position. Figure 5-2 shows images of the star at various steps in the procedure. We could have chosen a less conservative definition of contrast by instead normalizing to the interpolated peak intensity of the imaged source, rather than the average flux within the FWHM (Shaklan & Green 2005); however, these two values differ by less than a factor of two. It is not necessary to add and remove the Lyot stop in order to measure contrast, but we find that doing so facilitates calculation of the off-axis throughput.

Figure 5-2. Laboratory images of the simulated star without the coronagraph (left), the $m = 1, l = 2$ mask aligned over the star (middle), and the star with both the mask and Lyot stop in place (right). Intensities are plotted on a logarithmic scale. The image of the star shows the angular size scale of the telescope. Speckles created by imperfections in the optics limit the dynamic range of the coronagraph creating a noise floor at the $\sim 10^{-7}$ level near the IWA. The contrast is calculated by dividing the relative intensity, shown in the image on the right and later in Fig. 5-3, by the Lyot stop throughput and mask intensity transmission; this accounts for the off-axis attenuation of the coronagraph.

Linear binary masks approximate band-limited masks only when the vertical angular size of the stripes in the mask are smaller than $\lambda_{\text{min}}/D$, the resolution of the telescope. To ensure that the masks diffract light appropriately, we increased the focal ratio of the system in the first image plane from the initial design of $f/# = 163$ to $f/# \approx 187$, by shrinking the size of the entrance aperture. This also resulted in an improvement of the masks’ effective IWA by the same factor. The Lyot stop size was set conservatively to obtain $\sim 75\%$ of the maximum theoretical throughput, so that small mis-alignments did not result in diffracted light leakage through the center of the stop onto the detector.
Table 5-1 shows the designed IWAs before increasing the focal ratio, and the experimental Lyot stop throughput achieved.

5.3 Results

5.3.1 Chrome Transmission and Relative Intensities

The performance of the prototype mask presented in Debes et al. (2004) was limited by the transmission of light directly through the Chromium occulting layer. In this study, we have increased the thickness of this layer from 105 nm to 270 nm. Using the transmission curve in Debes et al. 2004, we calculate that the peak transmission should improve from $7.5 \times 10^{-4}$ to $9.2 \times 10^{-9}$. We measure a peak transmission of $2.3 \times 10^{-8}$. This is slightly worse than predicted, but opaque enough for this application nevertheless (Fig. 5-3). The discrepancy in these values can be understood by considering inhomogeneities in the thickness of the Chromium layers. A $< 5$ nm deviation in each makes up the difference. The contribution of transmission directly through the Chromium to the limiting contrast in this experiment is approximately one order of magnitude smaller than the scattered light floor near the IWA, and less so in the regions where the masks have little off-axis attenuation. A more demanding application, such as the TPF-C, would, of course, require a material with a higher opacity.

Figure 5-3 also shows a difference in the amount of light transmitted near the optical axis, $r \lesssim \lambda/D$, between the fourth-order mask and the eighth-order masks. This is evidence that the eighth-order masks are blocking more scattered light, simply because they are wider, and reducing the effects of low-order aberrations (we test this latter claim more carefully in §5.3.3). These properties are not seen as clearly in contrast curves, where, interior to the IWA, the intensity transmission of the mask controls the detection threshold.

5.3.2 Contrast Measurements

We find that the coronagraph’s performance is limited by quasi-static scattered light. The image plane speckles seen in Figure 5-2 are the result of wavefront distortions, created
Figure 5-3. Telescope PSF, coronagraph PSF, and Chrome transmission for each mask using a circular entrance aperture. The Chrome transmission was measured at the center of the substrate. Inside the IWA, the eighth-order masks block more scattered light and reduce the effects of low-order aberrations. The thickness of the Chromium does not limit the performance of the coronagraph, but does transmit a non-negligible amount of light which contributes to the noise floor. Contrast is calculated by dividing the coronagraph PSF by the intensity transmission of the mask and the Lyot stop throughput.

by imperfections in the optics. In practice, speckles can mimic and often overwhelm the light of dim companions (§1.2.3, 4).

We calculated contrast for pixels within a $10\lambda/D \times 30\lambda/D$ section across the center of the PSF by dividing the relative intensities by the Lyot stop throughput and band-limited part of the mask intensity transmission, $|\hat{M}(x)|^2$, at each position, $x$, the horizontal distance of pixels from the optical axis. That way, the direction in which the halo of speckles decreased in flux coincided with the direction of opacity change in the masks. We were able to achieve $2 \times 10^{-6}$ contrast at $3\lambda/D$ and $6 \times 10^{-7}$ contrast at $10\lambda/D$, as quoted
in the abstract. In Figure 5-4, we plot the corresponding $3\sigma$ detection limits, where $\sigma$ is defined as the standard deviation of the scattered light noise floor at a given location in the final image plane. The eighth-order masks reduce the amount of scattered light close to the optical axis, and slightly out-perform the fourth-order mask near the IWA as a result of their more steeply increasing intensity transmission in that region. The contrasts in the rest of the search area are essentially identical.

To calculate the Strehl ratio of our system, we compared a model of the Airy pattern incident onto the mask with experimental data. We find that the Strehl ratio exceeds 98%. Combining this with the fact that the coronagraph is speckle dominated and the optical quality of our achromats are high (see §5.3.3), we conclude that the detection limits shown in Figure 5-4 represent the approximate deepest contrast that is achievable from the ground with current AO systems, using this type of coronagraph.

![Figure 5-4](image)

Figure 5-4. Experimental $3\sigma$ detection limits for each mask. The effective IWAs were calculated taking into consideration the change in focal ratio from the initial mask designs.
5.3.3 Tip/Tilt and Focus Sensitivity

We tested the tilt and focus aberration sensitivities of each mask by introducing small alignment errors to the substrate in the image plane. The results are shown in Figure 5-5, where we plot the contrast at $3\lambda/D$ as a function of the distance that the masks were displaced. The scattered light floor limits the dynamic range of the coronagraph at small aberration levels; in this regime, the masks generate contrasts to within a factor of two of one another, as shown in the previous section (Fig. 5-4). At large aberration levels, where diffracted light dictates the contrast, there is a clear dichotomy in the masks’ behavior.

To measure the tilt aberration sensitivity of each mask, we moved the substrate laterally across the center of the image of the star in 5 µm increments. We find that the eighth-order masks are easier to point than the fourth-order mask. To quantify this statement, we calculated the width of the pointing “sweet-spot” for each mask, where the contrast at $3\lambda/D$ is flat to within $2\sigma$ and limited by scattered light. The mean width of this zone for the eighth-order masks is $1.06 \pm 0.03 \lambda/D$; the width of this zone for the fourth-order mask is $0.20 \pm 0.05 \lambda/D$, a factor of $\sim 5$ smaller. With an 8 m telescope operating at $\lambda = 0.5 \mu m$, these tolerances correspond to pointing accuracies of 6.8 mas and 1.3 mas respectively. (Lloyd & Sivaramakrishnan (2005) discuss tip/tilt errors in Lyot coronagraphs in detail. For a practical application, see the description of the AEOS coronagraph by Lloyd et al. (2001).)

To measure the focus aberration sensitivity of each mask, we moved the substrate along the optical axis in logarithmic increments of 0.18 dex. With a similar analysis, we find that the eighth-order masks are also less susceptible than the fourth-order mask to focal misalignments. The eighth-order masks provide the same contrast as the fourth-order mask in a system with $\sim 4$ times as large an RMS wavefront error.

These results (Fig. 5-5) depend upon the amount of scattered light present in the system. If the scattered light levels were reduced, it would be possible to measure the response of the masks to smaller aberrations; the width of the tilt and focus sweet-spots
would decrease as the contrast improves, and the relaxation ratios would change. KCG05 estimate that eighth-order masks should relax pointing requirements relative to fourth-order masks by a factor of $\sim 6$ in a system with no scattered light designed to achieve $10^{-10}$ contrast at $3 \lambda/D$. SG05 have performed more careful calculations and predict an even larger relaxation ratio of 16 in the allowable tilt RMS wavefront deviation, when comparing eighth-order masks to fourth-order masks in an ideal system designed to achieve $10^{-12}$ contrast at $4 \lambda/D$.

Figure 5-5. Coronagraph sensitivities to tilt (left) and focus (right) aberrations for each mask. The theoretical predictions of Shaklan & Green (2005) are over-plotted for comparison (see text). Scattered light prevented measurement of the diffracted light response of the masks at small aberration levels. Uncertainties in the measurements for the fourth-order mask are shown in the tilt graph; the errorbars are on the order of the size of the datapoints and representative for all of the experimental curves shown in both graphs. The focal ratio of our system was large enough to warrant tilt realignment for each focus datapoint, but not focus realignment for each tilt datapoint; this motivated the linear versus logarithmic measurement increments used for acquiring data.

For comparison, the SG05 theoretical tilt and focus curves are over-plotted in Fig. 5-5 (the triangular data points); these represent the steepest possible slopes that can be achieved in practice, since the model accounts only for diffraction. The general location of our experimental data are in good agreement with theory, and, to first order, simply adding a constant level of scattered light to the Shaklan & Green (2005) diffracted light
curves recovers the eighth-order masks’ experimental contrast to within the uncertainty of the measurements. The fourth-order mask however makes exception, by providing better contrast in practice than expected from theory. This apparent discrepancy is resolved by considering a subtle difference between the two studies: the Lyot stop size;\(^1\) the SG05 simulations maximize off-axis throughput by choosing the largest possible Lyot stop shape, whereas we have undersized the Lyot stop in this experiment by \(\sim 25\%\) for each mask. In the presence of aberrations, the contrast of a band-limited mask depends upon the size of the Lyot stop. If the light diffracted in the Lyot plane due to aberrations is non-uniform and less intense near the optical axis, decreasing the size of the Lyot stop can improve contrast, at a cost of throughput and resolution (Sivaramakrishnan et al. 2005, see). We find that the introduction of tilt and focus aberrations produces patterns in the Lyot plane that fit this description (Fig. 5-6), and that the undersizing of the Lyot stop is responsible for an enhanced resistance to aberrations. Furthermore, this effect is more pronounced with the fourth-order mask than the eighth-order mask, since low-order aberrations can be partially or completely filtered in the image plane before reaching the Lyot pupil.

It is a good assumption that the fourth- and eighth-order mask phase aberration contrast curves (Fig. 5-5) do not intersect at more than one point for a given aberration: the slope of a mask’s dependence on any low-order Zernike mode is always at least as steep for eighth-order masks as it is for fourth-order masks (Shaklan & Green 2005). Since we see the intersection in both graphs in Fig. 5-5, we conclude that the eighth-order masks can achieve better contrast than the fourth-order mask when small levels of tilt and focus aberrations are present, even though this regime was not available for direct measurement in our experiment. At intermediate aberration levels, we do indeed see an improvement

\(^1\) Other differences between this study and Shaklan & Green (2005) are: (1) we used a circular entrance aperture, instead of an elliptical entrance aperture, and (2) the contrast was measured at \(3\lambda/D\), instead of \(4\lambda/D\).
Figure 5-6. Characteristic Lyot plane images with optimum mask alignment (left), and $2 \times 10^{-1}$ waves RMS tilt aberration (middle), and $9 \times 10^{-2}$ waves RMS focus aberration (right) using the $m = 1$, $l = 2$ mask. Intensities are normalized to the peak intensity of the focus image and are on a logarithmic scale. Shrinking the Lyot stop can improve contrast when certain aberrations are present, as is the case here. These images can be compared to the analytic predictions in Fig. 3 of Sivaramakrishnan et al. (2005). Evidently, small amplitude tilt and focus phase aberrations produce a uniform leakage of light into the Lyot pupil interior. Although the aberrations presented here are rather large, aspects of both images appear to reflect this phenomena. More complicated processes such as cross-talk between induced and inherent aberrations as well as frequency-folding from mask construction errors also contribute to the Lyot pupil field, and can create an intensity gradient.

in contrast with the eighth-order masks. This is more evident with tilt, because the intersection between experimental curves occurs well above the scattered light floor.

Reducing the amount of scattered light in the coronagraph by approximately two orders of magnitude will enable a more reliable extrapolation of data to smaller aberrations with future work; however, polishing the optics with such precision is not feasible. The achromat doublets in this experiment are the same that were used in Debes et al. (2004), with rms surface roughnesses of $\lesssim$ 1 nm on spatial frequency scales that correspond to the search area. A better technique to compensate for the scattered light present in the system at this level would be to implement a deformable mirror (Trauger et al. 2004, e.g.).
5.4 Summary & Concluding Remarks

We have built and tested three eighth-order notch filter masks and one fourth-order notch filter mask - each with the same IWA - to make a comparative study of low-spatial-frequency optical aberration sensitivities within the context of Lyot coronagraphy, using monochromatic light. We find that the eighth-order masks are less susceptible to the low-order aberrations of tilt and focus than the fourth-order mask: they provide the same contrast as the fourth-order mask in a system with either $\sim 5$ times as large a pointing error or $\sim 4$ times as large an RMS focus wavefront error. Additionally, the eighth-order masks show a stronger dependence to both tilt and focus at large aberration levels (i.e. a steeper slope), as predicted by theory. There was excellent agreement with our results and the SG05 numerical model, once the differences in each study were accounted for. We were unable to extrapolate our data to calculate the exact aberration levels necessary to achieve $\lesssim 10^{-10}$ contrast at the IWA because of the amount of scattered light in the system; doing so would require implementing a deformable mirror to reduce the scattered light levels by approximately two orders of magnitude. Transmission of light directly through the Chromium occulting layer accounted for $\sim 10\%$ of the noise floor at the IWA, but significantly less in the extended search area.

With “perfect” alignment, we find that all of the masks generate contrast levels of $\sim 2 \times 10^{-6}$ at $3\,\lambda/D$ and $\sim 6 \times 10^{-7}$ at $10\,\lambda/D$. In essence, the on-axis (‘stellar’) flux was reduced by 7 orders of magnitude at the expense of attenuating off-axis light by a factor of 4 – 10. Since our system is “diffraction limited” (i.e. $\gtrsim 80\%$ Strehl ratio), we conclude that the $3\sigma$ detection thresholds shown in Fig. 5-4 represent the approximate deepest instantaneous contrast that is achievable from the ground with current AO, using this type of coronagraph.

The Lyot stop throughput penalty in switching from a fourth-order mask to an eighth-order mask was greatly exaggerated in this study, because of nanofabrication limitations. We were able to achieve $\sim 31\%$ Lyot stop throughput with the fourth-order
mask and $\sim 10\% - 16\%$ with the eighth-order masks. With a material that is more opaque than Chrome at visible wavelengths, such as Aluminum, eighth-order masks will be able to reach their full potential in future experiments.

These results support the recent theoretical studies of Kuchner, Crepp, & Ge (2005) and Shaklan & Green (2005) suggesting that eighth-order image masks can meet the demands of a space mission designed to image extrasolar terrestrial planets by providing the Lyot coronagraph with a large dynamic range, high off-axis throughput, a large search area, and resistance to low-spatial-frequency optical aberrations.
CHAPTER 6
A BAND-LIMITED MASK FOR P.H.A.R.O.

It was shown in Chapters 1 and 4 that large stroke, high bandwidth, high actuator-density DMs are required to detect self-luminous Jovian planets from the ground in the near-IR. These “extreme” AO systems are currently being built and will eventually form the core of next generation high-contrast imaging instruments, such as GPI at Gemini South (Macintosh et al. 2006a), SPHERE at the VLT (Beuzit et al. 2006), and the PALM-3k/P1640 at Palomar (Dekany et al. 2007). However, due to their complexity, they will not be available for another 3-5 years. To test a BLM on a real astrophysical source, we must somehow boost image qualities without replacing the existing DM.

6.1 Relay Optics

Fitting errors between the wavefront phase and DM surface limit the ability of an AO system to correct for the atmosphere (Fig. 1-6). For instance, in the case of Kolmogorov turbulence, the residual wavefront variance, $\sigma_\text{fit}^2$, can be related to the effective wavefront sensor subaperture size, $d = D_{\text{tel}}/N_{\text{act}}$, and Fried parameter, $r_0$, by

$$\sigma_\text{fit}^2 \approx 0.30 \left( \frac{d}{r_0} \right)^{5/3} \text{rad}^2,$$

(6–1)

where the constant of proportionality depends (weakly) on the type of actuator influence function (a Gaussian shape here), $N_{\text{act}}$ is the linear number of actuators across the DM, and a least-squares phase-conjugation approach is assumed (Hudgin, JOSA 1977). If the number of actuators in a square grid array used for correction is approximately $\pi(D_{\text{tel}}/d)^2/4$, then Equ. 6–1 can be rewritten as

$$\sigma_\text{fit}^2 \approx 0.25 \left( \frac{D_{\text{tel}}}{r_0} \right)^{5/3} N_{\text{act}}^{-5/6} \text{rad}^2.$$

(6–2)

In other words, doubling $N_{\text{act}}$ (i.e. quadrupling the total number of actuators) reduces the rms wavefront error by a factor of $\sim 1.8$, which in turn improves the instantaneous contrast by a factor of $\sim (1.8)^2$ (§1.2.3). However, increasing the DM sampling by
even a factor of a few, while maintaining minimal electro-mechanical cross-talk between actuators, presents a substantial challenge. A relatively simple method for temporarily side-stepping this obstacle is described below.

DM’s are used most often to correct the entire “beam” of starlight, from one edge of the aperture to the other. However, instead of applying corrections over the full diameter of a large telescope, it is possible to improve sampling by correcting only a portion of the pupil. For instance, optics placed between the secondary mirror and AO system can be used to map, or relay, a particular region of the pupil onto the existing DM by shifting and magnifying the beam. The result is an improved spacing between actuators as projected onto the sky.

This concept has recently been demonstrated in practice by Serabyn et al. 2007 at Palomar. They have installed relay optics that turn the Hale 200-inch telescope into a powerful off-axis imager. Fig. 6-1 displays a simplified version of the optical path. A fold mirror inserted before the Cassegrain focus picks off the telescope beam and sends it to a custom circular stop that selects one quadrant of the aperture, conveniently avoiding the central obstruction and secondary support spiders. The relay optics manipulate the beam such that the new pupil fits tightly onto the existing Xinetics 241-actuator Palomar AO system (PALAO) DM (Troy et al. 2000). The net effect is finer sampling at the expense of angular resolution ($D_{tel} = 5.1m \rightarrow D_{tel} = 1.5m$) and the brightness of stars for which the AO system can maintain a stable lock ($V < 12 \rightarrow V < 9$). These tradeoffs are justified since coronagraphs with intrinsically small IWA’s can still probe sub-arcsecond separations in the near-IR, where numerous dim companions lay hidden (Veras, Crepp & Ford 2008).

Benefits of the technique can be summarized as follows:

- It is possible to generate extreme-AO-quality wavefronts immediately with only moderate changes to hardware. As a result, one can gain experience with coronagraphy in the high-Strehl regime before the next generation of DM’s become available.
The location and orientation of the subaperture can be chosen so as to avoid vignetting elements, such as the secondary substructure, thus producing an optimal diffraction pattern for the coronagraph.

PSF stability provides the unique opportunity to develop methods for explicit removal of quasi-static instrument scattered light based on phase diversity (§3).

Relay optics can be combined with laser-guide-star and upgrades to the DM. Under good seeing conditions, the relay optics and PALAO have already demonstrated on-sky Strehl ratios of $S \approx 94\%$ in the K-band (Serabyn et al. 2007). We know from Chapter 4 that use of an apodized mask is appropriate only when the Strehl ratio exceeds:

$$S \gtrsim 0.88 S_{qs},$$

where $S_{qs}$ is the intrinsic Strehl ratio delivered by the instrument (‘qs’ stands for quasi-static). The near-IR camera PHARO at Palomar consistently provides image qualities exceeding $S_{qs} \gtrsim 0.95$ for sources near the optical axis. Thus, Equ. 4–8 is indeed satisfied. These considerations serve as the technical justification for building the first band-limited coronagraphic image mask for on-sky tests. The remainder of the chapter outlines the design of such a device (§6.2), its performance with the PALAO stimulus (§6.3), and preliminary on-sky tests (§6.4).

Figure 6-1. Layout of the Hale 200-inch relay optics, courtesy of Eugene Serabyn.
Figure 6-2. Image of the relay optics subaperture pupil at the Hale 200-inch telescope. Light from only one quadrant of the full aperture is used.

Figure 6-3. Predicted Strehl ratio as a function of the Fried parameter, $r_0$, in the K-band at the Hale 200-inch telescope with relay optics (top curve) and without (bottom curve), courtesy of Gene Serabyn.
6.2 Design & Fabrication

The Palomar High Angular Resolution Observer (PHARO) is a near-IR imager / spectrograph with a coronagraphic operating mode (Hayward et al. 2001). It utilizes a 1024 x 1024 HgCdTe HAWAII detector that is sensitive from $1.0 \leq \lambda \leq 2.5\,\mu\text{m}$, with read noise typically $< 10\,e^-$/pixel. Spectrographic and coronagraphic image masks are housed in a slit wheel in the first image plane, where there are 10 available slots. Filter, grism, and Lyot stop wheels are located further downstream near the pupil. Figure 6-4 shows a schematic of the instrument.

A 25 mas / pixel plate scale mode enables critical sampling of diffraction-limited images from the full Hale 200-inch aperture in the J-band. With relay optics in place, the plate scale changes by the ratio of the telescope diameter, $25 \times 5.093 / 1.5 = 84.88\,\text{mas} / \text{pixel}$. We have designed a mask for the K-band, where the sampling corresponds to $\sim 3.6$ pixels per diffraction width. The K-band offers better image qualities than the J-band, but the sky background is brighter.

![Figure 6-4. Component layout of the PHARO near-IR camera, courtesy of Tom Hayward.](image)
6.2.1 Binary Image Mask

The focal ratio at the slit wheel and bandpass constrain the range of possible coronagraphic mask designs. Fast optical systems can force the size of features in the image plane to be too small whereas broad wavelength coverage affects the IWA and Lyot stop throughput. These tradeoffs are important with binary masks (§5) since they can potentially leak light at both ends of the bandpass, but graded masks, which can leak light only at long wavelengths, are made from HEBS glass and therefore more expensive. Other interesting performance differences exist between the list of potential designs – smooth binary, sampled binary, smooth graded, and sampled graded – such as polarization dependence and chromaticity (Lay et al. 2005), but they are unimportant at the sensitivities achievable from the ground. Since we have the tools and experience to build binary masks, we built a binary mask for PHARO.

PHARO receives an f/15.64 beam from the PALAO system. The desired operation range for our observations includes the $K_{\text{short}}$: 1.99 – 2.30 $\mu$m, Br$\gamma$: 2.16 – 2.18 $\mu$m, and CO: 2.29 – 2.31 $\mu$m filters. The $K_{\text{short}}$ filter serves as the primary science channel whereas independent experiments in all three filters can be used to measure any chromatic dependent performances, should they exist, since only monochromatic tests were previously conducted in the lab (Crepp et al. 2006). To prevent diffracted light leakage from the edges of the filter transmission profiles, the minimum and maximum wavelengths, $\lambda_{\text{min}} = 1.79 \mu$m and $\lambda_{\text{max}} = 2.39 \mu$m, were chosen conservatively.

Two different masks were designed and built: a linear fourth-order smooth binary notch filter mask and a linear hard-edge binary mask (Crepp et al. 2007). The latter of which was used as a baseline to make comparative studies. An eighth-order mask design, which has less Lyot stop throughput than a fourth-order mask, could not be justified, given the already large sacrifice in photons from the relay optics. Each mask was designed with the same aggressive IWA = 2.678 $\lambda_{\text{max}}/D_{\text{tel}} = 880$ mas. They were placed adjacent to one another on the same 0.7 mm thick Boro-Aluminosilicate glass substrate, Corning
model 1737 – 10/5 scratch/dig\(^1\), with sufficient separation to ensure that diffracted light cross-talk was negligible. The K-band glass transmission is quoted at 92%.

The masks were fabricated using e-beam lithography at the University of Florida nanofabrication facility in June 2006. Aluminum was used as the opaque material deposit, since it is less transmissive than Chrome (§5) in the near-IR. Lab measurements placed an upper limit on the intensity transmission directly through the 200 nm layer of Aluminum at \(1 \times 10^{-7}\). The minimum feature size was set equal to the layer thickness.

The height, \(\hat{M}_{\text{notch}}(x)\), of a single stripe of the smooth binary linear band-limited mask (see Equ. 2-17; binary masks are technically notch filter masks) is:

\[
\hat{M}_{\text{notch}}(x) = \frac{f/\#}{\lambda_{\min}} \left[ 1 - \text{sinc}^2 \left( \frac{\pi \epsilon x}{2 f/\# \lambda_{\max}} \right) \right] \mu m \\
= 28 \left[ 1 - \text{sinc}^2 \left( \frac{0.0179857 x}{\mu m} \right) \right] \mu m,
\]

where \(\epsilon = 0.428\) and \(x\) has units of \(\mu m\). This profile was repeated vertically 256 times. The key to the binary mask’s operation is that each stripe is smaller than the resolution of the optical system, hence allowing it to diffract light like a graded mask. The hard-edge mask design is much simpler; it is literally a bar of width \(2 f/\# \times 2.678 \lambda_{\max} = 200 \mu m\).

Figure 6-6 shows images of the mask before it was shipped to JPL, where it was cut out of the substrate with a dicing saw to physical dimensions of 0.60 x 0.30 inches and then cleaned in an ultrasonic bath of acetone to remove the protective layer of photoresist. Simulations were run to ensure that truncation at the edge of the mask would not diffract starlight into the search area at contrast levels above \(10^{-6}\). The mask was installed in PHARO in September 2006.

\(^1\) A scratch is a defect on a polished optical surface whose length is many times its width. A dig is a defect on a polished optical surface that is equal in terms of its length and width. A scratch/dig of 10/5 indicates that the average length of a scratch is 0.10 mm and the average diameter of a dig is 0.05 mm (http://www.esourceoptics.com/).
Figure 6-5. (left) The binary mask after e-beam lithography. A thick layer of photoresist was applied to protect the surface for shipping to JPL. (right) Microscope image of the band-limited mask. Each stripe is 28 $\mu$m wide. ‘Ringing’ features in the $\text{sinc}^2(...) \text{ function} (6-4)$, which are responsible for controlling diffracted light, can be seen above ($x > 0$) and below ($x < 0$) the main occulting region.

6.2.2 Aluminum Fastener & Lyot Stop

An Aluminum holder was built to fasten the coronagraphic mask to the PHARO slit wheel (Figs. 6-6, 6-7). The design incorporated a single solid piece, instead of two separate fasteners, to facilitate installation. It was necessary to allow extra space for thermal contraction since PHARO operates at 77 K. The thermal contraction of the glass substrate and differential contraction between the glass and thin layer of Aluminum deposit on the mask were negligible. The masks are oriented perpendicular to the direction of rotation of the PHARO slit wheel. This is an important detail and has implications for the science conducted in Chapter 7.

The physical size of the pupil at the Lyot plane in PHARO is 16.88 mm (Hayward et al. 2001). A band-limited mask will diffract light into a region that is smaller than this value by a factor of $1 - \epsilon$. A custom circular Lyot stop of clear diameter $(1 - 0.428) \times 16.88 \text{ mm} = 9.65 \text{ mm}$ was built at the University of Florida using a laser cutter (Fig. 6-8). The total throughput of an off-axis source at 880 mas, including attenuation from the band-limited image mask and Lyot stop, is $\approx 16.3\%$. The throughput increases to $\approx 33\%$ for sources further from the optical axis.
Figure 6-6. Available slot in PHARO image plane wheel. The units are inches.

Figure 6-7. Aluminum fastener made with ±0.003 inch precision at the University of Florida machine shop.
Figure 6-8. Lyot stop installed in PHARO. The University of Florida laser cutter provides cuts that are rough on the order of tens of microns. This roughness does not limit sensitivity.

6.3 White Light Tests

A typical observing run begins with installation of the relay optics. Alignment takes anywhere from 4-8 hours depending on the circumstances. With the remaining daylight hours it is possible to conduct lab experiments using the PALAO stimulus. This white light source well-simulates a G-dwarf star and passes through most of the optics before reaching PHARO. Experimental tests were conducted with the new binary coronagraphic mask in December 2006, April 2007, and May 2008 during the daytime and when conditions were poor after nightfall.

The goals of the tests were to:

- confirm that the coronagraphic masks suppress diffraction
- calculate contrast – presumably, on-sky observations can never do better
- identify effects that limit sensitivity
- study differences in performance between the BLM and hard-edge mask
- study the masks’ chromatic behavior

Results are shown in Figs. 6-9 and 6-10 where each of the bullet points are addressed.
Figure 6-9. PHARO images with BLM aligned to the white light source. (left) Optimal mask position is found using the PHARO stepper motor with the Lyot stop out of the beam. (middle) Resulting coronagraphic PSF with Lyot stop in place. The Airy rings have been removed. The waffle-mode peaks (Makidon et al. 2005) are ≈1,000 times fainter than the stellar peak intensity and clearly visible. In fact, they saturate PHARO if the integration time is not limited. (right) Pupil image showing diffracted starlight pattern and residuals from non-common-path errors. Compare this image with Fig. 5-6.

We find that both coronagraphic masks are capable of suppressing diffraction and that the sensitivity is limited by non-common-path errors between the AO system and the detector. The DM corrects for wavefront errors introduced upstream from its position in the optical path but is blind to errors introduced downstream, such as those created by fold optics and the coronagraph itself. Fig. 6-9 shows how the peaks of residual starlight near the interior of the Lyot pupil correspond to the position of actuators on the DM. Since phase errors in the DM pupil generate intensity errors at the Lyot pupil, we know that the DM shape is not fully optimized. This is not surprising given that the wavefront is sensed before the science camera.\(^2\) The amount of light remaining in the central portion of the Lyot plane suggests that sensitivities can improve by an order of magnitude with future experiments using the BLM.

\(^2\) Recall that the complex field was measured at the final image plane in §3.2.3.
Fig. 6-10 displays sensitivity curves for a variety of experiments and a theoretical on-sky prediction for comparison (see §4.3). Contrast is currently limited to \( \approx 3 \times 10^{-4} \) at the IWA, or one order of magnitude below the Airy pattern. The green and brown curves indicate that the BLM and hard-edge mask have a similar performance but that the hard-edge mask is better at filtering low-order content – a result that is consistent with a system with large static aberrations (§4.3.3, §5.3.3). These (non-common-path) errors create an intensity ‘plateau’ near the edge of the DM control region which can also be seen in Fig. 6-9. The blue BLM curve shows the relative improvement in sensitivity near the optical axis when the DM shape is iteratively tuned using the first several Zernike modes by measuring the intensity at the detector. We were unable to fully optimize the DM.

Figure 6-10. Experimental contrast results using the PALAO internal white light source. No post-processing tricks, such as PSF subtraction, have been applied. The BLM can make detections inside of the 0.88” IWA but no closer than the Lyot stop spatial resolution limit.
shape with the canonical observing staff and hours of operation. More formal engineering
time will be scheduled in the near-future.

All measurements taken prior to Fall 2007 were acquired at a time when two
of the DM actuators were pinned. Their lack of response to instructions scattered a
significant amount of starlight. Maintenance to fix these actuators resulted in a noticeable
improvement (black circles) allowing sensitivities to approach the theoretical expectation.

There appears to be no significant chromatic issues. Data taken with the Brγ filter in
December 2006 (pink curve) closely follows the other sensitivity curves with the exception
that the integration time was not sufficiently long: the Brγ bandpass is 15 times narrower
than Kshort. We also confirmed that the BLM does leak diffracted starlight in the J-band
where the mask stripes are no longer smaller than λmin/Dtel (see §2.3.1).

We were unable to test the effects of mask defects on the speckle noise floor, since the
white light source did not have a translation stage to shift its position within the FOV.3
Significant changes to the speckle pattern as the white light source is moved down the long
axis of the mask would indicate that it makes non-negligible contributes to the static error
budget. We have no reason to expect the mask itself would scatter a large amount of light
but its features are three times smaller than the masks built in §5. Nevertheless, a DM
can compensate for such static errors (§3.2.3).

6.4 On-Sky Demonstration

In this section, we report results from the first on-sky demonstration of a band-limited
coronagraphic mask. This study also represents the first tests of a TPF-C front-running
candidate design operating in tandem with an extreme AO system. We are sensitive to
brown dwarf companions over a wide range of ages and very young massive exoplanets.
Contrast is limited by a combination of AO lag time and the non-common-path errors
described above. Target selection is discussed in §7.

3 However, one was recently installed (A. Bouchez, private communication).
6.4.1 Data Acquisition & Reduction

There are three critical sets of images required to calculate the companion mass-sensitivity for observations of a given star. In addition to the usual darks and flats, one must obtain:

(i) non-coronagraph images, where the star is not occulted by the mask, in order to determine the throughput of an off-axis source, $I(0,0)$ (see §3.2.3); (ii) coronagraphic images, where the star is occulted by the mask, for the obvious reasons; and (iii) off-source images, for calibration of the bright sky background. It is also useful to obtain on-source images with the DM off to measure the seeing.

The total time spent on a bright source is often 30-45 minutes with a duty cycle efficiency of roughly 30%, when including the time necessary to slew to the target, place it within the unvignetted region (see Fig. 6-11), close the AO loop, and align the mask. Nearly 30% of the time is spent on the sky background. More overhead is required when the “flex-cam” is running. The flex-cam picks off unused blue light from the wavefront sensor beam and sends extra tip/tilt instructions to the DM to maintain precise mask alignment by correcting for differential drifts (flexures) that occur between the telescope and PHARO over the length of an exposure.

Once the images (.fits files) are in hand, they are backed up and processed with an in-house Matlab program designed specifically for PHARO high-contrast data. A simplified description of the reduction procedure is as follows:

- upload and tile the four separate read-out quadrants of the PHARO array
- cull pertinent information from .fits header
- apply flat field to correct pixel-to-pixel sensitivity variations (Fig. 6-11)
- determine peak intensity of the star, $I(0,0)$, with AO locked
- median combine coronagraph PSF images with sub-pixel precision using high-pass Fourier filter, 2D cross-correlation, Gaussian fit, and flux redistribution routines similar to the “Drizzle” method employed by Fruchter & Hook (2002)
- subtract sky background
• fix bad pixels
• scale the final coronagraph PSF image by the appropriate factors, including integration time and neutral density filters used, to obtain the relative intensity
• obtain contrast by dividing the relative intensity by the mask intensity attenuation profile incorporating the mask angle and errors in alignment
• calculate standard deviation in contrast over the search areas of interest, typically a $\lambda_{max}/D_{tel}$ wide strip above and below the mask
• convert contrast to 5$\sigma$ sensitivity levels in terms of Jupiter masses using the Baraffe et al. (2003) substellar atmospheric models

6.4.2 HIP 72567

We observed the star HIP 72567 on 2007-04-29 (UT) using the BLM. Its X-ray activity, lithium abundance, rotation, and space motion suggest that is has an age

![Figure 6-11. Flat-field image showing relay optics vignetting elements. Stars must be placed within the central region that resembles Africa.](image-url)
of $300 - 800$ Myrs (Potter et al. 2002; Gaidos et al. 2000), making it an excellent high-contrast imaging target. Table 6-1 lists the star’s physical parameters and other important observational information, including the Smithsonian Astrophysical Observatory number (SAO), J2000 right-ascension (RA) and declination (DEC), distance in parsecs, spectral type, apparent visual magnitude (V), approximate age, total exposure time on source ($\Delta t_{\text{source}}$) and on sky ($\Delta t_{\text{sky}}$), median airmass, seeing, and Strehl ratio.

Table 6-1. Physical parameters and observational information for HIP 72567.

<table>
<thead>
<tr>
<th>SAO</th>
<th>distance = 17.9 pcs</th>
<th>age = 300-800 Myrs</th>
<th>airmass = 1.07</th>
</tr>
</thead>
<tbody>
<tr>
<td>RA = 14 50 15.8</td>
<td>sp. type = G2V</td>
<td>$\Delta t_{\text{source}} = 595$ s</td>
<td>seeing = 1.3”</td>
</tr>
<tr>
<td>DEC = +23 54 42.6</td>
<td>Vmag = 5.9</td>
<td>$\Delta t_{\text{sky}} = 595$ s</td>
<td>Strehl = 77.8 ± 0.9</td>
</tr>
</tbody>
</table>

Figs. 6-12 and 6-13 show the star with and without the coronagraph. A high-pass Fourier filter has been applied to amplify the signal of sources with intrinsic widths of order $\lambda_{\text{max}} / D_{\text{tel}}$ or smaller compared to low-frequency (i.e. blurry) structure. Several Airy

![Before Fourier Filter](image1.png)  ![After Fourier Filter](image2.png)

Figure 6-12. Calibration image of HIP 72567 used to calculate the Strehl ratio and off-axis throughput. Image intensities are on a logarithmic stretch and the FOV is the same in each. Fourier filtering can artificially enhance the photometric signature of a companion. This companion is not real but the result of an internal reflection from a neutral-density-filter.
Figure 6-13. Fully processed coronagraphic images of HIP 72567 before and after Fourier filtering. Fourier filtered data are also used internally by the reduction code to facilitate precision stacking of individual images prior to median combination. The orientation of the BLM is indicated by a dotted line. The ghost from Fig. 6-12 is no longer present because the neutral-density-filter was removed to maximize flux.

Rings can be seen before the BLM and Lyot stop combination suppress the star to reveal features in its immediate vicinity. The four waffle-mode peaks ($C \approx 1 \times 10^{-3}$) can barely be detected in the calibration image, but are clearly visible with the coronagraph in place. Exact contrast levels are shown in Fig. 6-14 and 6-15.

Anti-symmetric speckles due to quasi-static wavefront phase errors can be seen above and below the mask. It is possible to exploit this symmetry by flipping, folding, and subtracting the image, but we find that the effective contrast does not improve significantly. This line of reasoning is precisely what has lead to the development of simultaneous differential chromatic (Close et al. 2005), polarimetric (Perrin et al. 2008), and spatial imaging (Marois et al. 2006). That is, the structure of quasi-static speckles

---

4 Amplitude errors are a $<10^{-8}$ effect ($\S 3$) and thus always negligible from the ground.
Figure 6-14. HIP 72567 coronagraph sensitivity above and below mask in magnitudes.

Figure 6-15. HIP 72567 coronagraph sensitivity in Jupiter masses as a function of age.
changes on a timescale shorter than typical integrations, which last several minutes. Close
inspection of Fig. 6-13, for example, shows that the bright speckles do not have the same
shape nor intensity. This logic likewise applies to PSF subtraction using a nearby star.
In the near-future (2009), we will be the only high-contrast imaging group capable of
explicitly removing this dominant source of noise. PSF stability provided by the relay
optics affords us the opportunity. The Strehl for this particular target was low, but not
characteristic of the performance.

Upon converting the contrast levels from Fig. 6-14 to companion mass at $5\sigma$
(Fig. 6-15), where $\sigma$ is the local standard deviation in the signal, we find that we are
sensitive to M-dwarfs, brown dwarfs, and very young, very massive, and very distant
planets, such as those shown in §1.2.1.3. HIP 72567 is the first star ever to be observed
with a BLM or any legitimate TPF-C design candidate.

We note that this star is actually a triple system with a faint brown-dwarf-brown-dwarf
pair orbiting at 2.6" from the primary (Potter et al. 2002). We are capable of detecting
this set of companions, but they are located at an inopportune position angle and were
completely occulted by the BLM. This circumstance is the result of not knowing a
priori the ring angle of the imaging system with the relay optics in place. This was the
first observing run, and the angle changes slightly with each installation by an amount
comparable to the slit-wheel stepper motor range of motion within the FOV, which
also changes location. (This is the strongest selection constraint when we target visual
binary stars in §7.) It is possible to rotate the Cass-cage by 90° increments, which would
permit detection of HIP 72567BC, but we did not get a chance to go on-sky with the
(non-default) orthogonal orientation in April 2007 or May 2008.

6.4.3 HIP 83389

We observed the star HIP 83389 on 2007-04-29 (UT) using the BLM. Its physical
parameters along with relevant observational information are shown in Table 6-2. This
star is intriguing because it hosts a Jupiter-like exoplanet ($M \sin i = 0.95 M_{Jupiter}$, $a=4.2$
Table 6-2. Physical parameters and observational information for HIP 83389.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>SAO</td>
<td>46452</td>
</tr>
<tr>
<td>Distance</td>
<td>18.1 pcs</td>
</tr>
<tr>
<td>Age</td>
<td>0.5-9 Gyrs</td>
</tr>
<tr>
<td>Airmass</td>
<td>1.03</td>
</tr>
<tr>
<td>Right Ascension</td>
<td>17 02 36.4</td>
</tr>
<tr>
<td>Spectral Type</td>
<td>G8V</td>
</tr>
<tr>
<td>∆t&lt;sub&gt;source&lt;/sub&gt;</td>
<td>595 s</td>
</tr>
<tr>
<td>Seeing</td>
<td>1.0&quot;</td>
</tr>
<tr>
<td>Declination</td>
<td>+47 04 54.8</td>
</tr>
<tr>
<td>Vmag</td>
<td>6.7</td>
</tr>
<tr>
<td>∆t&lt;sub&gt;sky&lt;/sub&gt;</td>
<td>297 s</td>
</tr>
<tr>
<td>Strehl</td>
<td>84.6 ± 0.4</td>
</tr>
</tbody>
</table>

AU, e=0.04; (Wright & Vogt 2008, in press)). The multiplicity of exoplanet host stars is at least 20% (Mugrauer et al. 2007) and a brown dwarf has recently been directly imaged orbiting the star HD 3651, which hosts an eccentric sub-Saturn-mass planet at 0.3 AU (Fischer et al. 2003). HIP 83389 is also on M. Turnbull’s list of “habstars” for SETI and the TPF missions (Turnbull 2008).

Although this star does not exhibit signs of youth, we are sensitive to massive brown dwarfs exterior to 60 AU (Figs. 6-16, 6-17, and 6-18.). The contrast is limited by AO latency ($f_{DM} = 200$ Hz) and systematic tip/tilt alignment errors ($§4.3.3$, $§5.3.3$) as a result of flexure between the Cass-cage and telescope (flex cam was not operational). Depending on the position of targets in the sky, the flexure may be more problematic. At times, the drifts conveniently follow the opaque portions of the linear mask, but, in this case, movements were in the orthogonal direction.

Figure 6-16. Fully processed coronagraphic images of HIP 83389.
Figure 6-17. HIP 83389 coronagraph sensitivity above and below mask in magnitudes.

Figure 6-18. HIP 83389 coronagraph sensitivity in Jupiter masses as a function of age.
6.4.4 HD 102195, a.k.a. ET-1

We observed the star HD 102195 on 2007-04-30 (UT) using the BLM. HD 102195 is also known as “ET-1” and is the first planet-bearing star that the local University of Florida radial velocity team discovered (Ge et al. 2006). Throughout graduate school, I spent 40 nights at Kitt Peak National Observatory using the single object Exoplanet Tracker (ET) RV instrument and 31 nights at Apache Point Observatory using the multi-object Keck-ET RV instrument. I thought it would be interesting to target this star and place limits on the presence of substellar companions. HD 102195 also appears to be relatively young, although uncertainties still remain regarding its age. Its physical parameters and relevant observational data are shown in Table 6-3.

Sensitivity was limited by AO latency errors as is indicated by the blurring pattern seen surrounding the mask in Fig. 6-19. The DM refresh rate was again set to only 200 Hz, in order to collect sufficient flux in each wavefront sensor subaperture. The faintest target for which the relay optics will provide a substantial boost in Strehl is Vmag=9.

We were able to rule out substellar companions orbiting exterior to 50 AU down to the levels shown in Fig. 6-21. There are no brown dwarfs more massive than: 25 $M_{Jupiter}$ and younger than 100 Myrs outside of $\approx 125$ AU; 50 $M_{Jupiter}$ and younger than 500 Myrs outside of $\approx 150$ AU; and 70 $M_{Jupiter}$ and younger than 1 Gyrs outside of $\approx 150$ AU (Baraffe et al. 2003) at $5\sigma$ above the noise floor.

Table 6-3. Physical parameters and observational information for ET-1.

| SAO = 119033 | distance = 29.0 pcs | age = 0.6-4.2 Gyrs | airmass = 1.19 |
| RA = 11 45 42.3 | sp. type = K0 V | $\Delta t_{source} = 595$ s | seeing = 1.2” |
| DEC = +02 49 17.34 | Vmag = 8.1 | $\Delta t_{sky} = 297$ s | Strehl = 75.4 ± 0.7 |
Figure 6-19. Fully processed coronagraphic images of ET-1.

Figure 6-20. ET-1 coronagraph sensitivity above and below mask in magnitudes.
Figure 6-21. ET-1 coronagraph sensitivity in Jupiter masses as a function of age.
CHAPTER 7
MINI-PILOT-SURVEY FOR LOW-MASS CIRCUMBINARY COMPANIONS

7.1 Motivation

Binaries are a natural result of the star formation process and constitute a substantial fraction, approximately 50%, of all nearby stellar systems (Tokovinin 2004; Duquennoy & Mayor 1991). To date, however, they have been quite purposefully avoided by high-contrast imaging instruments due to an inability to suppress the light from both stars simultaneously. Depending on the separation, nearby stellar companions will either: (i) add unnecessary pointing errors, or (ii) completely overwhelm a portion of the final image. The cartoon in Fig. 7-1 depicts the situation for a ground-based telescope with perfect AO and a coronagraph. Resolving the stellar pair results in significant contrast degradation and dramatically reduces the prospects for discovering faint tertiary companions.

Such configurations occur frequently at near-IR wavelengths with large aperture telescopes. For example, there exists a distinct peak in the orbital period distribution of binary stars with G-type primaries at $\approx 10^{4.8}$ days (Duquennoy & Mayor 1991). This number corresponds to an angular spacing of 0.5" on the sky if we take 75 pcs as a characteristic distance to targets in the solar neighborhood. The spatial resolution of a diffraction-limited 5m telescope at 2.0 microns is $\approx 0.1"$. Thus, the majority of nearby intermediate-spectral-type binary stars are separated by several diffraction widths.

To circumvent this problem, a linear occulting mask, which has an intensity transmission that depends on only one Cartesian coordinate, may be used. Since there are no pointing penalties down the long axis of the mask, simultaneous alignment to each stellar component can provide high-contrast images of the circumbinary environment, and faint off-axis sources may be detected at the IWA. For example, the ‘x’ in Fig. 7-1 indicates the potential location of a companion executing a p-type orbit around a binary star system that has a large inclination relative to the plane of the sky.
Figure 7-1. Qualitative simulation images comparing circular to linear masks. (a) Binary stars separated by several $\lambda/D$. The pointing errors are significant. (b) A linear mask aligned to both stars simultaneously. (c) Binary stars separated by many $\lambda/D$. The search-space is severely limited. (d) A linear mask can accommodate any such geometry. These images were generated using perfect wavefronts, equally luminous stars, hard-edge masks with high transmission (0.05), and no Lyot stop. Intensity is shown on a logarithmic scale.

Numerical simulations have shown that companions are stable in such configurations over a wide range of separations, mass ratios, and orbital eccentricities (Holman & Wiegert 1999). Moreover, recent Spitzer observations have detected several circumbinary debris disks (Trilling et al. 2007), lending credence to potential low-mass companion formation in these dynamically more complex environments, and $\approx 20\%$ of short period planets orbit a single member of a binary system (Mugrauer et al. 2007). Given this information, it is hardly justifiable to make conclusions regarding the frequency of substellar companions without considering binary stars.

In addition to searching a new parameter space, other poignant reasons for targeting binaries are:

- RV measurements have revealed a paucity of brown-dwarfs orbiting within several AU of single stars (Marcy & Butler 2000). Subsequent imaging surveys show that this so-called “brown-dwarf desert” extends as far as $\sim 1000$ AU (McCarthy & Zuckerman 2004; Carson et al. 2006). The existence of a similar desert with binary
stars remains open question. The current paradigm of ‘environment-dependent’
star formation (Duchêne et al. 2007) predicts that large-separation brown-dwarfs
should be slightly more common around binaries than single stars, based solely on
arguments of binding-energy. Such observations can test this prediction.

- Direct detections made in a variety of settings can help to break the brown-dwarf
  mass/age degeneracy for a given spectral type.
- The existence of a tertiary companion constrains a system’s orbital history.

Based on these scientific justifications, we were awarded on-sky time at Palomar to
conduct the first high-contrast imaging observations of visual binary stars using the
coronagraphic masks from §6. The remainder of this chapter describes target selection
criterion and results from our “mini-pilot-survey”.

## 7.2 Target Selection

The following constraints were used for selecting viable binary targets:

- primary with $V < 9$ for AO locking
- secondary with $V < 12$ for mask alignment
- DEC $> -5^\circ$
- $d < 70$ pcs
- angular separation, $50 < \theta$ mas $< 1800$
- accessible position angles

A distance cut is included to maintain a close physical IWA and remove intrinsically
bright stars that meet the apparent magnitude criterion. The angular separation between
stars, $\theta$, should be large enough that an 8-10m telescope resolves the binary, but small
enough that circumbinary orbits in the search area are reasonably stable. [Notice that
we could use the small aperture to our advantage again by targeting stars that we do not
resolve ($50 \lesssim \theta$ mas $\lesssim 300$) but those that a large telescope would – specifically, situation
(a) in Fig. 7-1. In this case, a circular mask is ideal.]

The most restrictive criterion is the position angle. The slit-wheel range of motion
within the PHARO FOV, with the relay optics in place, is only $\pm 7.5^\circ$. If we include
the degeneracies in binary star position angles ($180^\circ = 360^\circ$, ... etc.) and allow for $90^\circ$ rotations of the Cass-cage, we can access $60^\circ/360^\circ = 1/6$ of all random orbital position angles. This implies that not all targets can be selected by youth, especially since we require the orbit in order to forecast the position angle and angular separation for the observing run dates. Selection is further complicated by the fact that we have to recalculate the Cass-cage ring angle each time the relay optics are installed, as was mentioned in §6.4.2. In other words, we do not know with certainty whether a particular binary is observable until we go on-sky(!)

In total, 690 targets ($0 < \text{RA} < 24 \text{ hrs}$) were selected from the Sixth Catalog of Orbits of Visual Binary Stars (Mason et al. 2002), Scardia et al. (2008), Makarov (2003), Zuckerman & Song (2004), López-Santiago et al. (2006), and several young unpublished targets provided by Mari-Cruz Galvez-Ortiz. Of these stars, 115 were purportedly younger than 500 Myrs and satisfied the first 5 criterion listed above, but only 7/115 had well-determined orbits. Given the $1/12$ probability of accessing their position angles in a given Cass-cage orientation (and poor weather), we managed to observe only 1 young binary star system. Nevertheless, we were able to generate sensitivities to brown dwarfs for 4/5 of the other systems we did observe even though they were older.

### 7.3 Tertiary Companion Sensitivity

It is reasonable to expect the sensitivity on two stars to be somewhat worse than twice that of a single star due to non-common-path errors and isoplanatism. These effects are, however, small for binaries with $\approx 1^\prime$ separations. Another interesting feature is that companions can be detected in between the stars so long as they are located outside of the mask IWA (Fig. 7-1b). The amount of scattered light in this region may be less than that very close to one of the sources.

Contrast levels will be different for each star, since, in general, they differ in brightness, but the mass-sensitivity must be the same: “If there were a brown-dwarf tertiary located right here, would I see it?” In the following, we report contrast in a
\( \lambda_{\text{max}} / D_{\text{tel}} \)-wide strip above and below the mask relative to the brighter of the two stars and starting from their photo-center. The mass-sensitivity curves show an average of the contrast curves above and below the mask, as was done in §6.

Many of the individual K-band apparent magnitudes are not available since 2MASS is seeing limited. It is, however, possible to use the combined flux recorded by 2MASS with our diffraction-limited calibration images to obtain the apparent K-band magnitudes:

\[
K_1 = K_{\text{2MASS}} + \frac{5}{2} \log(1 + F_2/F_1) \tag{7-1}
\]
\[
K_2 = K_{\text{2MASS}} + \frac{5}{2} \log(1 + F_1/F_2) \tag{7-2}
\]

where \( K_{\text{2MASS}} \) is the combined (unresolved) apparent K-band magnitude measured by 2MASS (Skrutskie et al. 2006) and \( F_1 \) and \( F_2 \) are the fluxes measured from our calibration images in arbitrary units. Apparent magnitudes are then converted to absolute magnitudes in order to calculate contrast in Jupiter-masses using the Girardi et al. (2002) and Baraffe et al. (2003) atmospheric models, which are consistent with one another near the brown-dwarf – stellar boundary for ages greater than 50 Myrs.

### 7.3.1 HIP 88637

We observed the binary star system HIP 88637 on 2008-5-26 (UT) using the BLM. HIP 88637 is a kinematic member of the Pleiades moving group and has an age < 150 Myrs (Makarov 2003). Table 7-1 lists its physical parameters and relevant observational information. Seeing measurements usually recorded by the Palomar MASS-DIMM system (Thomsen et al. 2007) are not available for this run due to inconsistent weather conditions. We did not measure the seeing directly on account of these time constraints.

| SAO = 85723 | distance = 37.7 pcs | age < 150 Myrs | airmass = 1.05 |
| RA = 18 05 49.7 | sep / PA\(^a\) = 0.49° / 91.4° | \( \Delta t_{\text{source}} = 991 \text{ s} \) | seeing = unav. |
| DEC = +21 26 45.2 | Vmag = 7.6 / 8.4 | \( \Delta t_{\text{sky}} = 991 \text{ s} \) | Strehl = 89.8 ± 0.9 |

\(^a\)Position angles are measured in degrees East from North.
Figure 7-2. Calibration and high-pass Fourier-filtered coronagraph images of HIP 88637.

Results are shown in Figs. 7-2, 7-3, and 7-4. Reflections from a neutral-density filter are visible for each star in the calibration image, but not seen in the coronagraph image since the filter is removed once the mask is aligned. There are now eight waffle-mode peaks. The contrast is comparable to levels achieved around single stars in §6.4 (see

Figure 7-3. HIP 88637 coronagraph sensitivity in magnitudes. The asymmetry in flux above and below the mask is a result of mechanical flexure.
Figure 7-4. HIP 88637 coronagraph sensitivity in Jupiter masses for an age of 100 Myrs. below). We were able to generate sensitivities to brown-dwarfs and massive extrasolar planets orbiting exterior to 50 AU and 275 AU respectively at the 5$\sigma$ level. No tertiary companions were detected.

### 7.3.2 HIP 82510

The direct imaging measurements made on the previous target, HIP 88637, were very sensitive due to its young age but also an improvement to the hardware. This next data set, HIP 82510, shows how the sensitivity was enhanced by switching to a Lyot stop, the medium cross (Hayward et al. 2001), that suppresses the non-common-path errors shown in Fig. 6-9. It also has higher throughput and spatial resolution, although the design in §6.2.2, which was used for all observations in April 2007, should work best in the ideal case.

Table 7-2. Physical parameters and observational information for HIP 82510 in April 2007.

<table>
<thead>
<tr>
<th>SAO</th>
<th>distance</th>
<th>age</th>
<th>airmass</th>
</tr>
</thead>
<tbody>
<tr>
<td>84655</td>
<td>56.9 pcs</td>
<td>unknown</td>
<td>1.02</td>
</tr>
<tr>
<td>RA</td>
<td>16 51 50.1</td>
<td>sep / PA</td>
<td>1.36&quot; / 102.5°</td>
</tr>
<tr>
<td>DEC</td>
<td>+28 39 59.0</td>
<td>Vmag</td>
<td>7.0 / 8.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\Delta t$</td>
<td>source = 297 s</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\Delta t$</td>
<td>sky = 149 s</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Strehl</td>
<td>85.9 ± 0.3%</td>
</tr>
</tbody>
</table>
Figure 7-5. Calibration images of HIP 82510 in April 2007 and May 2008. Spatial resolution and throughput are improved on account of a wider Lyot stop.

Figure 7-6. Coronagraph images of HIP 82510 in April 2007 and May 2008.

We observed the binary star system HIP 82510 on 2007-4-29 and 2008-5-26 (UT) using the hard-edge mask and BLM respectively. Table 7-2 displays its physical
Although different masks were used, the enhanced performance is the result of switching to a Lyot stop better suited to handle non-common-path errors.
parameters and relevant observational information for the first run. On the second run, the airmass and Strehl ratio were 1.01 and 84.0 ± 1.3% respectively.

The position angle relative to PHARO changed by 11.4° in between runs, but only 0.5° is due to orbital motion (PA=103° in May 2008), implying that the Cass-ring angle changed by 10.9°. This is a significant amount and affects target selection since the slit-wheel range of motion is only 15° (§7.2). The effect will be accounted for in the future by compiling lists of targets that span the range of position angles surrounding the Cass-ring “sweet-spots” (i.e. where an unobscured quadrant of the telescope aperture can be selected) or by building masks that are not parallel to one another (§8).

The difference in relative position angle made it mandatory to use different masks for the two runs. Although the BLM has the potential to outperform the hard-edge mask (§4), the improved sensitivity shown in Figs. 7-7 and 7-8 is a result of blocking non-common-path errors and passing more off-axis light with the medium cross Lyot stop. The scattered light floor drops just enough to detect massive brown-dwarfs. We note that the K-band flux ratio, $F_2/F_1$, was measured to be 0.319 in 2007 and 0.318 in 2008.

7.3.3 HIP 88964

We observed the star HIP 88964 on 2008-5-26 (UT) using the BLM. Table 7-3 displays its physical parameters and relevant observational information. Results are shown in Figs. 7-9, 7-10, and 7-11. The DM operated at 500 HZ, which is faster than most of the observations presented here using the relay optics. Frequencies approaching 2 kHz are ideal for minimizing AO lag-time errors.

Table 7-3. Physical parameters and observational information for HIP 88964.

| SAO = 123187 | distance = 50.1 pcs | age = unknown | airmass = 1.18 |
| RA = 18 09 33.9 | sep / PA = 0.62° / 288.2° | Δ$t_{source}$ = 977 s | seeing = unav. |
| DEC = +03 59 35.8 | Vmag = 6.1 / 7.4 | Δ$t_{sky}$ = 489 s | Strehl = 88.8 ± 1.5% |

Mass-sensitivity depends strongly on age only below the brown dwarf–star boundary ($\lesssim 80M_{Jupiter}$). This is the result of cooling since substellar bodies are unable to sustain
Figure 7-9. Calibration and coronagraph images of HIP 88964.

Figure 7-10. HIP 88964 coronagraph sensitivity in magnitudes.
hydrogen fusion reactions. The contrast reaches \( \approx 40M_{\text{Jupiter}} \) at an age of 500 Myrs. No companions were detected.

**7.3.4 HIP 66458**

We observed the binary star HIP 66458 (Table 7-4) on 2008-5-26 (UT) using the BLM. Impending clouds prevented acquisition of a calibration image. Nevertheless, we were able to calculate the K-band magnitudes via Equ. 7–2 from the waffle-mode peaks(!) Several point-sources are visible above and below the mask (Fig. 7-12). Symmetries in the image suggest the presence of long-lived speckles (so-called “super-speckles”), which are the result of quasi-static errors, but not all of the sources have a symmetric or anti-symmetric partner, which might be the result of slightly different mask alignments for each star. Follow-up observations are required to discriminate speckles from companions. The evidence in this case is, however, likely too weak to warrant a proposal.
Table 7-4. Physical parameters and observational information for HIP 66458.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>SAO</td>
<td>63648</td>
</tr>
<tr>
<td>Distance</td>
<td>58.8 pcs</td>
</tr>
<tr>
<td>Age</td>
<td>unknown</td>
</tr>
<tr>
<td>Airmass</td>
<td>1.05</td>
</tr>
<tr>
<td>RA</td>
<td>13 37 27.6</td>
</tr>
<tr>
<td>Sep / PA</td>
<td>1.74&quot; / 96.9°</td>
</tr>
<tr>
<td>Source Time</td>
<td>942 s</td>
</tr>
<tr>
<td>Seeing</td>
<td>unav.</td>
</tr>
<tr>
<td>DEC</td>
<td>+36 17 41.6</td>
</tr>
<tr>
<td>Vmag</td>
<td>5.0 / 7.1</td>
</tr>
<tr>
<td>Sky Time</td>
<td>248 s</td>
</tr>
<tr>
<td>Strehl</td>
<td>unav.</td>
</tr>
</tbody>
</table>

Figure 7-12. Coronagraph image of HIP 66458.

Figure 7-13. HIP 66458 coronagraph sensitivity in magnitudes.
Figure 7-14. HIP 66458 coronagraph sensitivity in Jupiter masses for various ages.

7.3.5 HIP 76952

We observed HIP 76952 (Table 7-5) on 2008-5-26 (UT) using the hard-edge mask. The DM was operating at 500 Hz. Results are shown in Figs. 7-15, 7-16, and 7-17. Sensitivities sufficient to detect massive brown dwarfs were generated at projected separations greater than 250 AU. No nearby point sources were detected.

Table 7-5. Physical parameters and observational information for HIP 76952.

<table>
<thead>
<tr>
<th>SAO</th>
<th>distance = 44.5 pcs</th>
<th>age = unknown</th>
<th>airmass = 1.01</th>
</tr>
</thead>
<tbody>
<tr>
<td>RA</td>
<td>15 42 44.6</td>
<td>sep / PA = 0.72&quot; / 112.4°</td>
<td>Δt&lt;sub&gt;source&lt;/sub&gt; = 439 s</td>
</tr>
<tr>
<td>DEC</td>
<td>+26 17 44.3</td>
<td>Vmag = 4.1 / 5.6</td>
<td>Δt&lt;sub&gt;sky&lt;/sub&gt; = 439 s</td>
</tr>
</tbody>
</table>

7.3.6 HIP 82898

We observed HIP 82898 (Table 7-6) on 2007-4-29 (UT) using the BLM. The DM was operating at 500 Hz. Results are shown in Figs. 7-18, 7-19, and 7-20. We were unable to generate sensitivities to brown dwarfs independent of age. No tertiaries were detected.

Table 7-6. Physical parameters and observational information for HIP 82898.

<table>
<thead>
<tr>
<th>SAO</th>
<th>distance = 67.1 pcs</th>
<th>age = unknown</th>
<th>airmass = 1.18</th>
</tr>
</thead>
<tbody>
<tr>
<td>RA</td>
<td>16 56 25.3</td>
<td>sep / PA = 1.29&quot; / 67.7°</td>
<td>Δt&lt;sub&gt;source&lt;/sub&gt; = 142 s</td>
</tr>
<tr>
<td>DEC</td>
<td>+65 02 20.8</td>
<td>Vmag = 7.1 / 7.4</td>
<td>Δt&lt;sub&gt;sky&lt;/sub&gt; = 71 s</td>
</tr>
</tbody>
</table>
Figure 7-15. Calibration and coronagraph images of HIP 76952.

Figure 7-16. HIP 76952 coronagraph sensitivity in magnitudes.
Figure 7-17. HIP 76952 coronagraph sensitivity in Jupiter masses for various ages.

Figure 7-18. Calibration and unfiltered coronagraphic images of HIP 82898.
Figure 7-19. HIP 82898 coronagraph sensitivity above and below mask in magnitudes.

Figure 7-20. HIP 82898 coronagraph sensitivity in Jupiter masses for an age of 5 Gyrs.
7.4 Discussion

The observational results reported in the last two chapters (3 single stars and 6 double stars) were obtained with only 7 hrs of on-sky time. We were awarded 6.5 nights but most was lost to southern California fires, which burned down power-lines leading to the observatory in October 2007, and high humidity, including snow-fall, in May 2008. It should be possible to target \( \approx 40 \) more binary systems and several bright young single stars with the 3 more nights we were awarded in November 2008 to recoup lost time.

In any case, we have learned a lot. The BLM clearly works and we have identified the effects that can limit sensitivity. The flex-camera will soon operate smoothly and correct for the drifts seen with HIP 83389 and HIP 88637. We now have a handle on the preferred Cass-cage ring angles and how they translate to on-sky measurements relative to our mask within PHARO. Combining this information with more on-sky time will permit observations that better favor young systems. Moreover, we expect significant gains in sensitivity (see §8) by removing the non-common-path errors shown in Fig. 6-9. Once enough sources are observed and the above hardware adjustments are made, it will be possible to make apple-to-apple comparisons of the hard-edge mask versus the BLM and to the full aperture using data obtained previously by Joe Carson.

We anticipate an experiment in the near-term where a very bright source, like Vega, is imaged onto a quadrant of the array. This will reduce the read-time and allow for better speckle tracking. We also plan to fully characterize both the hard-edge mask and BLM by moving the white light source down their long axis (§6.3). If non-common-path errors associated with visual binary stars, which land on different locations of the mask (see §3.2.3), can be neglected, or at least minimized using an optimal DM setting, it may be possible to perform high-fidelity PSF subtraction (§3.2.5), by modeling the speckle pattern.

A sensitive and statistically significant survey of visual binary stars will place new constraints on the population of substellar tertiary companions, which is important for the
reasons discussed in §7.1. It is interesting to consider how the search area of a linear mask affects the results of a Monte Carlo simulation where artificial brown dwarfs are inserted. Of course, a few detections would be most exciting.

I am also naturally curious about circumbinary planets. If they are more massive (on average) compared to planets orbiting single stars, due to a surplus of material from which they can form, or if their orbits are more eccentric (on average), due to stochastic processes, they will be easier to image!
CHAPTER 8
AFTERWORD: PROJECT CONCLUSIONS & LONG-TERM PROSPECTS

This section reiterates the main conclusions from Chapters 2-7 and briefly describes the project’s likely path over the next few years.

In summary, we find that:

- Eighth-order BLMs are useful from the ground and space. They control diffraction while helping to attenuate residual low spatial-frequency errors and also guard against light leakage due to the finite size of stars.

- Eighth-order BLMs can be built using nanofabrication techniques and their performance aligns well with theoretical predictions.

- There are certain guidelines, or “rules of thumb”, that govern the selection of image-plane occulters from the ground.

- Preliminary tests of the first BLM operating in concert with the first extreme AO system generate instantaneous contrast levels sufficient to detect substellar companions orbiting single and double stars over a relatively wide range of ages. Sensitivity is limited by wavefront control.

The basic premise of this work is straightforward: contrast is most important in the game of high-contrast imaging, especially with the field in its current state: one or maybe two images of extrasolar planets thus far that did not even require a coronagraph to detect(!) Simultaneous differential imaging techniques have generated the deepest sensitivities to date, but they can always be applied after the instrument scattered light has been explicitly removed using hardware. Since star-planet separations span several orders of magnitude (0.018 AU - 275 AU, HD 41004 Bb and AB Pic respectively), there should be an abundant number of companions with > 0.5” separations. For example, Epsilon Eridani b will reach its greatest elongation of 1.6” in the year 2010 (Benedict et al. 2006).

It is thus quite reasonable to sacrifice spatial resolution to help overcome fundamentally challenging problems, such as the exquisite positioning of numerous, closely-spaced actuators to correct for the atmosphere while removing instrument scattered light. Relay optics can address these issues several years before the next generation of AO systems.
come on-line. I plan to use them well into my first post-doc appointment which permits the continuation of work along these lines.

This project has a lot of potential and there are several obvious next steps to take:

- Remove the waffle-mode peaks. They occupy valuable search area. This can be accomplished with software by modifying the wavefront reconstructor.
- Compensate for non-common-path errors using the techniques in §3 and/or by poking individual actuators and looking at the result in the Lyot pupil plane.
- Build a BLM for the J-band where young planets are brighter, the IWA improves by 42%, and the sky background is significantly fainter.
- Couple the relay optics with the PALM-3k AO system. The PALM-3k by itself will “only” generate Strehl ratios of $\approx 80\%$ over the full aperture of the Hale 200-inch (Dekany et al. 2007).

Figure 8-1 shows predictions for bright single stars using relay optics with and without compensation for non-common-path errors and then with the upgrade to PALM-3k. Instantaneous contrast levels of order $10^{-6}$ are possible. An integral-field-unit should be capable of discriminating between speckles and companions using color information to improve the effective sensitivity by another order of magnitude.

There may be insufficient flux for all 64x64 wavefront sensor subapertures using the relay optics, but, as we have shown in §3.2.3, it is not necessary to correct near the outer-most edges of the dark-hole. This sacrifice in search area permits use of less subapertures while improving the dark-hole depth. Laser-guide star AO may be another alternative in this situation since the ‘cone-effect’ associated with illuminating a nearby layer of the atmosphere (i.e., the fact that the laser does not create a perfect point source) is relatively small for a 1.5m telescope.
Figure 8-1. Contrast as a function of angular separation for the Hale telescope using relay optics. It is possible to remove (quasi-static) scattered light (created by non-common-path errors) down to the noise floor set by the atmosphere at \( \approx 7 \times 10^{-6} \) in the K-band (red curve). These methods may then be applied to the PALM-3k system in the J-band and with a new BLM (blue curve). The IWA will improve from 880 mas to 510 mas and the contrast will drop to \( 2 \times 10^{-6} \) and extend to 5400 mas. Sacrifices of the outer search area may drop the instantaneous noise floor even further. The full aperture can probe smaller separations but cannot match the sensitivity. With post-processing techniques, the effective contrast may reach \( 10^{-7} \). Young massive exoplanets are detectable with this technology.
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