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The occurrence of races causes unpredictable and undesirable behavior in asynchronous sequential machines. In the present work, traditional feedback control techniques are used to control a race-afflicted machine, so as to turn it into a deterministic machine that matches a desired model. Instead of replacing or redesigning the whole machine, I add an output feedback controller to the original defective machine, and the controller eliminates the negative effects of the critical races. The present work focuses on asynchronous sequential machines in which the state of the machine is not provided as an output.

The results include the necessary and sufficient conditions for the existence of controllers that eliminate the effects of a critical race, as well as algorithms for their design. The necessary and sufficient conditions for the existence of controllers are presented in terms of certain matrix inequalities.
CHAPTER 1
INTRODUCTION

Asynchronous sequential machines are digital logic circuits without synchronizing clock, so they are also called clockless logic circuits. The lack of a synchronizing clock allows asynchronous machines to operate much faster. In addition, there are practical applications, such as parallel computation, where the underlying system is inherently asynchronous. Asynchronous design techniques can also be used to achieve maximum efficiency in parallel computation (Cole and Zajicek (1990), Higham and Schenk (1992), Nishimura (1995)). The design of asynchronous machines has been an active area of research since mid 1950s (Huffman (1954, 1955)). Potential difficulties, such as critical races and infinite cycles that may arise in the design of asynchronous machines are discussed in the literature (Kohavi (1970), Unger (1959)).

Both critical races and infinite cycles are flaws in the operation of an asynchronous sequential machine. In this dissertation, I will focus on asynchronous machines with critical races. A critical race drives the machine to exhibit nonpredictable behavior, and it may be caused by malfunctions, by design flaws, or by implementation flaws. Common practice is to rebuild a machine that is afflicted by a critical race, and replace it with a race-free machine.

In the present work, I use traditional feedback control techniques to control a race-afflicted machine, so as to turn it into a deterministic machine that matches a desired model. Instead of replacing or redesigning a defective machine, I add an output feedback controller, and the controller eliminates the effects of the critical races. The feedback controller turns the closed loop system into a deterministic machine, and the closed loop system imitates the desired model (Figure 1-1).
Here, $\Sigma$ is the machine being controlled and $C$ is another asynchronous machine that serves as an output feedback controller. We denote by $\Sigma_c$ the machine described by the closed loop. The objective is to find a controller $C$ for which the closed loop machine $\Sigma_c$ exhibits desirable behavior.

I represent the behavior desired for the closed loop system by an asynchronous machine $\Sigma'$, called a model. In these terms, the objective is to design a controller $C$ for which the closed loop machine $\Sigma_c$ simulates the model $\Sigma'$. Of course, the machine $\Sigma'$ that represents the desired behavior is not afflicted by any critical races. Thus, by simulating the behavior of $\Sigma'$, the closed loop system eliminates the ill effects of the critical races present in $\Sigma$. The problem of designing such a controller $C$ is often referred to as the model-matching problem. The objective, then, is to find necessary and sufficient conditions for the existence of the controller $C$ that solves the model matching problem. When such a controller exists, I also provide an algorithm for its construction.

The literatures regarding the model-matching problem of asynchronous machines with races has focused so far on asynchronous sequential machines in which the state is provided as the output of the machines (input/state machines). In Murphy et al. (2002, 2003), the control of asynchronous machines was discussed and state feedback controllers that eliminate the effects of critical races in asynchronous machines were developed. In Venkatraman and Hammer (2004),
state feedback controllers were used to eliminate the effects of infinite cycles on asynchronous machines; and in Geng and Hammer (2005), the problem of model matching with output feedback controllers was considered for asynchronous machines with no critical races. In the present work, I concentrate on the problem of designing output feedback controllers that eliminate the effects of critical races in asynchronous machines. The problem of eliminating the effects of critical races with output feedback requires the development of additional notions as well as the development of new design algorithms for controllers, and these are the subjects of our present discussion. To introduce these notions, I start with a brief review of some of the underpinnings of the theory of asynchronous machines.

Unlike a synchronous machine, which is driven by clock pulses, an asynchronous machine is driven by changes of its input variables. A stable state is a state at which the machine lingers until a change occurs in one of its input variables. In general, the change of an input variable causes an asynchronous machine to go through a succession of state transitions. If this succession of transitions ends, then the final state reached by the machine is a stable state; the states through which the machine passes during the succession are unstable states. Ideally, an asynchronous machine passes through an unstable state in zero time. Thus, unstable states are not noticeable to the user.

If an asynchronous machine has a succession of state transitions that does not terminate, then the machine has an infinite cycle. Infinite cycles form another class of potential defects of an asynchronous machine. The elimination of the effects of infinite cycles by the use of state feedback was discussed in Venkatraman and Hammer (2004). Asynchronous machines with infinite cycles are not discussed in this dissertation; I assume that all machines under consideration have no infinite cycles.
To guaranty the proper behavior of an asynchronous machine, some care has to be exercised during its operation. In particular, one has to avoid changing values of input variables while the machine undergoes a succession of state transitions. If an input change occurs while the machine is not in a stable state, then, due to asynchrony, it is not possible to predict the state of the machine at the instant in which the input change occurs. As the response of the machine depends on its state, this may result in an unpredictable response of the machine. In other words, the response may vary depending on the specific state of the machine at the instant of the input change. To avoid this situation, asynchronous machines are normally operated so as to guaranty that input changes occur only while the machine is in a stable state. When this precaution is taken, we say that the machine operates in fundamental mode. In this dissertation, all asynchronous machines are operated in fundamental mode.

The development of necessary and sufficient conditions for the existence of a model matching controller $C$ and the algorithm for its construction depend on a certain generalized concept of state, introduced in chapter 2 below. A generalized state describes a persistent state of the machine $\Sigma$ about which only partial information is available. More specifically, as $\Sigma$ is an input/output machine, it is not always possible to determine its current state from available input/output data. A generalized state indicates a situation in which it is known that $\Sigma$ is in a stable state, but the exact state of $\Sigma$ is not known; the machine can be in any one of a predetermined set of stable states. The generalized state allows us to use the partial information available about the state of $\Sigma$ to continue controlling the machine as best as possible toward the goal of achieving model matching, while taking best advantage of the available information about $\Sigma$. The generalized state allows us to formalize in a concise and functional way the future implications of uncertainties in the present state of the machine $\Sigma$. 
The notion of a generalized state was also used in Venkatraman and Hammer (2004) to represent phenomena related to the presence of infinite cycles. In the present paper, I show that a generalized notion of state can also be used to represent uncertainty in asynchronous machines with critical races, in situations where the exact state of the machine is not known.

The mathematical background of our discussion is based on Eilenberg (1974). Studies dealing with other aspects of the control of sequential machines can be found in Ramadge and Wonham (1987) and in Thistle and Wonham (1994), where the theory of discrete event systems is investigated; in Ozveren, Willsky, and Antsklis (1991), where stability issues of sequential machines are analyzed; and in Hammer (1994, 1995, 1996a and b, 1997), Dibenedetto, Saldanha, and Sangiovanni-Vincentelli (1994), Barrett and Lafortune (1998), where issues related to control and model matching for sequential machines are considered. These discussions do not take into consideration specialized issues related to the function of asynchronous machines, like the issues of stable states, unstable states, and fundament mode operation. As a result, these works refer mostly to the control of synchronous machines.
CHAPTER 2
TERMINOLOGY AND BACKGROUND

2.1 Asynchronous Sequential Machines

**Definition 2-1** An asynchronous sequential machine $\Sigma$ is defined by a sextuple $(A, Y, X, x_0, f, h)$, where $A$, $Y$ and $X$ are nonempty finite sets: $A$ is the input set, $Y$ is the output set, and $X$ is the state set. $x_0 \in X$ is the initial state of the machine. The partial function $f : A \times X \rightarrow X$ is the state transition function (or recursion function) and the partial function $h : A \times X \rightarrow Y$ is the output function. When the output function $h$ does not depend on the input character (i.e., when $h : X \rightarrow Y$), the machine $\Sigma$ is called a Moore machine in Moore (1956).

Note that every asynchronous machine can be represented as a Moore machine. The machine $\Sigma$ operates according to a recursion form

$$
x_{k+1} = f(x_k, u_k),
$$
$$
y_k = h(x_k), \quad k = 0, 1, 2, ... \tag{2-1}
$$

Where, $k$ counts the steps of the machine $\Sigma$. The sequences $x_k$, $u_k$, and $y_k$ are the state sequence, the input sequence and the output sequence, respectively.

The machine $\Sigma$ is an input/state machine if $Y = X$, or $y_k = x_k$ for each step $k \geq 0$. When the output is not the state, then the machine is an input/output machine. The present paper focuses on input/output machines.

**Definition 2-2** Let $\Sigma$ be an asynchronous machine represented by sextuple $(A, Y, X, x_0, f, h)$. A pair $(x, u) \in X \times A$ is called a valid pair if the recursion function $f$ is defined at it. If $x = f(x, u)$, then the combination $(x, u)$ is a stable combination.

**Definition 2-3** Let $(x, u)$ be a valid pair of the machine $\Sigma = (A, Y, X, x_0, f, h)$. If $(x, u)$ is not a stable combination, then the machine generates a chain of transitions $x_1 = f(x, u), x_2 = f(x_1, ...)$.
If the chain does not terminate, then the machine $\Sigma$ contains an infinite cycle. If the succession of transitions ends at a stable combination $(x_i, u)$, then $x_i$ is the next stable state of $x$ with the input character $u$. ♦

In the present work, I assume that none of our asynchronous machines possess infinite cycles.

**Definition 2-4** Let $Y$ be an alphabet and let $y_1, \ldots, y_q \in Y$ be a list of characters such that $y_{i+1} \neq y_i$ for all $i = 1, \ldots, q - 1$. Then, the burst of a string

$$y = y_1y_1 \ldots y_1y_2y_2 \ldots y_2y_qy_q \ldots y_q$$

is $\beta(y) := y_1y_2 \ldots y_q$, $\beta^-(y) := y_1y_2 \ldots y_{q-1}$, for $q > 1$; $\beta^-(y) := \emptyset$, for $q = 1$.

Let $x_1x_2x_3 \ldots x_m$ be the string of states generated by the machine $\Sigma$ from valid pair $(x, u)$ and $x_m$ is the next stable state. Then, the burst of the valid pair $(x, u)$ is defined as

$$\beta(x_m, x, u) := \beta(h(x)h(x_1)h(x_2) \ldots h(x_{m-1})h(x_m)).$$

**Definition 2-5** Let $p_1$ and $p_2$ be two strings of the alphabet $A$. As usual, $p_2$ is a prefix of $p_1$ if there is a string $p_3$ such that $p_1 = p_2p_3$. We say that $p_2$ is a strict prefix of $p_1$ if $p_3 \neq \emptyset$, the empty string. ♦

For example, given three strings $p_1, p_2,$ and $p_3$: $p_1 = y_1y_1y_2y_3$; $p_2 = y_1y_1 y_2 y_3$; and $p_3 = y_1y_1 y_2 y_3y_2 y_3$. The string $p_1$ and $p_2$ are each other’s prefix string. Both $p_1$ and $p_2$ are strict prefix strings of the string $p_3$.

**Definition 2-6** A state-input pair $(r, v)$ for which the next stable state of the machine is unpredictable is called a critical race pair, or, briefly, a critical race.

There may be more than one possible next stable states of the critical race pair $(r, v)$. Let us suppose there are $m$ possible next stable states of $(r, v)$. The set of all these states is $\{r^1, r^2, \ldots, r^m\}$. 
is called the outcomes of the race. Correspondingly, there are \( m \) bursts for the critical race pair \((r, v)\), one for each possible outcome of the race. Let \( \beta_i \) be the burst generated by the machine \( \Sigma \) when the outcome of the race is \( r^i \). Then, we refer to the set \( \beta(r, v) := \{ \beta(r^1, r, v), \beta(r^2, r, v), \ldots, \beta(r^m, r, v) \} \) as the burst set of the critical race \((r, v)\).

More details about races of asynchronous machines can be found in Kohavi (1970).

**Definition 2-7** For a deterministic asynchronous machine \( \Sigma = (A, Y, X, x_0, f, h) \), let \( x' \) be the next stable state of a valid pair \((x, u)\). The stable recursion function \( s : X \times A \rightarrow X \) of \( \Sigma \) is given by \( s(x, u) := x' \) for all valid pairs \((x, u) \in X \times A\). The stable state machine induced by \( \Sigma \) is represented by the sextuple \( \Sigma_s = (A, Y, X, x_0, s, h) \).

For an asynchronous machine \( \Sigma \) with a critical race pair \((r, v)\), the stable recursion function \( s \) has multiple values at the pair \((r, v)\), say, \( s(r, v) := \{ r^1, r^2, \ldots, r^m \} \). Here, \( r^1, r^2, \ldots, r^m \) are the outcomes of the critical race \((r, v)\).

**Definition 2-8** Let \( X^f := \{ x^{i(1)}, \ldots, x^{i(m)} \} \) be a set of states of the machine \( \Sigma \), and assume they have a non-empty set \( U \) of common input characters. For an element \( u \in U \), let \( s[X^f, u] \) be the set of all possible next stable states, where \( s \) is the stable transition function of the machine \( \Sigma \). Let \( B(X^f,u) \) be the set of all bursts from \( X^f \) to \( s[X^f, u] \). For each burst \( \beta \in B(X^f, u) \), let \( X(\beta) \subset s[X^f,u] \) be the set of all states \( x \in s[X^f, u] \), i.e., the set of all states that can be reached from \( X^f \) via the burst \( \beta \). We refer to \( X(\beta) \) as a burst equivalent set for the burst \( \beta \) with respect to input \( u \).

Note that the burst equivalent sets in \( s[X^f, u] \) may not be disjoint.

The following is an example to show how to obtain the stable state machine and transition equivalent set for a given subset of its state set. Consider a machine \( \Sigma \) with the input alphabet
A={a, b, c}, the output alphabet Y={0, 1, 2}, and the state set X={x^1, x^2, x^3, x^4}. There is a critical race pair (x^1, c) in the machine. This machine Σ is depicted by a chart (Table 2-1) or a figure (Figure 2-1). So is the stable state machine Σ_s of Σ (Table 2-2, Figure 2-2).

Table 2-1. Transition table of the machine Σ

<table>
<thead>
<tr>
<th></th>
<th>a</th>
<th>b</th>
<th>c</th>
<th>Y</th>
</tr>
</thead>
<tbody>
<tr>
<td>x^1</td>
<td>x^1</td>
<td>x^4</td>
<td>{x^2, x^3}</td>
<td>0</td>
</tr>
<tr>
<td>x^2</td>
<td>x^4</td>
<td>x^1</td>
<td>x^2</td>
<td>1</td>
</tr>
<tr>
<td>x^3</td>
<td>x^4</td>
<td>-</td>
<td>x^3</td>
<td>1</td>
</tr>
<tr>
<td>x^4</td>
<td>x^1</td>
<td>x^4</td>
<td>-</td>
<td>2</td>
</tr>
</tbody>
</table>

Figure 2-1. State flow diagram of the machine Σ

Table 2-2. Transition table of the machine Σ_s

<table>
<thead>
<tr>
<th></th>
<th>a</th>
<th>b</th>
<th>c</th>
<th>Y</th>
</tr>
</thead>
<tbody>
<tr>
<td>x^1</td>
<td>x^1</td>
<td>x^4</td>
<td>{x^2, x^3}</td>
<td>0</td>
</tr>
<tr>
<td>x^2</td>
<td>x^1</td>
<td>x^4</td>
<td>x^2</td>
<td>1</td>
</tr>
<tr>
<td>x^3</td>
<td>x^1</td>
<td>-</td>
<td>x^3</td>
<td>1</td>
</tr>
<tr>
<td>x^4</td>
<td>x^1</td>
<td>x^4</td>
<td>-</td>
<td>2</td>
</tr>
</tbody>
</table>
Let $X_r = \{x_1, x_2, x_3\}$, then $U = \{a, c\}$. Given $u = a$, the next stable states set is $s[X_r, a] = \{x_1\}$. The burst set is $B(X_r, u) = \{\beta_1, \beta_2\} = \{0, 020\}$ and the two burst equivalent subsets of $s[X_r, a]$ are: $S_1 = \{x_1\}$ and $S_2 = \{x_1\}$. The state in $S_1$ can be reached via burst $\beta_1 = 0$ and the state in $S_2$ can be reached via burst $\beta_2 = 020$, so $S_1$ and $S_2$ are two burst equivalent sets.

From the above example, we notice that those states in a burst equivalent set of an asynchronous machine cannot be distinguished from each other by an external observer. So, we need a new method to deal with this kind of situation.

**Definition 2-9** Let $X_r := \{x^{i(1)}, \ldots, x^{i(m)}\}$ be a set of states of the machine $\Sigma$, assume they have a non-empty set $U$ of common input characters, and let $u \in U$ be a character. The asynchronous machine $\Sigma = (A, Y, X, x_0, f, h)$ is detectable at the set pair $(X_r, u)$ if it is possible to determine from input/output data whether all outcomes $s[X_r, u]$ have reached their next stable state; if so, the set of transitions from $(X_r, u)$ to $s[X_r, u]$ is called a stable and detectable transition set. ♦

---

Figure 2-2. State flow diagram of the machine $\Sigma_s$

---
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It was shown in Geng and Hammer (2005) that a stable transition is detectable if and only if its burst switches output characters in its last step. When dealing with detectability of sets of states, the situation is somewhat more complicated. The outcomes of a state-set-input pair \((X^r, u)\) form a set of states \(s[X^r, u]\) and all bursts from the set \(X^r\) to \(s[X^r, u]\) form a set of bursts \(B(X^r, u)\). Even if every burst in \(B(X^r, u)\) is detectable individually, it is still possible that one cannot determine whether the machine has reached its next stable state. For instance, consider two bursts in \(B(X^r, u)\): \(\beta(x_1, X^r, u)\) and \(\beta(x_2, X^r, u)\). The burst \(\beta(x_1, X^r, u)\) is a strict prefix of the burst \(\beta(x_2, X^r, u)\), say \(\beta(x_1, X^r, u) = y_1y_2y_3\) and \(\beta(x_2, X^r, u) = y_1y_2y_3y_4y_5y_3\). Clearly, then, at the point where the burst \(\beta(x_1, X^r, u)\) ends, it is not possible to tell whether the machine has reached its next stable combination, as the machine might actually be on its way to the state \(x_2\). This discussion leads us to the following statement.

**Proposition 2-10** Let \(X^r := \{x^{i(1)}, \ldots, x^{i(m)}\}\) be a set of states of the machine \(\Sigma\), and assume they have a non-empty set \(U\) of common input characters. For an element \(u \in U\), let \(s[X^r, u]\) be the set of all possible next stable states, where \(s\) is the stable transition function of the machine \(\Sigma\). Let \(B(X^r, u)\) be the set of all possible bursts generated by the pair \((X^r, u)\). The asynchronous machine \(\Sigma\) is detectable at the set pair \((X^r, u)\) if and only if the following conditions are satisfied:

(a) \(\beta^{-1} \neq \beta\) for all \(\beta \in B(X^r, u)\);

(b) \(\beta\) is not a strict prefix of \(\beta'\) for any \(\beta, \beta' \in \beta(X^r, u)\).

**Proof.** The first condition has been proved in Geng and Hammer (2005). Let us examine the second condition. The first condition guarantees the detectability of the end of each burst in \(B(X^r, u)\), so the only confusion is from other bursts in the set \(B(X^r, u)\). Consider two bursts \(\beta_i, \beta_j\)
∈ B(X', u), where β_leads to the state x^i, while β_j leads to the state x^j. Assume first that Σ is detectable at the pair (X', u). By contradiction, assume that β_i is a strict prefix of β_j, i.e.,

β_i = y_1y_2...y_{k-1}y_k

and

β_j = y_1y_2...y_{k-1}y_ky_{k+1}...y_l, where, y_k ≠ y_{k-1} and y_l ≠ y_{l-1}.

Once the change from y_{k-1} to y_k is observed, it is not possible to determine whether the machine Σ has reached the next stable state x^i or whether it is still in the transition to next stable state x^j. Thus the machine Σ cannot be detectable at (X', u), a contradiction. This shows that condition (b) must be valid whenever Σ is detectible at (X', u).

Conversely, assume that conditions (a) and (b) are both valid, and let β ∈ B(X', u) be a burst, and let X' ⊂ s[X', u] be the set of all states to which the burst β leads. Now, since β is not a strict prefix of any other burst in B(X', u), it follows that, at the end of the burst β, the machine Σ must be at one of the states of the set X', say the state x' (i.e., Σ cannot be on its way to other states). Furthermore, since β^-1 ≠ β, the end of the burst β can be determined, and whence it can be determined that Σ has reached a stable combination with a state of X' (note that it cannot be determined from the burst which state of X' has been reached). This completes our proof.

For example, consider the machine Σ with transition table of Table 2-1, let X' = {x^1, x^2}, then U = {a, b, c}. Let us check the detectability of the combination (X', a). The next stable states set s[X', a] = {x^4}. The burst from the state x^1 to the state x^4 is β_1 = 02 and the burst from the state x^2 to the state x^4 is β_2 = 102. The burst set β(x^4, X', a) = {β_1, β_2}. Since the burst β_1 is not a strict prefix of β_2, and vice versa, the transition from (X', a) to x^4 is detectable.
2.2 Generalized Machines, States and Functions

The next notion is central to our discussion. It is sometimes convenient to consider certain sets of states of a machine as one quantity. This is convenient, for example, in cases where the available data at a certain point in time does not permit us to distinguish between these states. This leads us to the following notion of a generalized machine.

**Definition 2-11** Let $\Sigma$ be a machine with the state set $X$ and input set $A$, let $S(\beta)$ be a burst equivalent set with respect to $u$ of the machine $\Sigma$ containing more than one state, and let $\Xi$ be a set disjoint from $X$, and let $\Phi : P(X) \rightarrow \Xi$ be a function. Associate with $S(\beta)$ the element $x_b := \Phi(S(\beta))$; we call $x_b$ a burst state. The set $\Xi$ is then called the set of potential burst states and $\Phi$ is called the burst state assignment function. Let $A$ be the set of all common input characters of the states in $S(\beta)$. Then, the set of all valid pairs of $x_b$ is given by $\{(x_b, a) : a \in A\}$. The set $A$ is also called the valid input set of the burst state $x_b$. Let $X_b \subset \Xi$ be the set of all burst states of the machine $\Sigma$. The generalized state set $\tilde{X}$ of $\Sigma$ is the union $X \cup X_b$. The burst equivalent set $S(\beta)$ represented by a burst state $x_b$ is also recorded as $S(x_b)$.

Let $\Sigma_s = (A, Y, X, x_0, s, h)$ be the stable state machine of an asynchronous machine $\Sigma$. Let $X^r := \{x^{i(1)}, ..., x^{i(m)}\} \subset X$ be a set of states of the machine $\Sigma$, and assume they have a non-empty set $U$ of common input characters. For an element $u \in U$, let $s[X^r, u]$ be the set of all possible next stable states. Let $B(X^r, u) = \{\beta_1, \beta_2, ..., \beta_\ell\}$ be the set of all possible bursts generated by the transition $(X^r, u) \rightarrow s[X^r, u]$, and let $S(\beta_1), S(\beta_2), ..., S(\beta_\ell)$ be the burst equivalent sets in $s[X^r, u]$. For each $i = 1, 2, ..., \ell$, we distinguish between two cases:

1) The set $S(\beta_i)$ contains a single state $x \in X$. Then, we identify $S(\beta_i)$ with the state $x$. 
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2) The set \( S(\beta_i) \) contains more than one state. Then, we associate with \( S(\beta_i) \) a burst state, which represents the fact that these states are indistinguishable in this transition.

For the second case, let \( A_i \) be the set of all common input characters of \( S(\beta_i), i = 1, 2, \ldots, \ell \). Note that \( A_i \) cannot be empty, since at least \( A_i \) contains the element \( u \).

**Definition 2-12** Let \( \Sigma = (A, Y, X, x_0, f, h) \) be an asynchronous machine with a generalized state set \( \tilde{X} = X_b \cup X \), where \( X \) is the regular state set of \( \Sigma \) and \( X_b \) is the burst state set of the machine \( \Sigma \). We build now a generalized stable transition function \( sg : \tilde{X} \times A \rightarrow P(\tilde{X}) \) as follows:

1) For all states \( x \in X \) and all input characters \( u \in A \), set \( sg(x, u) = s(x, u) \).

2) For a burst state \( x \in X_b \), let \( U(x) \subset A \) be the set of all input characters that form valid pairs with \( x \). Let \( S(x) \) be the burst equivalent set represented by the burst state \( x \). For an input character \( a \in U(x) \), let \( \Delta^1, \Delta^2, \ldots, \Delta^m \) be the set of all burst equivalent subsets of \( s[S(x), a] \). If \( \Delta^i \) contains more than one state, then let \( x^i \) be the burst state associated with the set \( \Delta^i \); otherwise \( \Delta^i \) is represented by its only state \( x^i, i = 1, \ldots, m \). Then, \( sg(x, a) = \{x^1, \ldots, x^m\} \).

Note that the next stable states of a machine can be a combination of burst states and regular states.

In the next discussion, I will give a more specific algorithm to build the generalized stable transition function. As a practical process, the algorithm should avoid getting involved into infinite loops. Thus, before the construction we need to make sure about two issues: a) the process of building the generalized stable transition function includes finite steps; b) there is no infinite cycles created in the construction. Since every burst equivalent set \( S(\beta) \) is a subset of the state set \( X \), for an asynchronous machine \( \Sigma \) with \( n \) regular states, the maximum number of
subsets in $X$ is $2^n$. Hence, the number of burst equivalent sets is equal or less than $2^n$.

Namely, the number of burst states generated in the machine $\Sigma$ is finite. Then the first requirement is guaranteed. In the previous discussion, we have excluded asynchronous machine with infinite cycles. So, any transition starting from a regular state of a machine in this paper ends at the next stable states. Similarly, under the definitions of the generalized state and generalized stable transition function, for each valid state-input pair there is one or more next stable states. Hence, each transition starting from a generalized state ends at the next stable states, i.e., no infinite cycles will be created in the process of defining the generalized stable transition function $s_g$.

Consider an asynchronous machine $\Sigma = (A, Y, X, x_0, f, h)$ with stable state machine $\Sigma_{|s} = (A, Y, X, x_0, s, h)$. Let $\tilde{X} = X_b \cup X$ be the generalized state set and let $X_b := \{\xi_1, \xi_2, \ldots, \xi_t\}$ be the burst state set of $\Sigma$. For every burst state $\xi_c \in X_b$, let $A_b := \{a_1, a_2, \ldots, a_{g(b)}\}$ be the valid input set of $\xi_c$. For every valid pair $(\xi, a), \xi \in X_b$ and $a \in A_b$, let $S(\xi)$ be the set of regular states represented by $\xi$ and let $s[S(\xi), a]$ be the set of all possible next stable states of $[S(\xi), a]$. Assume that $\Sigma_{|s}$ have $\rho$ critical races $(r_1, v_1), (r_2, v_2), \ldots, (r_\rho, v_\rho)$, and let $T(r_i, v_i) := \{r_1^i, r_2^i, \ldots, r_m^i\} \subseteq X$ be the set of all outcomes of the critical race $(r_i, v_i)$, $i = 1, \ldots, \rho$. We build the generalized stable transition function $s_g$ with the following algorithm.

**Algorithm 2-13** Consider an asynchronous machine $\Sigma = (A, Y, X, x_0, f, h)$ with stable state machine $\Sigma_{|s} = (A, Y, X, x_0, s, h)$. Let $\tilde{X} = X_b \cup X$ be the generalized state set, where $X_b$ is the burst state set and $X$ is the regular state set. Assume that $\Sigma_{|s}$ has $\rho$ critical races $(r_1, v_1), (r_2, v_2), \ldots, (r_\rho, v_\rho)$, and let $T(r_i, v_i) := \{r_1^i, r_2^i, \ldots, r_m^i\} \subseteq X$ be the set of all outcomes
critical race \((r_i, v_i), i = 1, \ldots, \rho\).

For every state \(x \in X\) and \(u \in A\), if \(s(x, u)\) is a single state, then set \(s_g(x, u) := s(x, u)\).

Set \(X_b := \emptyset\) and let \(K := \{(r_1, v_1), (r_2, v_2), \ldots, (r_\rho, v_\rho)\}\) be the set of all critical race pairs of the machine \(\Sigma\). Set \(i := 1\) and run the following steps:

**Step 1:**

a) Consider the \(i\)-th element \((r_i, v_i)\) of the set \(K\). If \(i \leq \rho\), then let \(X_i := \{r_1^i, r_2^i, \ldots, r_{m(i)}^i\}\) be the outcomes of the critical race \((r_i, v_i)\).

b) If \(i > \rho\), then the \(i\)-th element \((r_i, v_i)\) of the set \(K\) is a burst-state-input pair created in Step 3 of a previous cycle of the algorithm. Let \(S(r_i)\) be the state set associated with the burst state \(r_i\). Let \(X_i := s[S(r_i), v_i]\) be the set of all possible next stable states of the set of states \(S(r_i)\) with the input character \(v_i\).

**Step 2:**

Set \(j := 0\). Partition the set \(X_i\) into its burst equivalent subsets \(T_1, T_2, \ldots, T_t\) with respect to the input character \(v_i\), and denote by \(T := \{T_1, T_2, \ldots, T_t\}\) the corresponding class of subsets. Let \(Z\) be the set consisting of all subsets \(T_j\) that contain a single state; if there are no such subsets in \(T\), then set \(Z := \emptyset\). Denote by \(S^i := T \setminus Z\) the corresponding difference set. If \(S^i = \emptyset\), then set \(k := 0\) and go to Step 4. Otherwise, Let \(S_1^i, S_2^i, \ldots, S_k^i\) be the members of \(S^i\).

**Step 3:**

Set \(j := j + 1\) and check the set \(S_j^i\) as follows. Let \(\Xi\) be the set of potential burst states and let \(\Phi : P(X) \to \Xi\) be the burst state assignment function.

If \(\Phi(S_j^i) \notin X_b\), then proceed as follows; otherwise, go to b).
Add the burst state $x^i_j := \Phi(S^i_j)$ to $X_b$, i.e., set $X_b := X_b \cup x^i_j$.

Let $A_c := \{u_1, u_2, \ldots, u_{g(i,j)}\}$ be the valid input set of the burst state $x^i_j$. Let $\eta := \#K$ be the number of elements of the set $K$. Add to $K$ the elements $(r_{\eta+\alpha}, v_{\eta+\alpha}) := (x^i_j, u_\alpha), \alpha = 1, \ldots, g(i,j)$.

Add the burst state $\Phi(S^i_j)$ to $Z$.

If $j < k$, then go back to Step 3.

**Step 4.**

Set $s_g(x_i, u_i) := Z$.

**Step 5.**

If $i < \#K$, then set $i = i + 1$ and go back to step 1. Otherwise, terminate the algorithm.

The set $\tilde{X} := X \cup X_b$ is the generalized state set of the machine $\Sigma$. The generalized stable transition function is $s_g : \tilde{X} \times A \rightarrow P(\tilde{X})$.

According to definition of the *burst of a string*, the last character of a burst is the output value of the system for the corresponding state. Consequently, all states in a burst equivalent set have the same output value. This implies that the following is true.

**Lemma 2-14** The output value of a burst state $x$ is the output value of any state in the corresponding burst equivalent set $S(x)$.

**Definition 2-15** Let $\Sigma = (A, Y, X, x_0, f, h)$ be an asynchronous machine with a generalized state set $\tilde{X} = X_b \cup X$, where $X$ is the regular state set of $\Sigma$ and $X_b$ is the burst state set of the machine $\Sigma$. Let $x$ be a generalized state of the machine $\Sigma$. The generalized output function $h_g : \tilde{X} \times A \rightarrow Y$ of $\Sigma$ is defined as follows:

1) For all states $x \in X$, set $h_g(x) := h(x)$;
2) For all burst state $x \in X_b$, let $S(x)$ be the burst equivalent set that is associated with the burst state $x$. Set

$$hg(x) := h(x'), x' \in S(x).$$

For example, consider the machine $\Sigma$ with transition table of Table 2-1, which has one critical race $s(x_1, c) = \{x_2, x_3\}$. Using Algorithm 2-13, we can get the burst state set $X_b = \{x_5\}$ and $x_5$ represents the subset $\{x_2, x_3\}$. The generalized stable recursion function $s_g$ and the generalized output function $h_g$ of the machine $\Sigma$ can also be defined (Table 2-3).

| Table 2-3. Stable transition table of the generalized $\Sigma$
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$x^1$</td>
<td>$x^1$</td>
<td>$x^4$</td>
<td>$x^5$</td>
</tr>
<tr>
<td>$x^2$</td>
<td>$x^1$</td>
<td>$x^4$</td>
<td>$x^2$</td>
</tr>
<tr>
<td>$x^3$</td>
<td>$x^1$</td>
<td>-</td>
<td>$x^3$</td>
</tr>
<tr>
<td>$x^4$</td>
<td>$x^1$</td>
<td>$x^4$</td>
<td>-</td>
</tr>
<tr>
<td>$x^5$</td>
<td>$x^1$</td>
<td>-</td>
<td>$x^5$</td>
</tr>
</tbody>
</table>

**Definition 2-16** Let $\Sigma = (A, Y, X, x_0, f, h)$ be an asynchronous machine with the stable state machine $\Sigma_\pi = (A, Y, X, x_0, s, h)$. Then, $\Sigma_g = (A, Y, \tilde{X}, x_0, s_g, h_g)$ is the generalized machine associated with $\Sigma$, where $\tilde{X}$ is the generalized state set, $s_g$ is the generalized stable recursion function, and $h_g$ is the generalized output function of the machine $\Sigma$. ♦

When an asynchronous machine is enhanced into a generalized machine, it still keeps some properties. We address two properties of the generalized machine in these two statements.

**Lemma 2-17** Given an asynchronous machine $\Sigma$ with a state set $X$, which contains finite number of states. Then the associated generalized machine $\Sigma_g$ also has a generalized state set $\tilde{X}$ with finite number of states.
Proof. Let us suppose the machine $\Sigma$ has a state set $X = \{x^1, x^2, \ldots, x^n\}$ and the
generalized machine $\Sigma_g$ has a generalized state set $\tilde{X} = \{x^1, x^2, \ldots, x^{n+t}\}$. From the definition
of burst equivalent set, any burst equivalent set $S(\beta)$ is a subset of the state set $X$. Then, the
maximum number of burst equivalent sets cannot be larger than the number of subsets of $X$, i.e.,
$2^n$, and hence is finite.

Lemma 2-18 If the machine $\Sigma$ has no infinite cycles, neither does the machine $\Sigma_g$.

Proof. Assume the machine $\Sigma$ has no infinite cycles but the generalized machine $\Sigma_g$, which is derived from the machine $\Sigma$, has one infinite cycle $\chi$ of length $i$, where $i > 1$. Suppose that $i$ generalized states $x_1, x_2, \ldots, x_i$ are involved in this infinite cycle $\chi$. The states $x_1, x_2, \ldots, x_i$ may be regular states or burst states. Let us consider the following two cases: i) If all these $i$ states are regular states. Then it implies that the machine $\Sigma$ has at least one infinite cycle $\chi'$. And the infinite cycle involves the $i$ states $x_1, x_2, \ldots, x_i$ of the machine $\Sigma$. It conflicts with the assumption that the machine $\Sigma$ has no infinite cycles. ii) If in the $i$ states $x_1, x_2, \ldots, x_i$ there is at least one burst state $x_p$, where $1 \leq p \leq i$. Suppose that the underlying regular states of the burst state $x_p$ are $x_1^p, \ldots, x_k^p$. Then the infinite cycle $\chi$ actually involves the following regular states: $x_1, \ldots, x_{p-1}, x^j_p, x^k_p, \ldots, x_i$, where $1 \leq j \leq k$. Hence there is an infinite cycle $\chi''$ that involves $i$ regular states of the machine $\Sigma$. It conflicts with the assumption that the machine $\Sigma$ has no infinite cycles. This completes the proof.

2.3 Observer

As depicted in Figure 1-1, we build an output feedback loop with a controller $C$, which is
also an asynchronous machine. Specifically, this controller $C$ is composed of two asynchronous
machine: an observer $B$ and a state-feedback control unit $F$ (Figure 2-3).
Here, the observer \( B \) estimates the uncertainty caused by critical races with the input/output information of \( \Sigma \) and generates estimate state of \( \Sigma \) to feed \( F \). With the external input of the whole system and the estimate state of \( \Sigma \), the control unit \( F \) generates a sequence of input to drive \( \Sigma \) to match the model. We denote the controller \( C \) with \((F, B)\).

We use the observer in a way that is similar as it is used in other branches of control theory. Specifically, the observer here is an asynchronous input/state machine, which has two functions: a) check if the asynchronous machine \( \Sigma \) has reached its next stable state; b) use the input/output information to estimate the current state of \( \Sigma \).

Let \( \Sigma_g = (A, Y, \tilde{X}, x_0, s_g, h_g) \) be the generalized machine derived from \( \Sigma \). Similarly as in Geng and Hammer (2005), we can build an observer that reproduces all stable and detectable transitions of the machine \( \Sigma_g \). The observer for \( \Sigma_g \) is an input/state machine \( B = (A \times Y^*, \tilde{X}, Z, z_0, \sigma, l) \) with two inputs: the input character \( u \in A \) of \( \Sigma_g \) and the output burst \( \beta \in Y^* \) of \( \Sigma_g \); the state set \( Z \) is identical to the generalized state set \( \tilde{X} \), and the initial condition is identical to that of \( \Sigma_g \), i.e., \( z_0 = x_0 \). The recursion function \( \sigma: Z \times A \times Y^* \rightarrow Z \) of \( B \) is
constructed as follows. First, using the generalized stable recursion function $s_g$, define the function $\lambda : \mathbb{Z} \times A \times \{0, 1\} \rightarrow \mathbb{Z}$ by setting

$$
\lambda(z, u, a) := \begin{cases} 
s_g(z, u) & \text{if } a = 1; \\
z & \text{if } a = 0.
\end{cases} \quad (2-2)
$$

Now, assume that the machine $\Sigma_g$ is in a stable combination $(x, u_{i-1})$, when the input character changes to $u_i$, where $(x, u_i)$ is also a detectable pair. The change of the input character may give rise to a chain of transitions of $\Sigma_g$. Let $k \geq i$ be a step during this chain of transitions, let $\beta_k$ be the burst of $\Sigma_g$ from step $i$ to step $k$, and let $u_k$ be the input character of $\Sigma_g$ at step $k$. Since fundamental mode operation requires that the input character be kept constant during a chain of transitions, we have $u_k = u_i$. Define

$$
\sigma(x, u_k, \beta_k) := \begin{cases} 
s(x, u_k) & \text{if } \beta_k = \beta(x, u_k); \\
x & \text{otherwise.}
\end{cases} \quad (2-3)
$$

Let $z_k$ be the state of the observer $B$ at the step $k$, while $\omega_k$ be the output of $B$. The observer $B$ is then an input/state machine defined by the recursion

$$
B := \begin{cases} 
z_{k+1} = \sigma(z_k, u_k, \beta_k) \\
\omega_k = z_k
\end{cases} \quad (2-4)
$$

The observer $B$ is a stable state machine.

To describe the operation of the observer, assume that the observer switched to the generalized state $x$ immediately after $\Sigma_g$ has reached the stable combination $(x, u_{i-1})$. Let $p \geq i$ be the step at which the chain of transitions from $(x, u_i)$ to the next stable state $x' = s_g(x, u_i)$ terminates; then, $\beta_p = \beta(x, u_i)$. As the pair $(x, u_i)$ is detectable, it follows by the definition of $\sigma$ that the output of the observer $B$ switches to the state $x'$ at the step $p+1$. 
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We can now summarize the implications of our recent observations on the control configuration Figure 1-1. Fundamental mode operation requires the output of the controller $C$ to remain constant while the system $\Sigma_g$ is in transition. In order to fulfill this requirement, it must be possible for the controller $C$ to detect the point at which $\Sigma_g$ has completed its transition process. As discussed above, the output of the observer $B$ switches to the state that represents the next generalized stable state of $\Sigma_g$ immediately after $\Sigma_g$ has reached that state; this signifies the end of the transition process and indicates the most recent stable state of $\Sigma_g$. In this way, the observer $B$ helps create an environment in which the machine $\Sigma_g$ can be controlled in fundamental mode operation.
CHAPTER 3
REACHABILITY OF A GENERALIZED MACHINE

The occurrence of critical races in an input/output asynchronous machine causes the lacks of information about the exact state of the machine. We use the concept of generalized states to deal with this uncertainty and keep a machine operate in fundamental mode. In this chapter, we use generalized states to characterize the reachability properties of an asynchronous machine with critical races.

First, let me introduce some important concepts that will be used in latter part of this chapter.

3.1 Generalized Reachability Matrix

Definition 3-1 Let $\Sigma = (A, Y, X, x_0, f, h)$ be an asynchronous machine with the state set $X = \{x^1, \ldots, x^n\}$ and let $\Sigma_g = (A, Y, \tilde{X}, x_0, s_g, h_g)$ be the generalized machine associated with $\Sigma$, where $\tilde{X} = \{x^1, \ldots, x^n, x^{n+1}, \ldots, x^{n+t}\}$ is the generalized state set. The generalized one-step reachability matrix $R(\Sigma_g)$ is defined as a $(n+t) \times (n+t)$ matrix with entry $R_{ij}$, where $R_{ij}$ is the set of all characters $a \in A$ for which $x^j \in s_g(x^i, a)$ and for which the transition $x^i \rightarrow x^j$ is a detectable transition. If there is no such character $a$, then set $R_{ij} := N$, where $N$ is a character not in the alphabet $A$.

Note that when the generalized machine $\Sigma_g$ is equal to the machine $\Sigma$ (i.e., when there are no burst states), then the generalized one-step reachability matrix reduces to the one-step reachability matrix $R(\Sigma)$.

In view of the earlier discussion in Geng and Hammer (2005), only transitions that are both stable and detectable can be used when constructing a controller. The stability of the transition is guarantied by the generalized stable recursion function of the controlled machine $\Sigma$. 
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However, the detectability of each transition needs to be checked according to proposition 2-10 in the construction of the generalized one-step reachability matrix. Therefore, each entry of the generalized one-step reachability matrix characterizes if the machine $\Sigma_g$ can go from one generalized state to another through a stable and detectable transition.

Let $\Sigma = (A, Y, X, x_0, f, h)$ be an asynchronous machine with the state set $X = \{x^1, \ldots, x^n\}$ and let $\Sigma_g = (A, Y, \tilde{X}, x_0, s_g, h_g)$ be the generalized machine associated with $\Sigma$, where $\tilde{X} = \{x^1, \ldots, x^n, x^{n+1}, \ldots, x^{n+t}\}$ is the generalized state set and $X_b = \{x^{n+1}, \ldots, x^{n+t}\} \subset \tilde{X}$ is the burst state set. According to Definition 3-1, we can obtain the one-step reachability matrix $R(\Sigma)$ of the machine $\Sigma$. For the generalized machine $\Sigma_g$, the construction the generalized one-step reachability matrix $R(\Sigma_g)$ contains two tasks: 1) Determine the necessary burst states; and 2) Add to the reachability matrix rows and columns corresponding to the burst states. Then, we can divide $R(\Sigma_g)$ into 4 blocks

$$R(\Sigma_g) = \begin{bmatrix}
R_{11} & R_{12} \\
R_{21} & R_{22}
\end{bmatrix},$$

where, $R_{11}$ is $n \times n$; $R_{12}$ is $n \times t$; $R_{21}$ is $t \times n$; and $R_{22}$ is $t \times t$. The matrix $R_{11}$ describes one-step deterministic transitions among regular states of $\Sigma$, while $R_{22}$ describes one-step transitions among burst states. The submatrix $R_{12}$ represents one-step transitions from regular states to burst states, while $R_{21}$ represents one-step transitions from burst states to regular states.

**Example 3-2** Consider the machine $\Sigma$ with transition table of Table 2-1, which has the input alphabet $A = \{a, b, c\}$, the output alphabet $Y = \{0, 1, 2\}$, and the state set $X = \{x^1, x^2, x^3, x^4, x^5\}$. There is a critical race pair $(x^1, c)$ in the machine $\Sigma$. 
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The generalized machine $\Sigma_g$ derived from the $\Sigma$ has a generalized state set $\bar{X} = \{x^1, ..., x^5\}$, and it can be depicted as follows.

Table 3-1. Stable state transition table of the machine $\Sigma_g$

<table>
<thead>
<tr>
<th></th>
<th>a</th>
<th>b</th>
<th>c</th>
<th>Y</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x^1$</td>
<td>$x^1$</td>
<td>$x^4$</td>
<td>$x^3$</td>
<td>0</td>
</tr>
<tr>
<td>$x^2$</td>
<td>$x^1$</td>
<td>$x^4$</td>
<td>$x^2$</td>
<td>1</td>
</tr>
<tr>
<td>$x^3$</td>
<td>$x^1$</td>
<td>-</td>
<td>$x^3$</td>
<td>1</td>
</tr>
<tr>
<td>$x^4$</td>
<td>$x^1$</td>
<td>$x^4$</td>
<td>-</td>
<td>2</td>
</tr>
<tr>
<td>$x^5$</td>
<td>$x^1$</td>
<td>-</td>
<td>$x^5$</td>
<td>1</td>
</tr>
</tbody>
</table>

According to Definition 3-1, the one-step reachability matrix of the original machine $\Sigma$ is

$$R(\Sigma) = \begin{bmatrix} a & c & c & b \\ a & c & N & b \\ a & N & c & N \\ a & N & N & b \end{bmatrix}$$
and the generalized one-step reachability matrix of the machine $\Sigma_g$ is

\[
\begin{bmatrix}
a & N & N & b & c \\
a & c & N & b & N \\
a & N & c & N & N \\
a & N & N & b & N \\
a & N & N & N & c \\
\end{bmatrix}
\]

The submatrix $R_{22} = \text{[c]}$ in the matrix $R(\Sigma_g)$ describes the stable and detectable transitions inside the burst state set $X_b$.

After obtaining the generalized stable recursion function $s_g$ we can get the generalized one-step reachability matrix $R(\Sigma_g)$ as above. Similar to the one-step transition matrix in Venkatraman and Hammer (2004), we define some operations on the generalized one-step reachability matrix $R(\Sigma_g)$. Based on these operations we can obtain the overall view of reachable states in the generalized machine $\Sigma_g$ and the information about how to approach the destination of any transition. The latter information is very useful in the construction of the controller of the closed loop system.

**Definition 3-3** Let $A^*$ be the set of all strings of characters of the alphabet $A$ and let $w_i$ be a subset of $A^*$ or the character $N$, $i = 1, 2$. The operation $\cup$ of unison is defined by

\[
w_1 \cup w_2 := \begin{cases}
w_1 \cup w_2 & \text{if } w_1, w_2 \in A^* \\
w_1 & \text{if } w_1 \in A^* \text{ and } w_2 = N \\
w_2 & \text{if } w_1 = N \text{ and } w_2 \in A^* \\
N & \text{if } w_1 = w_2 = N.
\end{cases}
\]
The unison $C := A \cup B$ of two $n \times n$ matrices $A$ and $B$, whose entries are either subsets of $A^*$ or the character $N$, is defined entrywise by $C_{ij} := A_{ij} \cup B_{ij}$, $i, j = 1, ..., n$. ♦

Note that $N$ takes the role of zero.

For example, given two $3 \times 3$ matrices $A = \begin{bmatrix} a & b & N \\ b & N & N \\ a & a & c \end{bmatrix}$ and $B = \begin{bmatrix} N & b & N \\ Nb & N \\ a & b \\ \end{bmatrix}$, the unison of $A$ and $B$ is

$$C := A \cup B = \begin{bmatrix} a & b & N \\ \{b,c\} & N & N \\ a & \{a,b\} & \{b,c\} \end{bmatrix}.$$  

**Definition 3-4** Let $A^*$ be the set of all strings of characters of the alphabet $A$ and let $w_1, w_2$ be two subsets of $A^*$ or the character $N$. Concatenation of elements $w_1, w_2 \in A^* \cup N$ is defined by

$$\text{conc}(w_1, w_2) := \begin{cases} w_2w_1 & \text{if } w_1, w_2 \in A^* \\ N & \text{if } w_1 = N \text{ or } w_2 = N \end{cases}. \quad (3-2)$$

Let $W = \{w_1, w_2, ..., w_q\}$ and $V = \{v_1, v_2, ..., v_r\}$ be two subsets, whose elements are either subsets of $A^*$ or the character $N$. Define

$$\text{conc}(W, V) := \bigcup_{i = 1}^{q} \bigcup_{j = 1}^{r} \text{conc}(w_i, v_j). \quad (3-3)$$

For instance, consider two subsets $W = \{a,N,\{b,c\}\}$ and $V = \{N,a,\{a,b\}\}$. The concatenation of $W$ and $V$ is

$$\text{conc}(W, V) = \{a,aa,\{aa,ba\},N,\{a,b\},\{b,c\},\{ab,ac\},\{ab,bb,ac,bc\}\}.$$  

**Definition 3-5** Let $C$ and $D$ be two $n \times n$ matrices whose entries are either subsets of $A^*$ or the character $N$. Let $C_{ij}$ and $D_{ij}$ be the $(i,j)$ entries of the corresponding matrices. Then, the product $Z := CD$ is an $n \times n$ matrix, whose $(i,j)$ entries $Z_{ij}$ is given by
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\[
Z_{ij} := \bigcup_{k=1}^{n} \text{conc}(C_{ik}, D_{kj}), \ i,j = 1, \ldots, \ n. \tag{3-4}
\]

For example, consider two 3×3 matrices \( A = \begin{bmatrix} a & b & N \\ b & N & N \\ a & a & c \end{bmatrix} \) and \( B = \begin{bmatrix} N & b & N \\ c & N & N \\ a & b & b \end{bmatrix} \). Then the product of \( A \) and \( B \) is

\[
Z = AB = \begin{bmatrix}
      cb & ba & N \\
      N & bb & N \\
\{ac, ca\} & \{ba, bc\} & bc
    \end{bmatrix}.
\]

Using the operation of product, we can define powers of the generalized one-step reachability matrix by setting

\[
R^q(\Sigma_g) := R^{q-1}(\Sigma_g)R(\Sigma_g), \quad q = 2, 3, \ldots \tag{3-5}
\]

**Proposition 3-6** All transitions of the matrix \( R^q(\Sigma_g) \) are stable and detectable transitions.

*Proof.* According to the definition of the generalized one-step reachability matrix, each non-zero entry of the matrix refers to a stable and detectable transition. After the operation of product, every non-zero entry of a generalized multi-step reachability matrix refers to a combination of multi-step stable and detectable transitions. This operation does not change either the stability or the detectability of the transitions. Thus, for every entry of the matrix \( R^q(\Sigma_g) \), if it is not \( N \), it stands for a stable and detectable transition. ♦

Based on Proposition 3-6, for an integer \( q \geq 1 \), the matrix \( R^q(\Sigma_g) \) describe if the machine can reach one state from another state through exact \( q \) stable and detectable transitions. If the \((i,j)\) entry of the matrix \( R^q(\Sigma_g) \) is not \( N \), then it is the set of all input strings that can takes the machine \( \Sigma_g \) from the state \( x^i \) to the state \( x^j \) via a q-step stable and detectable transition. If the \((i,j)\) entry is \( N \), then it is impossible to reach the state \( x^j \) from the state \( x^i \) in exact q stable and detectable transitions. Though, it might be possible to reach from \( x^i \) to \( x^j \) in \( \theta \) stable and
detectable transitions, where $0 < q$ or $0 > q$. Since we are also interested in if the machine can reach one state from another in fewer transitions, it is needed to construct a multi-step reachability matrix.

**Definition 3-7** Let $\Sigma_g = (A, Y, \tilde{X}, x_0, s_g, h_g)$ be a generalized asynchronous machine and let $R(\Sigma_g)$ be the generalized one-step reachability matrix of the machine $\Sigma_g$. The generalized q-step reachability matrix is defined by

$$R^{(q)}(\Sigma_g) := \bigcup_{r=1, \ldots, q} R^r(\Sigma_g), \quad q = 2, 3, \ldots \quad (3-6)$$

Note that the $(i,j)$ entry of $R^{(q)}(\Sigma_g)$ contains the reachability information from the state $x_i$ to the state $x_j$. If the $(i,j)$ entry is not $N$, it consists all strings that may take the machine $\Sigma_g$ from $x_i \rightarrow x_j$ through stable and detectable transitions in $q$ or fewer steps. It leads to the following statement and its proof is similar to Murphy, Geng and Hammer (2003).

**Lemma 3-8** Let $\Sigma_g = (A, Y, \tilde{X}, x_0, s_g, h_g)$ be a generalized asynchronous machine with $n$ states and $t$ burst states, and let $R(\Sigma_g)$ be the generalized reachability matrix of the machine $\Sigma_g$. Then the following two statements are equivalent:

(i) The generalized state $x_j$ is stably reachable through a detectable transition from the generalized state $x_i$.

(ii) The $(i,j)$ entry of $R^{(n+t-1)}(\Sigma_g)$ is not $N$. ♦

**Proof.** Let $A^*$ be the set of all strings of characters of the alphabet $A$.

If the first statement is true, namely, the state $x_j$ is stably reachable from $x_i$, then there is an input string $u' := u_{k+1} \ldots u_i u_0$, which satisfies $x_j = s_g(x_i, u)$ and the transition from $x_i$ to $x_j$ is
detectable. Here, \( u' \in A^* \) and \( k := |u'|. \) If \( |u'| \leq (n + t - 1) \), then take \( u := u' \). Thus, the \((i,j)\) entry of \( R^{(n+t-1)}(\Sigma_g) \) is \( u_{k-1} \ldots u_i u_0 \).

If \( |u'| \geq (n + t - 1) \), then we need to show that a shorter string \( u^* \) in the string \( u' \) still satisfies \( x^j = s_g(x^i, u^*) \) and \( |u^*| \leq (n + t - 1) \). Define recursively a string of states \( x_0, x_1, \ldots, x_k \), by setting \( x_0 := x^i \) and \( x_{m+1} := s_g(x_m, u_m) \), for \( m = 0, 1, \ldots, k-1 \). This implies \( x_k = x^i \). The length of the string \( x_0, \ldots, x_k, k +1 \) is greater or equal to \( (n + t) \). However, there are totally only \( (n + t) \) distinct generalized states of the machine \( \Sigma_g \). So, at least one generalized state must be repeated in the string \( x_0, \ldots, x_k \). Suppose \( x_p = x_q \), for \( 0 \leq p \leq q \leq k \). Remove from \( u' \) the string \( v \), which satisfies \( x_q = s_g(x_p, v) \). Afterwards the shortened input string

\[
u'' := u_0 u_1 \ldots u_{p-1} u_q \ldots u_{k-1} u_k \ldots u_q u_{p+1} \ldots u_0 \] (or \( u'' := u_{k-1} \ldots u_q \) when \( p = 0 \)).

This shortened \( u'' \) still satisfies \( x^i = s_g(x^i, u'') \). Keep shortening the input string until an input string \( u^* \) of length \( |u^*| \leq (n + t - 1) \) still satisfying \( x^i = s_g(x^i, u^*) \).

Conversely, if the second statement is true, then it implies that there is an input string \( u \in A^* \) of length \( |u| \leq (n + t - 1) \). Suppose the \((i,j)\) entry of \( R^{(n+t-1)}(\Sigma_g) \) is the string \( u := u_{k-1} \ldots u_i u_0 \). There are \( k \) input characters in the string \( u \) and those characters satisfy the following equation:

setting \( x_0 := x^i \) and \( x_{m+1} := s_g(x_m, u_m) \), for \( m = 0, 1, \ldots, k-1 \). Then we have \( x_k = x^i \).

According to the definitions of the generalized stable recursion function, the machine \( \Sigma_g \) is only involved into stable transitions here. Meanwhile, in the construction of the generalized reachability matrix \( R(\Sigma_g) \), all undetectable transitions are eliminated. Thus, the generalized \((n + t \)
− 1) step reachability matrix $R^{(n+t-1)}(\Sigma_g)$ only contains detectable transitions. So, the generalized state $x^i$ is stably reachable from the generalized state $x^i$. 

Therefore, all possible stable and detectable transitions for the machine $\Sigma_g$ can be found in the matrix $R^{(n+t-1)}(\Sigma_g)$, i.e., the generalized $(n + t − 1)$ step reachability matrix characterizes the reachability property of the machine $\Sigma_g$ with $n$ states and $t$ burst states.

**Definition 3-9** Let $R(\Sigma_g)$ be the generalized one-step reachability matrix of the machine $\Sigma_g$, which has $n + t$ generalized states. The generalized stable reachability matrix of the machine $\Sigma_g$ is $\Gamma(\Sigma_g) := R^{(n+t-1)}(\Sigma_g)$.  

**Example 3-10** Consider the machine $\Sigma$ and the generalized machine $\Sigma_g$ of Example 3-2. $\Sigma_g$ has a generalized state set $\tilde{X} = \{x^1, x^2, x^3, x^4, x^5\}$ and $(n + t − 1) = 4$.

Raise the power of the $R(\Sigma_g)$ as follows:

$$R^2(\Sigma_g) = \begin{bmatrix}
\{aa, ba, ab, bb, ac\} & N & N & ac & \{ca, cb, cc\} \\
ba & \{cc, ca\} & N & \{ac, aa\} & N \\
\{aa, ba, ac\} & N & cc & N & ca \\
\{ab, bb, ba\} & \{cc, ca\} & N & \{ac, aa\} & cb \\
\{aa, ba, ac\} & ca & N & \{aa, ac\} & \{ca, cc\}
\end{bmatrix}.$$  

After a stable transition, repeat applying the same input character will not change the state of the machine. Thus, all same consecutive input character can be replaced by one character. For instance, the input string “aa” can be replaced by “a” and it will not affect the stable transitions of the machine. Hence, we obtain
\[ R^2(\Sigma_g) = \begin{bmatrix}
\{a, b, ba, ab, ac\} & N & N & ac & \{c, ca, cb\} \\
\quad & ba & \{c, ca\} & N & \{a, ac\} & N \\
\{a, ba, ac\} & N & c & N & ca \\
\{b, ab, ba\} & \{c, ca\} & N & \{a, ac\} & eb \\
\{a, ba, ac\} & ca & N & \{a, ac\} & \{c, ca\}
\end{bmatrix} \]

Continue raising the power of the \( R(\Sigma_g) \) until the \( (n + t - 1) = 4 \). Then we have

\[ R^4(\Sigma_g) = \begin{bmatrix}
\{a, ab, ac, aba, ac\} & N & N & \{b, ba, bab, bac\} & \{c, ca, cab, cac\} \\
\{abab, abac, acab, acac\} & N & N & \{bab, baca\} & \{caba, caca\} \\
\{a, ab, ac, aba, abc\} & c & N & \{b, ba, bc, bab, bac\} & \{ca, cab, cac, caba\} \\
\{aca, abab, abac\} & c & N & \{baba, baca\} & \{cabc, caca\} \\
\{a, ac, aba, aca\} & N & c & \{ba, bc, bac, baca, baba\} & \{ca, cac, caba, caca\} \\
\{abac, acac\} & N & N & \{b, ba, bab, baca\} & \{ca, cab, caba, caca\} \\
\{a, ab, aba, aca\} & N & N & \{ba, bac, baba, baca\} & \{ca, cab, caba, caca\} \\
\{abab, acac\} & N & N & \{ca, cac, caba, caca\}
\end{bmatrix} \]

According to Definition 3-7 and Definition 3-9, we obtain the generalized stable reachability matrix \( \Gamma(\Sigma_g) \) of the machine \( \Sigma_g \) as follow:
As we have mentioned before, if the outcomes of a critical race (r, v) can be divided into more than one burst equivalent set, then $s_g(r, v)$ consists of more than one generalized state. This situation is shown in the generalized one-step reachability matrix as one input string appears more than once in different entries of a single row. Consider both this fact and the Lemma 3-8, we have the statement below.

**Proposition 3-11** Let $\Sigma_g = (A, Y, \tilde{X}, x_0, s_g, h_g)$ be a generalized asynchronous machine with n states and t burst states, and let $\Gamma(\Sigma_g)$ be the generalized stable reachability matrix of the machine $\Sigma_g$. Then the following two statements are equivalent for all input strings $u \in A^+$ and for all $j = 1, \ldots, n + t$.

(i) Applying $u$ at the generalized state $x^i$ generates a critical race.

(ii) The string $u$ appears in more than one entry of row $i$ of the matrix $\Gamma(\Sigma_g)$. ♦

Note that the above conclusion is similar with the Proposition 4-16 in Venkatraman and Hammer (2004).
After using burst states to represent subsets of states which have the same output value and same burst, we can see there are still critical races in the machine on the generalized state base. Some input strings may be repeated in more than one entries of a row of the generalized stable reachability matrix (Example 3-10). That is caused by the existence of critical races.

In the present discussion, the machine $\Gamma(\Sigma_g)$ is an input/output machine. Thus, what matters to the user are the output value but not the state of the machine itself. Next we check if the machine can be led from different outcomes of the critical races to the same output value. In Venkatraman and Hammer (2004), if the machine can be led from different outcomes of the critical races to the same state, then it means the existence of a feedback trajectory. Here, we can loose the restriction to a subset of states which have the same output value. They can be also called “common-output generalized states”.

**Definition 3-12** Let $\Sigma_g = (A, Y, \tilde{X}, x_0, s_g, h_g)$ be a generalized asynchronous machine with a generalized state set $\tilde{X} = X_b \cup X$. Assume that the machine $\Sigma_g$ have $\rho$ critical races $(r_1, v_1)$, $(r_2, v_2)$, ..., $(r_\rho, v_\rho)$, and let $T(r_i, v_i) := \{r_1^i, r_2^i, \ldots, r_{m(i)}^i\} \subset X$ be the set of all outcomes of the critical race $(r_i, v_i)$, $i = 1, \ldots, \rho$. Divide $T(r_i, v_i)$ into subsets $C_1^i, C_2^i, \ldots, C_{m(i)}^i$ according to the output value of $r_1^i, r_2^i, \ldots, r_{m(i)}^i$. These subsets $C_1^i, C_2^i, \ldots, C_{m(i)}^i$ can be represented by $x_1, x_2, \ldots, x_c$, which are called the common-output states of the machine $\Sigma_g$. Set $m = n + t + c$, then the generalized state set increases to $\tilde{X} = \{x_1^i, \ldots, x_m^i\}$.

Note that the outcomes of the critical races may be a combination of burst states and regular states. Moreover, if two subsets contain the same states, then they are represented by the same common-output state.
After introducing the common-output state of the machine $\Sigma_g$, we should update the generalized one-step reachability matrix $R(\Sigma_g)$ and the generalized reachability matrix $\Gamma(\Sigma_g)$. The transitions from one generalized state to a subset of states, which have the same output value, will be replaced by the single transition from the starting state to a newly defined common-output state.

**Example 3-13** Consider a machine $\Sigma$ with the input alphabet $A = \{a, b, c\}$, the output alphabet $Y = \{0, 1, 2\}$, and the state set $X = \{x^1, x^2, x^3, x^4, x^5\}$. There is a critical race pair $(x^1, c)$ in the machine $\Sigma$ (Table 3-2).

<table>
<thead>
<tr>
<th>$\Sigma$</th>
<th>a</th>
<th>b</th>
<th>c</th>
<th>Y</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x^1$</td>
<td>$x^1$</td>
<td>$x^4$</td>
<td>${x^4, x^5}$</td>
<td>0</td>
</tr>
<tr>
<td>$x^2$</td>
<td>$x^2$</td>
<td>$x^1$</td>
<td>$x^2$</td>
<td>1</td>
</tr>
<tr>
<td>$x^3$</td>
<td>$x^1$</td>
<td>$x^5$</td>
<td>$x^3$</td>
<td>1</td>
</tr>
<tr>
<td>$x^4$</td>
<td>$x^1$</td>
<td>$x^4$</td>
<td>$x^2$</td>
<td>2</td>
</tr>
<tr>
<td>$x^5$</td>
<td>$x^2$</td>
<td>$x^5$</td>
<td>$x^3$</td>
<td>2</td>
</tr>
</tbody>
</table>

The stable state machine of $\Sigma$ is $\Sigma_s$ (Table 3-3).

<table>
<thead>
<tr>
<th>$\Sigma_s$</th>
<th>a</th>
<th>b</th>
<th>c</th>
<th>Y</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x^1$</td>
<td>$x^1$</td>
<td>$x^4$</td>
<td>${x^2, x^3}$</td>
<td>0</td>
</tr>
<tr>
<td>$x^2$</td>
<td>$x^2$</td>
<td>$x^4$</td>
<td>$x^2$</td>
<td>1</td>
</tr>
<tr>
<td>$x^3$</td>
<td>$x^1$</td>
<td>$x^5$</td>
<td>$x^3$</td>
<td>1</td>
</tr>
<tr>
<td>$x^4$</td>
<td>$x^1$</td>
<td>$x^4$</td>
<td>$x^2$</td>
<td>2</td>
</tr>
<tr>
<td>$x^5$</td>
<td>$x^2$</td>
<td>$x^5$</td>
<td>$x^3$</td>
<td>2</td>
</tr>
</tbody>
</table>

Using Algorithm 2-13, we get the generalized stable recursion function $s_g$ of the machine $\Sigma_g$. Associate a burst state $x^6$ with the subset $\{x^2, x^3\}$. Then the generalized machine $\Sigma_g$ has a generalized state set $\tilde{X} = \{x^1, \ldots, x^6\}$. Assign a common-output state $x^7$ to represent the subset
{x^4, x^5}. Now the generalized machine \( \Sigma_g \) has a generalized state set \( \tilde{X} = \{x^1, \ldots, x^m\} \) and \( m = \)

7. The generalized one-step reachability matrix is

\[
R(\Sigma_g) = \begin{bmatrix}
a & N & N & b & N & c & N \\
N & \{a,c\} & N & b & N & N & N \\
a & N & c & N & b & N & N \\
a & c & N & b & N & N & N \\
N & a & c & N & b & N & N \\
a & a & N & N & N & c & b \\
a & a & N & N & N & c & b \\
\end{bmatrix}
\]

\[\text{Definition 3-14} \text{ Let } \Sigma_{|s}\text{ be a generalized stable state machine with the generalized stable recursion function } s_g, \text{ and let } u \text{ be an input string of } \Sigma_{|s}. \text{ The transition induced by } u \text{ from a generalized state } x \text{ is a deterministic transition if } s_g(x, u) \text{ consists of a single state. The machine } \Sigma_g \text{ is a deterministic machine if all transitions of } \Sigma_{|s} \text{ are deterministic.} \]

3.3 Output Feedback Trajectory

From the definition of the critical race, we know a transition from a critical race pair to the outcomes is not a deterministic transition. So, originally, an asynchronous machine with critical races is not a deterministic machine. If we can transform the machine with critical races into a deterministic machine on a specific basis, then we actually get rid of the effect of the critical races to the machine. The following procedure helps us to transform a machine with critical races into a deterministic machine.

Consider a generalized machine \( \Sigma_g \) with the generalized state set \( \{x^1, x^2, \ldots, x^m\} \) and input set \( A \). Assume the machine has a critical race \((x^i, v)\) with the outcomes \(\{x^p, x^q\}\) and \( p \neq q \).
If the \( h(x^p) = h(x^q) \), then we can define a burst state or a common-output state to make the transition from \( x^j \) to the subset \( \{x^p, x^q\} \) a deterministic transition. So, we only need to focus on the situation that the outcomes have different output values, i.e., \( h(x^p) \neq h(x^q) \). In another word, we cannot make the generalized machine \( \Sigma_g \) transform into a deterministic one simply with a generalized state set. When \( h(x^p) \neq h(x^q) \), if there exist input strings which can take the machine \( \Sigma_g \) from these two states (also two output values) to a single generalized state \( x^s \) through deterministic transitions, then the effect of the critical race \( (x^j, v) \) can be eliminated. Assume there exist input strings \( u^1, u^2 \in A^+ \), where \( u^1 \) takes the machine from \( x^p \) to \( x^s \) deterministically and \( u^2 \) takes the machine from \( x^q \) to \( x^s \) deterministically. That means \( s_g(x^p, u^1) = s_g(x^q, u^2) = x^s \). Then we can generate a deterministic transition from \( x^j \) to \( x^s \) with introducing an output feedback controller to the machine \( \Sigma_g \) as follows: After applying the input \( v \) at the state \( x^j \), check the outcomes. If the outcome is \( x^p \), then apply \( u^1 \) to the machine. If the outcome is \( x^q \), then apply \( u^2 \) to the machine. Hence, based on the generalized state set of a generalized machine \( \Sigma_g \), we can turn the machine \( \Sigma_g \) into a deterministic machine with an output feedback controller. This controller sets up a standard projection on the generalized state set \( \tilde{X} \), which can be denoted by \( \Pi_x : \tilde{X} \times A \rightarrow \tilde{X} : \Pi_x(x, u) = x \).

**Definition 3-15** Let \( \Sigma_g \) be an asynchronous machine with the generalized state set \( \tilde{X} = \{x^1, ..., x^m\} \), the input alphabet \( A \), and the generalized stable recursion function \( s_g \). An output feedback trajectory from the generalized state \( x^j \) to the common-output state \( x^l \) is a list \( \{S_0, S_1, ..., S_p\} \) of sets of valid pairs of \( \Sigma_g \) with the following properties:

\( (i) \) \( s_g(x, u) \) is a detectable transition for all \( (x,u) \in U_{j=0,...,p} S_j \),
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(ii) \( S_0 = \{ (x^i, u_0) \} \),

(iii) \( s_g [S_\alpha] \subset \prod_x S_{\alpha+1} \), \( \alpha = 0, ..., p-1 \),

(iv) \( s_g [S_p] = \{ x^i \} \). ♦

For example, consider the machine \( \Sigma_g \) in Example 3-13. The output feedback trajectory from the generalized state \( x^6 \) to the generalized state \( x^4 \) is: \( S_0 = \{ (x^6, a) \} \), \( S_1 = \{ (x^1, b), (x^2, b) \} \).

**Proposition 3-16** Let \( \Sigma_g \) be a generalized machine and let \( x^j \) and \( x^i \) be two generalized states of \( \Sigma_g \). The following two statements are equivalent.

(a) There exists an output feedback controller \( C \) that drives \( \Sigma_g \) through a deterministic transition from \( x^j \) to \( x^i \).

(b) There is an output feedback trajectory from \( x^j \) to \( x^i \).

**Proof.** Suppose that the part (b) is valid, and let \( \{ S_0, S_1, ..., S_p \} \) be an output feedback trajectory from \( x^j \) to \( x^i \). We construct an output feedback controller \( C \) that takes the machine \( \Sigma_g \) from \( x^j \) to \( x^i \) through a string of deterministic transitions. This output feedback controller \( C \) has two inputs: one is the output burst \( \beta \in Y^* \) of \( \Sigma_g \), and the other is the external input \( v \in A \), which is also the command input of the controller \( C \). Given a set of characters \( W \in A \), we need to construct a controller \( C(x^j, x^i, W) \). This controller takes the machine \( \Sigma_g \) from generalized state \( x^j \) to \( x^i \) through deterministic transitions as the response to an input character \( w \in W \).

The controller \( C(x^j, x^i, W) \) is a combination of an observer \( B \) and a control unit \( F \) as shown in Figure 2-3. Where, the observer is an input/state machine \( B = (A \times Y^*, \tilde{X}, Z, z_0, \sigma, I) \) with two inputs: the input character \( u \in A \) of \( \Sigma_g \) and the output burst \( \beta \in Y^* \) of \( \Sigma_g \); the state set \( Z \) is identical to the generalized state set \( \tilde{X} \), and the initial condition is identical to that of
\( \Sigma_g \), i.e., \( z_0 = x_0 \). And the function \( \sigma : Z \times A \times Y^* \rightarrow Z \) is the stable recursion function of \( B \). Let \( z_k \) be the state of the observer \( B \) at the step \( k \), while \( \omega_k \) be the output of \( B \). The observer \( B \) is an input/state machine defined by the recursion (Eq. 2-4)

The control unit \( F \) is also an input/state asynchronous machine \( F = (A \times \tilde{X}, A, \Xi, \xi_0, \phi, \eta) \) with two inputs: the external input \( v \in A \) and the output \( \omega \in \tilde{X} \) of the observer \( B \). To complete the construction of the controller \( C \), we need to derive the recursion function \( \phi \) and the output function \( \eta \) of the unit \( F \).

According to Figure 2-3, as long as \( v \notin W \), the controller \( C \) stays in its initial state \( (z_0, \xi_0) \) and the input character \( u \) of the machine \( \Sigma_g \) equals to the external input character \( v \). After the machine \( \Sigma_g \) arrives a stable combination of state \( x^j \), if the external input \( v \) changes to a character of \( W \), then the controller \( C \) starts working. The observer \( B \) collects both the input character \( u \) and the output burst \( \beta(x^j) \) of the machine \( \Sigma_g \) and feeds the control unit \( F \) with the state of the machine \( \Sigma_g \). The control unit \( F \) generates a string of characters \( u_1u_2\ldots u_r \) and apply it to the machine \( \Sigma_g \). This input string \( u_1u_2\ldots u_r \) will drive the machine \( \Sigma_g \) from the state \( x^j \) to \( x^i \) through a string of detectable and stable deterministic transitions.

Recalling that the control unit is an input/state asynchronous machine \( F = (A \times \tilde{X}, A, \Xi, \xi_0, \phi, \eta) \). The recursion function of \( F \) is a function \( \phi : \Xi \times \tilde{X} \times A \rightarrow \Xi \) and the output function of \( F \) is denoted by \( \eta : \Xi \times \tilde{X} \times A \rightarrow A \). Referring to Figure 2-3, the output \( \omega \in \tilde{X} \) of the observer \( B \) is one of the inputs of \( F \), and the other input is the external input \( v \in W \). Then the control unit \( F \) generate the string \( u \in A \) to feed the controlled machine \( \Sigma_g \). Note that the control unit \( F \) must
operates in a fundamental mode, so the whole system must have reached a stable combination before the \( F \) generates the next input character for \( \Sigma_g \). Assume that \( F \) will generate \( r \) input characters \( u_1u_2...u_r \) to feed \( \Sigma_g \), then it needs \( r \) states \( \xi^1(x^i, w), \xi^2(x^i, w), ..., \xi^r(x^i, w) \). Denote this set by \( \Xi(x^i, w) := \{ \xi^1(x^i, w), \xi^2(x^i, w), ..., \xi^r(x^i, w) \} \). We define the recursion function \( \phi \) and output function \( \eta \) of the \( F \) as follows.

(i) Let \( U(x^i) \subset \mathcal{A} \) be the set of all input characters that form a stable combination with the generalized state \( x^i \), and let \( z_0 \) be the initial state of \( B \) and \( \xi_0 \) be the initial state of \( F \). Set

\[
\phi(\xi_0, (z, t)) : = \xi_0 \quad \text{for all} \quad (z, t) \in \tilde{X} \times \mathcal{A} \times U(x^i),
\]

\[
\phi(\xi_0, (x^i, v)) : = \xi^1(x^i) \quad \text{for all} \quad v \in U(x^i).
\]

Where \( \xi^1(x^i) \) is the state of \( F \), when observer \( B \) detects a stable combination with \( x^i \).

When both \( B \) and \( F \) are at initial states, the controller \( C(x^i, x^i, \mathcal{W}) \) directly applies the external input \( v \) to \( \Sigma_g \), thus set

\[
\eta(\xi_0, (z, v)) : = v \quad \text{for all} \quad (z, v) \in \tilde{X} \times \mathcal{A}.
\]

(ii) When the observer \( B \) detects a stable combination of \( \Sigma_g \) with the generalized state \( x^i \), suppose the external input switches to a character \( w \in \mathcal{W} \). We choose a character \( u_j \in U(x^i) \) and set

\[
\eta(\xi^1(x^i), (x^i, t)) : = u_j \quad \text{for all} \quad t \in U(x^i).
\]

In this way, the machine \( \Sigma_g \) lingers in the state \( x^i \) when the external input switches to a character of \( W \). Hence, the fundamental mode operation of the machine is guaranteed. Then the control unit \( F \) will generate an input string \( u = u_1u_2...u_r \) to drive the machine \( \Sigma_g \) to the
generalized state $x^i$. Since we have a output feedback trajectory $\{S_0, S_1, ..., S_p\}$, we need $P$ new states for $F$, where

$$P = \#\Pi_xS_0 + \#\Pi_xS_1 + ... + \#\Pi_xS_p.$$  \hfill (3-7)

Denote the state of $F$ as $\xi^k(x^j, w, x)$, where $x \in \Pi_xS_k$ and $k = 1, ..., p$. When the input character switches to $w$, the control unit $F$ moves to the state $\xi^0(x^j, w, x^i)$ and it begins to generate the first input character $u_0$ to feed $\Sigma_g$, where $u_0 \in A$ is an character that satisfies $(x^j, u_0) \in S_0$. To implement this, we set

$$\phi(\xi_1(x^j), x^j, w) := \xi^0(x^j, w, x^i) \text{ for all } w \in W;$$
$$\phi(\xi_1(x^j), x^j, v) := \xi_1(x^j) \text{ for all } v \in U(x^j) \setminus W;$$
$$\phi(\xi_1(x^j), x^j, v) := \xi_0 \text{ for all } v \not\in U(x^j) \cup W;$$
$$\eta(\xi_0, x^j, w, x) := u_0 \text{ for all } (x, v) \in X \times A.$$

After $u_0$ is applied to $\Sigma_g$, the machine will move to a generalized stable combination with a generalized state $x_1 \in \Pi_xS_1$. After the observer $B$ detects this transition, the control unit $F$ moves to the next state $\xi^1(x^j, w, x_1)$ and generates the next input character $u_1$ to the machine $\Sigma_g$. The process continues similarly until $x^i$ is reached. Then at the step $k \in \{1, 2, ..., p\}$ the function $\phi$ and $\eta$ must be defined as follows

$$\phi(\xi_{k-1}(x^j, w, x_{k-1}), x_k, w) := \xi^k(x^j, w, x_k),$$
$$\eta(\xi_k(x^j, w, x_k), x, v) := u_k \text{ for all } (x, v) \in X \times A.$$

At the $k=p$ step, the machine $\Sigma_g$ reaches a state $x_p \in \Pi_xS_p$. Set $s_g(x_p, u_p) := x^i$, where $u_p$ is an character satisfies $(x_p, u_p) \in S_p$. This is accomplished by setting

$$\phi(\xi^p(x^j, w, x^i), x_k, w) := \xi^{p+1}(x^j, w, x^i).$$
\(\phi(\xi^{p+1}(x^j, w, x^i), z, t) := \xi_0 \) for all \((z, t) \in X \times A \setminus W\).

\(\eta(\xi^{p+1}(x^j, w, x^i), x, v) := u_p \) for all \((x, v) \in X \times A\).

As long as the external input remains as a character in set \(W\), the machine will linger in the stable combination \((x^i, u_p)\). If the external input is no longer belongs to \(W\), the controller returns to the initial state \(\xi_0\). We build the controller as well as prove that statement (b) implies statement (a) as above.

Conversely, assume part (a) is valid. Let \(\xi_0\) be the initial state of the controller \(C\) and let \(C(\xi, x, u)\) be the output value produced by the controller \(C\) when it is at the next stable state corresponding to its state \(\xi\), \(\Sigma_g\) is at the state \(x\) and the external input is \(u\). By assumption, there is an external input value \(w\) that induces the controller \(C\) to generate an input string \(u_0u_1\ldots u_p\) for the machine \(\Sigma_g\) from the generalized state \(x^j\) to the generalized state \(x^i\) via deterministic transition. The first character of this input string is \(u_0 = C(\xi_0, x^j, u)\). Define the set \(S_0 := \{(x^j, u_0)\}\).

Let \(s_g\) be the generalized stable recursion function of \(\Sigma_g\), when the input from the controller to \(\Sigma_g\) changes to \(u_0\), \(\Sigma_g\) moves to a generalized stable combination with one of the states of the set \(s(x^j, u_0) = s[S_0]\). When this state is reached by \(\Sigma_g\), the controller \(C\) detects the new state and controller moves to its own next stable state. Let \(\xi(x, u_0)\) be the next stable state of the controller and let \(u_1 = C(\xi(x, u_0), x, w) \in A\) be the output character generated by the controller once \(C\) reaches \(\xi(x, u_0)\). Define the set

\[S_1 := \{(x, C(\xi(x, u_0), x, w)) : x \in s(S_0)\}\].

Continue operating like that until the set \(S_k, k > 0\), is defined. Build a new set by setting
\[ S_{k+1} := \{(x', C(\xi(x', u_k), x', w)) : x' \in s(S_k)\}. \]

By assumption, the controller \( C \) drives \( \Sigma_g \) to the state \( x^i \) through deterministic transitions. Consequently, there exists an integer \( p \) such that \( s(S_p) = x^i \). Then, the list \( S_0, S_1, ..., S_p \) forms a output feedback trajectory. So, the existence of a output feedback controller \( C \) that drive \( \Sigma_g \) from \( x^j \) to \( x^i \) through deterministic transitions, implies the existence of a output feedback trajectory \( S_0, S_1, ..., S_p \) from \( x^j \) to \( x^i \). Namely, part (a) implies part (b). This completes the proof.

3.4 Preliminary Generalized Skeleton Matrix

Using the algorithm in the above proof of Proposition 3-16, we can check the basic connection between any two generalized states of the machine \( \Sigma_g' \), namely, the existence of the output feedback trajectory between any pair of generalized states. If we focus on the stable and detectable reachability properties, then we don’t need to record all the input strings. Instead, we can use a numerical matrix, which has only entries of one and zero, to represent this one-step stable and detectable reachability properties. This numerical matrix can be called “preliminary generalized skeleton matrix” of the machine \( \Sigma_g' \). Afterwards, it is easier to calculate the power of it and obtain the “overall preliminary generalized skeleton matrix”. For the machine \( \Sigma_g \) with \( m \) generalized states, the overall preliminary generalized skeleton matrix characters all the stable and detectable transitions among the generalized states of the machine within \( m \) steps. We can use the following algorithm to gradually transform the generalized one-step reachability matrix into the preliminary one-step generalized skeleton matrix. Meanwhile, the machine \( \Sigma_g \) is transformed into a deterministic machine on the generalized state basis with an output feedback controller \( C \).
An operation involving strings of $A^+$ and zero and 1 should be defined before giving the algorithm.

**Definition 3-17** Let $\omega$ be a character not included in $A$. The meet operation between two strings of $A^+$ and zero and 1 is defined as follow:

\[
0 \land 0 := 0, \quad 0 \land 1 := 0, \quad 1 \land 1 := 1,
\]

\[
0 \land a = a \land 0 := 0, \quad 1 \land a = a \land 1 := \omega, \quad \text{for all } a \in A^+.
\]

The meet of two vectors with $r \geq 1$ components is defined entrywise as the vector of the meets of the corresponding components.

**Algorithm 3-18** Let $\Sigma_g$ be an asynchronous machine with the generalized state set $\tilde{X} = \{x^1, \ldots, x^m\}$ and let $\Gamma(\Sigma_g)$ be the generalized stable reachability matrix of the generalized machine $\Sigma_g$.

**Step 1:** Transpose the matrix $\Gamma(\Sigma_g)$ and denote the resulting matrix by $\Gamma'(\Sigma_g)$.

**Step 2:** Replace all entries of $N$ in the matrix $\Gamma'(\Sigma_g)$ by the number 0; denote the resulting matrix by $K^1$.

**Step 3:** Perform (a) below for each $i, j = 1, \ldots, m$; then continue to (b):

(a) If $K^1_{ij}$ includes a string of $A^+$ that does not appear in any other entry of the same column $j$, then replace entry $K^1_{ij}$ by the number 1. Otherwise, let the entry $K^1_{ij}$ remain.

(b) Set $k := 1$ and denote the resulting matrix by $K(k)$.

**Step 4:** If all entries of row $k$ of the matrix $K(k)$ are 1 or 0, then set $K(k+1) := K(k)$ and set $k := k+1$.

**Step 5:** If $k = m + 1$, then set $K_1(\Sigma_g) := K(k)$ and terminate the algorithm. Otherwise, go to step 6.
Step 6: Perform the following operations:

(a) If there is a character \( u \in A \) that appears in row \( k \) of \( K(k) \), then let \( j_1, \ldots, j_q \) be the columns of row \( k \) of \( K(k) \) that include \( u \). Denote by \( J(u) \) the meet of rows \( j_1, \ldots, j_q \) of the matrix \( K(k) \).

(b) If \( J(u) \) has no entries other than 0 or 1, then delete \( u \) from all entries of row \( k \) of the matrix \( K(k) \); set all empty entries, if any, to the value 0. Continue to (c).

(c) If \( J(u) \) has no entries of 1, then return to Step 3. Otherwise, continue to (d).

(d) If \( J(u) \) has entries of 1, then let \( j_1, \ldots, j_r \) be the entries of \( J(u) \) having the value 1. Let \( S(k) \) be the set of rows of \( K(k) \) that consists of row \( k \) and of every row that has the number 1 in row \( k \). In the matrix \( K(k) \), perform the following operations on every row of \( S(k) \):

Delete from the column all occurrences of input characters that appear in columns \( j_1, j_2, \ldots, j_r \) of the row.

Replace rows \( j_1, j_2, \ldots, j_r \) of the column by the number 1.

If any entries of \( K(k) \) remain empty, then replace them by the number 0. Return to Step 4.

The final resulting matrix \( K_1(\Sigma_g) \) is called the preliminary generalized skeleton matrix of the machine \( \Sigma_g \).

Definition 3-19 The outcome \( K_1(\Sigma_g) \) of Algorithm 3.23 is defined as the preliminary generalized skeleton matrix of the generalized asynchronous machine \( \Sigma_g \).
Note that this preliminary generalized skeleton matrix \( K_1(\Sigma_g) \) of the generalized machine \( \Sigma_g \) is similar to the one-step fused skeleton matrix \( \Delta(\Sigma) \) of an asynchronous machine \( \Sigma \) in Geng and Hammer (2005).

**Example 3-20** Consider the machine \( \Sigma \) and the generalized machine \( \Sigma_g \) of Example 3-10. The generalized stable reachability matrix \( \Gamma(\Sigma_g) \) of the machine \( \Sigma_g \) is

\[
\Gamma(\Sigma_g) = \begin{bmatrix}
\{ a,ab,ac,aba,aca \} & N & N & \{ b,ba,bab,bac \} & \{ c,ca,cab,cac \} \\
\{ ab,bab,acab,acac \} & N & N & \{ baba,baca \} & \{ caba,caca \} \\
\{ a,ab,ac,aba,abc \} & C & N & \{ b,ba,bc,bab,bac \} & \{ ca,ca,cab,cac,aba \} \\
\{ aca,abab,abac \} & C & N & \{ baba,bbca,baca \} & \{ caba,caca \} \\
\{ a,ac,aba,aca \} & N & N & \{ ba,bc,bac,baca \} & \{ ca,ca,cab,caca \} \\
\{ abac,acac \} & N & N & \{ ba,bac,baba,baca \} & \{ ca,ca,cab,caca \} \\
\{ a,ac,aba,aca \} & N & N & \{ ba,bac,baba,baca \} & \{ c,ca,ca,cab,caca \} \\
\end{bmatrix}
\]

Applying the Algorithm 3-18 to the matrix \( \Gamma(\Sigma_g) \), we can obtain the preliminary generalized skeleton matrix \( K_1(\Sigma_g) \) of the machine \( \Sigma_g \) is

\[
K_1(\Sigma_g) = \begin{bmatrix}
1 & 0 & 0 & 1 & 1 \\
1 & 1 & 0 & 1 & 1 \\
1 & 0 & 1 & 1 & 1 \\
1 & 0 & 0 & 1 & 1 \\
1 & 0 & 0 & 1 & 1
\end{bmatrix}
\]
Proposition 3-21 Let $\Sigma_g$ be a generalized machine with the preliminary generalized skeleton matrix $K_1(\Sigma_g)$, and let $x^i$ and $x^j$ be two generalized states of $\Sigma_g$. Then the following two statements are equivalent.

(a) There exists an output feedback trajectory from $x^j$ to $x^i$.

(b) The $(i, j)$ entry of $K_1(\Sigma_g)$ is 1. ♦
CHAPTER 4
MODEL MATCHING FOR INPUT/OUTPUT ASYNCHRONOUS MACHINES WITH RACES

In the present chapter we start to address the model-matching problem for input/output asynchronous machines with critical races. In last chapter the reachability properties of an input/output asynchronous machine with critical races has been discussed and corresponding generalized machine has been derived. The newly defined generalized machine with related generalized state set and generalized functions of the machine could be controlled as a deterministic machine without critical races. The control of this kind of asynchronous machines has been discussed in Geng and Hammer (2005). Thus, the controller will be designed to correct the input/output machine under the configuration of Fig. 2-3, so that the closed-loop system possesses an equivalent input/output behavior as that of a prescribed model.

Since we are discussing the input/output machines, we first study the equivalent list of the generalized machine $\Sigma_g$, with respect to the model $\Sigma'$. Then we work on the sufficient and necessary conditions of the existence of the output feedback controllers so as to solve the model matching problem. When such a controller exists, we provide an algorithm to construct the controller. Finally, an example is presented to illustrate how the control system operates.

4.1 Model Matching Problem

As we mentioned before, the design of a controller to eliminate the effects of critical races of an existing asynchronous machine is called the Model-Matching Problem. Specifically, the formal statement of the model matching problem is as follows. Let $\Sigma$ be a machine that exhibits undesirable behavior. Assume that the desirable behavior is specified by an asynchronous machine $\Sigma'$. The machine $\Sigma'$ is called the model. Our objective is to design a controller $C$ for which the behavior of the closed loop system $\Sigma_c$ simulates the behavior of the model $\Sigma'$. It is
indicated in Kohavi (1970) that the practical performance of an asynchronous machine is
determined by its stable-state behavior. Thus, the stable-state behavior of $\Sigma_c$ need to be
equivalent to the stable-state behavior of $\Sigma'$. Let us first introduce the classical notions of
equivalence.

**Definition 4-1** Let $\Sigma = (A, Y, X, x_0, f, h)$ and $\Sigma' = (A, Y, X', \zeta_0, f', h')$ be two machines
having the same input and the same output sets, and let $\Sigma_{s}$ and $\Sigma'_{s}$ be the stable state machines
induced by $\Sigma$ and $\Sigma'$, respectively. Two states $x \in X$ and $\zeta \in X'$ are stably equivalent ($x \equiv \zeta$)
if the following conditions are true: When $\Sigma_{s}$ starts from the state $x$ and $\Sigma'_{s}$ starts from the
state $\zeta$, then (i) $\Sigma_{s}$ and $\Sigma'_{s}$ have the same permissible input strings; (ii) $\Sigma_{s}$ and $\Sigma'_{s}$ generate
the same output string for every permissible input string. The two machines $\Sigma$ and $\Sigma'$ are
stably equivalent if their initial states are stably equivalent, i.e., if $x_0 \equiv \zeta_0$. ♦

Note that two machines $\Sigma = (A, Y, X, x_0, f, h)$ and $\Sigma' = (A, Y, X', \zeta_0, f', h')$ that are stably
 equivalent appear identical to a user.

**Definition 4-2** Given a machine $\Sigma$ and $\Sigma'$, find necessary and sufficient conditions for the
existence of a controller $C$ such that $\Sigma_c$ is stably equivalent to $\Sigma'$ and operates in fundamental
mode. If such a controller $C$ exists, derive an algorithm for its design. ♦

In this dissertation, the model matching problem concentrates on matching the stable
input/output behavior of the model. The model $\Sigma'$ can be taken as a stably minimal machine.
Let $\Sigma_g$ be a generalized machine with the generalized state set $\{x^1, x^2, ..., x^m\}$ which is induced
from the machine $\Sigma$. Our objective is then to match the input/output behavior of the generalized
machine $\Sigma_g$ and the model $\Sigma'$.
Next, let us introduce a notion which underlies the solution of the model matching problem for asynchronous machines. Given two sets $S^1$ and $S^2$ and a function $g : S^1 \rightarrow S^2$, denote by $g^I$ the inverse set function of $g$; i.e., for an element $s \in S^2$, the value $g^I(s)$ is the set of all elements $\alpha \in S^1$ that satisfies $g(\alpha) = s$.

**Definition 4-3** Let $\Sigma = (A, Y, X, s, h)$ and $\Sigma' = (A, Y, X', \zeta_0, f', h')$ be two machines having the same input and the same output sets. Let $\Sigma_g = (A, Y, \tilde{X}, s_g, h_g)$ be a generalized machine induced from the machine $\Sigma$. The state set $X'$ of $\Sigma'$ consist of the $q$ state $\zeta_1, \ldots, \zeta_q$. Define the subsets $E_i := h^I_g h'(\zeta_i) \subset X$, $i = 1, \ldots, q$. Then, $E(\Sigma_g, \Sigma') := \{E_1, \ldots, E^q\}$ is the output equivalence list of $\Sigma_g$ with respect to $\Sigma'$. ♦

An equivalence list is characterized by the following property: the value of the output function $h_g$ of $\Sigma_g$ at any state of the set $E^i$ is equal to the value of the output function $h'$ of $\Sigma'$ at the state $\zeta_i$. The members of an output equivalence list are not necessarily disjoint sets.

**Definition 4-4** Let $\Sigma_g$ be a generalized machine with generalized state set $\tilde{X} = \{x^1, \ldots, x^m\}$, and let $\Lambda^1$ and $\Lambda^2$ be two nonempty subsets of $\tilde{X}$. The reachability indicator $r(\Sigma_g, \Lambda^1, \Lambda^2)$ is defined as $1$ if every element of $\Lambda^1$ can reach an element of $\Lambda^2$ through a chain of stable and detectable transitions; otherwise, $r(\Sigma_g, \Lambda^1, \Lambda^2) = 0$. ♦

**Example 4-5** Let $\Sigma_g$ be a generalized machine with generalized state set $\tilde{X} = \{x^1, x^2, x^3\}$ and the preliminary generalized skeleton matrix is $K_1(\Sigma_g)$,
Let $\Lambda^1 = \{x^1, x^2\}$ and $\Lambda^2 = \{x^2, x^3\}$ be two state subsets. Then

$$r(\Sigma_g, \Lambda^1, \Lambda^2) = 1.$$

**Definition 4-6** Let $\Sigma_g$ be a generalized machine with generalized state set $\tilde{X} = \{x^1, ..., x^m\}$, and let $\Lambda = \{\Lambda^1, ..., \Lambda^q\}$ be a list of $m \geq 1$ nonempty subsets of $\tilde{X}$. The fused skeleton matrix $\Delta(\Sigma_g, \Lambda)$ of $\Lambda$ is an $q \times q$ matrix whose $(i,j)$ entry is

$$\Delta_{ij}(\Sigma_g, \Lambda) = r(\Sigma_g, \Lambda_i, \Lambda_j).$$

**Example 4-7** Consider the machine $\Sigma_g$ and the two state subsets $\Lambda^1$ and $\Lambda^2$ in the Example 4-5. Let $\Lambda := \{\Lambda^1, \Lambda^2\}$ be a list of subsets of $\tilde{X}$. Then the fused skeleton matrix $\Delta(\Sigma_g, \Lambda)$ of $\Lambda$ is $\Delta(\Sigma_g, \Lambda)$.

$$\Delta(\Sigma_g, \Lambda) = \begin{bmatrix} 1 & 1 \\ 0 & 1 \end{bmatrix}.$$

**Definition 4-8** Let $\Lambda = \{\Lambda^1, ..., \Lambda^q\}$ and $W = \{W^1, ..., W^q\}$ be two lists of subsets of $\tilde{X}$. The length of the list $\Lambda$ is the number $q$ of its members. The list $W$ is a subordinate list of the list $\Lambda$, denoted as $W \prec \Lambda$, if it has the same length $q$ as the list $\Lambda$ and if $W^i \subset \Lambda_i$ for all $i = 1, ..., m$. A list is deficient if it includes the empty set $\emptyset$ as one of its members.
4.2 Existence of Controllers

Next, we give the condition of the existence of a controller $C$ for which $\Sigma_c$ is stably equivalent to a specified model $\Sigma'$. Given two $p \times q$ numerical matrices $A$ and $B$, the expression $A \geq B$ indicates that every entry of the matrix $A$ is not less than the corresponding entry of the matrix $B$, i.e., $A_{ij} \geq B_{ij}$ for all $i = 1, \ldots, p$ and for all $j = 1, \ldots, q$.

Lemma 4-9 Let $\Sigma_g = (A, Y, \tilde{X}, x_0, s_g, h_g)$ and $\Sigma' = (A, Y, X', s', h')$ be asynchronous machines, where $\Sigma'$ is stably minimal. Let $X' = \{\zeta_1, \ldots, \zeta_q\}$ be the state set of $\Sigma'$, where the initial condition of $\Sigma'$ is $\zeta_0 = \zeta_d$. Assume that there is a controller $C$ for which $\Sigma_c$ is stably equivalent to $\Sigma'$ and operates in fundamental mode. Then, there is a non-deficient subordinate list $\Lambda$ of the output equivalence list $E(\Sigma_g, \Sigma')$ for which $\Delta(\Sigma_g, \Lambda) \geq K(\Sigma')$ and $x_0 \in \Lambda^d$. ♦

The proof of the above Lemma 4-9 is similar to the proof of the Lemma 4.11 in Geng and Hammer (2005). The difference is that a generalized machine appears here instead of a regular machine $\Sigma$. Recall that all the underlying states of a burst state or a common output state in the generalized machine $\Sigma_g$ are the same states in the original machine $\Sigma$ and those underlying states have the same output value. Thus, when applying a real input character $u$ to the generalized machine $\Sigma_g$ at a generalized state $x'$, it is the same to apply this input character $u$ to the real machine $\Sigma$ at any underlying state of that generalized state $x'$. The real machine $\Sigma$ will generates the same output value as the generalized machine $\Sigma_g$ does.

The condition of Lemma 4-9 is not only a necessary condition, but also a sufficient condition for the existence of a controller to solve the model matching problem. The inequality $\Delta(\Sigma_g, \Lambda) \geq K(\Sigma')$ guarantees that the corresponding output values of the two machines match. If the model $\Sigma'$ has a stable transition from a state $\zeta^i$ to state $\zeta^j$, then the machine $\Sigma_g$ has a
stable and detectable transition from every state in $\Lambda^i$ to a state in $\Lambda^j$. Thus, we only need to construct a controller $C$ which generates the input string that takes $\Sigma_g$ from a state in $\Lambda^i$ to a state in $\Lambda^j$. This controller should be a combination of an observer and a control unit as described in Figure 2-3.

**Theorem 4-10** Let $\Sigma_g=(A, Y, \tilde{X}, x_0, s_g, h_g)$ and $\Sigma'=(A, Y, X', s', h')$ be stably reachable asynchronous machines, where $\Sigma'$ is stably minimal. Let $X'=\{\zeta^1, ..., \zeta^q\}$ be the state set of $\Sigma'$, where the initial condition of $\Sigma'$ is $\zeta_0 = \zeta^d$. Then the following two statements are equivalent.

(i) There is a controller $C$ for which $\Sigma_c = \Sigma'$, where $\Sigma_c$ operates in fundamental mode and is well posed.

(ii) There is a non-deficient subordinate list $\Lambda$ of the output equivalence list $E(\Sigma_g, \Sigma')$ such that $\Delta(\Sigma_g, \Lambda) \geq K(\Sigma')$ and $x_0 \in \Lambda^d$.

Moreover, when (ii) holds, the controller $C$ can be designed as a combination of an observer $B$ and a control unit $F$ as depicted in Figure 2-3 and the observer is given by Equation 2-4.

**Proof.** The generalized machine $\Sigma_g$ has a generalized state set $\tilde{X} = \{x^1, x^2, ..., x^t\}$. All the underlying states of the generalized states $\{x^1, x^2, ..., x^t\}$ in this set $\tilde{X}$ are the same states in the set $X$ of the original machine $\Sigma$. Since all the real states included in a burst state or in a common output state will work with the same input value, the same input value can be used on the real machine. Furthermore, the output of a burst state or a common output state is the same as that of the underlying states. Hence, the operation of the real machine is as same as before the
introducing of the generalized machine. Thus, we can use the same method in Geng and Hammer (2005) on the generalized machine, i.e., to find a controller for $\Sigma_g$.

The Lemma 4-9 indicates that statement (i) implies statement (ii). Now let us assume that (ii) is valid. Let $\Lambda=\{\Lambda^1, ..., \Lambda^q\}$ be a subordinate list of $E(\Sigma_g, \Sigma')$ satisfying $\Delta(\Sigma_g, \Lambda) \geq K(\Sigma')$ and $x_0 \in \Lambda^d$. Using $\Lambda$, we build a controller $C$ for which the closed loop system $\Sigma_c$ of 1.1 is stably equivalent to the model $\Sigma'$, is well posed, and operates in fundamental mode. The controller $C$ is a combination of an observer $B$ and a control unit $F$ as depicted in Figure 2-3. The observer $B$ is given by Proposition 3-16, so we complete the proof by constructing the control unit $F$. Recall that the control unit $F$ is an asynchronous machine $F=(A \times \tilde{X}, A, \Xi, \xi_0, \phi, \eta)$ with two inputs: the external input $v \in A$ and the output $\omega \in \tilde{X}$ of the observer $B$. To complete the construction of the controller $C$, we need to derive the recursion function $\phi$ and the output function $\eta$ of the unit $F$.

Assume that $\Sigma'$ is at the stable state $\zeta^i$ and that $\Sigma_g$ is at a stable state $\chi \in \Lambda^i$. Note that $\zeta^i$ is either the initial condition $x_0 \in \Lambda^d$ of $\Sigma'$ or the outcome of a detectable stable transition; $\chi$ is either the initial condition $x_0 \in \Lambda^d$ of $\Sigma_g$ or the outcome of a detectable stable transition.

Assume the external input character switches to the character $w$. Then the model $\Sigma'$ moves to its next stable state $s'(\zeta^i, w) = \zeta^j$. Recall that $s_g$ is the generalized stable recursion function of $\Sigma_g$.

The inequality $\Delta(\Sigma_g, \Lambda) \geq K(\Sigma')$ implies that there is an input string $u=u_1u_2...u_r$ such that the stable combinations $(\chi, u_1), (s_g(\chi, u_1), u_2), ..., (s_g(\chi, u_1u_2...u_{r-1}), u_r)$ are all detectable, and such that the state $x_r := s_g(\chi, u)$ belongs to $\Lambda^i$. Define the intermediate states

$$X_1 := s_g(\chi, u_1), x_2 := s_g(x_1, u_2), ..., x_r = s_g(x_{r-1}, u_r).$$

(4-1)
As the combinations \((x_i, u_i), i=1, \ldots, r,\) are all stable and detectable combinations, the states \(x_1, \ldots, x_r\) appear as output values of the observer \(B\) immediately after having been reached by \(\Sigma_g\). The situation can be depicted as follows.

\[
\begin{align*}
\Sigma': & \quad \zeta^i \xrightarrow{w} \zeta^j \\
\Sigma_g: & \quad \chi \in \Lambda^i \xrightarrow{u_1 u_2 \ldots u_r} x_r \in \Lambda^j
\end{align*}
\]

Figure 4-1. Equivalence of two asynchronous machines \(\Sigma'\) and \(\Sigma_g\)

The objective of the control unit \(F\) is to generate the string \(u = u_1 u_2 \ldots u_r\) and apply it as input to the real machine \(\Sigma\). This action achieves model matching for the present transition for the following reason. The string \(u\) drives the system \(\Sigma_g\) to the stable state \(x_r\), which then becomes the next stable state of the closed loop system \(\Sigma_c\). Then, since \(h(x) = h[\Lambda^j] = h'(\zeta^j)\), the next stable state of \(\Sigma_c\) produces the same output value as the model \(\Sigma'\) to match the model’s response.

Note that the control unit \(F\) must operate in a fundamental mode, so the whole system must have reached a stable combination before the \(F\) generates the next input character for \(\Sigma_g\). Then, we construct a recursion function \(\phi\) for \(F\) to implement the above behavior. Keeping in mind the requirement of fundamental mode operation of the machines, we need to make sure that the control unit \(F\) generates the string \(u\) one character at a time and at each step that the composite system has reached a stable combination before generating the next character. As the string \(u\) has \(r\) characters, the control unit \(F\) needs \(r\) states to accomplish this: \(\xi^1(\chi, \zeta^i, w), \ldots, \xi^r(\chi, \zeta^i, w)\). The resulting set of states
\[ \Xi(\chi, \zeta^i, w) := \{\xi^1(\chi, \zeta^i, w), \ldots, \xi^r(\chi, \zeta^i, w)\} \]

is associated with the state \( \zeta^i \) of \( \Sigma' \), the state \( \chi \) of \( \Sigma \), and the external input character \( w \). To account for all possible such combinations, the control unit \( F \) needs the state set

\[ \Xi := \xi_0 \cup \{\bigcup_{i=1}^{\Xi} \cup_{w \in A}^{\Xi}(\chi, \zeta^i, \omega)\}, \]

where \( \xi_0 \) is the initial state of \( F \). We shall use the following notation. For a state \( x \) of the machine \( \Sigma_g \), let

\[ U(x) := \{a \in A : s_g(x, a) = x\} \]

be the set of all input characters that form stable combinations with \( x \). Similarly, for a state \( \zeta \) of the machine \( \Sigma' \), let

\[ U'(\zeta) := \{a \in A : s'(\zeta, a) = \zeta\} \]

be the set of all input characters that form stable combinations with \( \zeta \).

Recalling that the control unit is an input/state asynchronous machine \( F = (A \times \tilde{X}, A, \Xi, \xi_0, \phi, \eta) \). The recursion function of \( F \) is a function \( \phi: \Xi \times \tilde{X} \times A \to \Xi \) and the output function of \( F \) is denoted by \( \eta: \Xi \times \tilde{X} \times A \to A \). Referring to the configuration (2.24), the output \( \omega \in \tilde{X} \) of the observer \( B \) is one of the inputs of \( F \), and the other input is the external input \( v \in W \). Then, \( \phi \) and \( \eta \) are defined as follows.

(i) Let the closed loop system \( \Sigma_c \) be at a stable combination, where \( \Sigma_g \) is at the state \( \chi \), namely, the real machine \( \Sigma \) is at one of the underlying states of the generalized state \( \chi \). The observer \( B \) has the output value \( \omega = \chi \), and control unit \( F \) is at a state \( \xi \in \Xi \). Select an element \( c \in U(\chi) \), and define

\[ \phi(\xi, (\chi, b)) := \xi \text{ for all } b \in U'(\zeta^i), \]
\[ \eta(\xi_r(\chi, a)) := c \text{ for all } a \in A. \]

This guarantees that the closed loop system \( \Sigma_c \) and the model \( \Sigma' \) operate in fundamental mode.

(ii) Suppose that the external input switches to a character \( w \) satisfying \( s'(\zeta^i, w) = \zeta^j \).

Then, the control unit \( F \) needs to generate the input string \( u = u_1u_2\ldots u_r \) to take \( \Sigma_g \) through the chain of states \( x_1, \ldots, x_r \) to the state \( x_r \in \Lambda \). Meanwhile the output of the observer \( B \) will track the state sequence \( x_1, \ldots, x_r \). Thus, the recursion function \( \phi \) is defined as follows.

\[
\phi(\xi_r(\chi, w)) := \xi^1_r(\chi, \zeta^i, w), \\
\phi(\xi^k_r(\chi, \zeta^i, w), (x_k, w)) := \xi^{k+1}_r(\chi, \zeta^i, w), \quad k = 1, 2, \ldots, r-1, \\
\eta(\xi^k_r(\chi, \zeta^i, w), (z, b)) := u_k, \quad \text{for any } (z, b) \in \hat{X} \times A, k = 1, 2, \ldots, r.
\]

(iii) In response to the last input character \( u_r \) produced by \( F \), the machine \( \Sigma_g \) reaches the desired stable state \( x_r \), which implies the real machine \( \Sigma \) reaches one of the underlying states of the generalized stable state \( x_r \). The machine \( \Sigma_g \) needs to remain at the state \( x_r \) until the external input switches from \( w \) to another character. Then, choose an element \( v \in U(x_r) \) and assign

\[
\phi(\xi^r_r(\chi, \zeta^i, w), (x_r, w)) := \xi^r_r(\chi, \zeta^i, w), \\
\eta(\xi^r_r(\chi, \zeta^i, w), (z, b)) := v, \quad \text{for all } (z, b) \in \hat{X} \times A.
\]

This completes the construction of the control unit \( F \). Note that whenever the machine \( \Sigma_g \) is at a generalized state \( x \), the real machine \( \Sigma \) is at an corresponding underlying state \( x' \) of this generalized state \( x \) and \( h_g(x) = h(x') \). This construction achieves model matching of the generalized machine \( \Sigma_g \) to the model \( \Sigma' \) with fundamental model operation as well. This concludes the proof. ♦
The proof of Theorem 4-10 includes an algorithm for the construction of a controller $C$ solving the model matching problem. Then, we use the Algorithm 4.14 in Geng and Hammer (2005) to build a list $\Lambda$ that satisfies condition (ii) of this theorem whenever such a list exists. This algorithm and Theorem 4-10 give a comprehensive and constructive solution of the model matching problem. A recursive process is used in the algorithm to build a decreasing chain of subordinate lists. The last list in this chain, if not deficient, satisfies condition (ii) of Theorem 4-10; if the last list of the chain is deficient, then there is no controller that solves the requisite model matching problem.

Let $\Sigma_g=(A, Y, \tilde{X}, x_0, s_g, h_g)$ and $\Sigma'=(A, Y, X', s', h')$ be the machines of Theorem 4.8, let $E(\Sigma_g, \Sigma') = \{E_1, \ldots, E^q\}$ be their output equivalence list, and let $K(\Sigma')$ be the skeleton matrix of $\Sigma'$. The following steps yield a decreasing chain $\Lambda(0) \succ \Lambda(1) \succ \ldots \succ \Lambda(r)$ of subordinate lists of $E(\Sigma_g, \Sigma')$. The members of the list $\Lambda(i)$ are denoted by $\Lambda^1(i), \ldots, \Lambda^q(i)$; they are subsets of the state set $\tilde{X}$ of $\Sigma_g$.

**Algorithm 4-11** Let $\Sigma_g=(A, Y, \tilde{X}, x_0, s_g, h_g)$ and $\Sigma'=(A, Y, X', s', h')$ be the machines of Theorem 4-10, let $E(\Sigma_g, \Sigma') = \{E_1, \ldots, E^q\}$ be their output equivalence list, and let $K(\Sigma')$ be the skeleton matrix of $\Sigma'$. The following steps yield a decreasing chain $\Lambda(0) \succ \Lambda(1) \succ \ldots \succ \Lambda(r)$ of subordinate lists of $E(\Sigma_g, \Sigma')$. The members of the list $\Lambda(i)$ are denoted by $\Lambda^1(i), \ldots, \Lambda^q(i)$; they are subsets of the state set $\tilde{X}$ of $\Sigma_g$.

**Start Step:** Set $\Lambda(0) := E(\Sigma_g, \Sigma')$.

**Recursion Step:** Assume that a subordinate list $\Lambda(k) = \{\Lambda^1(k), \ldots, \Lambda^q(k)\}$ of $E(\Sigma_g, \Sigma')$ has been constructed for some integer $k \geq 0$. For each pair of integers $i,j \in \{1, \ldots, q\}$, let $S_{ij}(k)$ be
the set of all states \( x \in \Lambda^i(k) \) for which the \((i,j)\) element of \( \Delta(\Sigma_g, \Lambda^i(k)) \) is 0; i.e., \( S_{ij}(k) \) consists of all states \( x \in \Lambda^i(k) \) for which there is no chain of stable and detectable transitions to a state of \( \Lambda^i(k) \). Note that \( S_{ij}(k) \) may be empty. Then set

\[
T_{ij}(k) := \begin{cases} 
S_{ij}(k) & \text{if } K_{ij}(\Sigma')=1; \\
\phi & \text{if } K_{ij}(\Sigma')=0.
\end{cases}
\]

Now, using \( \setminus \) to denote set difference, define the subsets

\[
V^i(k) := \bigcup_{j=1,\ldots,q} T_{ij}(k), \quad i = 1, \ldots, q
\]

\[
\Lambda^i(k+1) := \Lambda^i(k) \setminus V^i(k), \quad i = 1, \ldots, q
\]

Then, the next subordinate list in our decreasing chain is given by

\[
\Lambda(k+1) := \{ \Lambda^1(k+1), \ldots, \Lambda^q(k+1) \}.
\]

Test Step: the algorithm terminates if the list \( \Lambda(k+1) \) is deficient or if \( \Lambda(k+1) = \Lambda(k) \); otherwise, repeat the Recursion Step, replacing \( k \) by \( k+1 \).

4.3 A Comprehensive Example of Controller Design

Consider an asynchronous machine \( \Sigma = (A, Y, X, x_0, f, h) \) with the input alphabet \( A = \{a, b, c\} \), the output alphabet \( Y = \{0, 1, 2\} \), and the state set \( X = \{x^1, x^2, x^3, x^4\} \). There is a critical race pair \((x^1, c)\) in the machine (Tables 2-1, Figure 2-1). Let another machine \( \Sigma' = (A, Y, X', \zeta_0, f', h') \) be the desired model (Table 4-1, Figure 4-2).

The initial state of \( \Sigma \) is \( x_0 = x^1 \) and the initial state of \( \Sigma' \) is \( \zeta_0 = \zeta^1 \). After introducing a burst state \( x^5 = \{x^2, x^3\} \), we have the generalized machine \( \Sigma_g \) of \( \Sigma \) (Table 4-2).
Table 4-1. Transition table of the machine $\Sigma'$

<table>
<thead>
<tr>
<th>$\zeta^1$</th>
<th>$\zeta^1$</th>
<th>$\zeta^2$</th>
<th>$\zeta^3$</th>
<th>Y</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\zeta^2$</td>
<td>$\zeta^1$</td>
<td>$\zeta^2$</td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>$\zeta^3$</td>
<td>$\zeta^3$</td>
<td></td>
<td>$\zeta^3$</td>
<td>2</td>
</tr>
</tbody>
</table>

Figure 4-2. State flow diagram of the machine $\Sigma'$

Table 4-2. Stable state transition table of the machine $\Sigma_g$

<table>
<thead>
<tr>
<th>$x^1$</th>
<th>$x^1$</th>
<th>$x^4$</th>
<th>$x^4$</th>
<th>Y</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x^2$</td>
<td>$x^1$</td>
<td>$x^4$</td>
<td>$x^2$</td>
<td>1</td>
</tr>
<tr>
<td>$x^3$</td>
<td>$x^1$</td>
<td>-</td>
<td>$x^3$</td>
<td>1</td>
</tr>
<tr>
<td>$x^4$</td>
<td>$x^1$</td>
<td>$x^4$</td>
<td>-</td>
<td>2</td>
</tr>
<tr>
<td>$x^5$</td>
<td>$x^1$</td>
<td>-</td>
<td>$x^5$</td>
<td>1</td>
</tr>
</tbody>
</table>

The initial state of $\Sigma_g$ is $x_0 = x^1$. From Table 2-1 and Table 4-2., the output equivalence list is $E(\Sigma_g, \Sigma') = \{E^1, E^2, E^3\}$, where $E^1 = \{x^1\}$, $E^2 = \{x^2, x^3, x^5\}$, $E^3 = \{x^4\}$. The preliminary generalized skeleton matrix of the generalized machine is $K_1(\Sigma_g)$ and the skeleton matrix of the model is $K(\Sigma')$. 
The subordinate list $\Lambda$ of the output equivalence list $E(\Sigma_g, \Sigma')$ is

$$
\Lambda^1(1) = \{x_1\}, \Lambda^2(1) = \{x_2, x_3, x_5\}, \Lambda^3(1) = \{x_4\}.
$$

The fused skeleton matrix is $\Delta(\Sigma_g, \Lambda)$ that satisfies

$$
\Delta(\Sigma_g, \Lambda) = \begin{bmatrix}
1 & 1 & 1 \\
1 & 1 & 1 \\
1 & 1 & 1
\end{bmatrix}
\geq
\begin{bmatrix}
1 & 1 & 1 \\
1 & 1 & 1 \\
0 & 0 & 1
\end{bmatrix} = K(\Sigma').
$$

Thus, there exists a controller $C$ to turn the machine $\Sigma$ into a deterministic machine that matches the model $\Sigma'$.

We have a generalized machine $\Sigma_g = (A, Y, \tilde{X}, x_0, s_g, h_g)$ with the state set $\tilde{X} = \{x_1, \ldots, x_5\}$ and a subordinate list $\Lambda(1) = \{\Lambda^1(1), \Lambda^2(1), \Lambda^3(1)\}$ that satisfies $\Delta(\Sigma_g, \Lambda(1)) \geq K(\Sigma')$ and $x^1 \in \Lambda^1(1)$. According to the process of construction of the controller $C$ that is described before, we derive the control unit $F$ and combine it with the observer $B$ of Equation 2-4. Then, we have the corrective controller $C$ as shown in Figure 2-3.
Recall that the initial state of $\Sigma_g$ is $x_0 = x^1$ and the initial state of $\Sigma'$ is $\zeta_0 = \zeta^1$. Maintain the external input character as $a$ to keep $\Sigma'$ at the state $\zeta^1$ and maintain the external input character as $a$ to keep $\Sigma_g$ at the state $x^1$. Now we construct $F$ as follows. Set the initial state of $F$ to $\xi_0$. Denote the states of the observer $B$ by $\{x^1, x^2, x^3, x^4, x^5\}$ and set the initial state of $B$ to $x^1$. Thus, we have $U(x^1) = \{a\}$ and $U'(\zeta^1) = \{a\}$ and

$$F: \quad \phi(\xi_0, (x^1, a)) := \xi_0,$$
$$\eta(\xi_0, (x^1, a)) := a.$$

$$B: \quad \sigma(x^1, (a, \beta)) = x^1 \text{ for all } \beta \in Y^*.$$  

Assume then the external input character switches from $a$ to $b$. For the machine $\Sigma'$, $s'(\zeta^1, b) = \zeta^2$ and $h'(\zeta^1) = 0$ and $h'(\zeta^2) = 1$, so this transition is detectable. In order to simulate this transition, the system $\Sigma_g$ has to move to a state in $\Lambda^2 = \{x^2, x^3, x^5\}$. Since $s_g(x^1, c) = x^5$. For the real machine $\Sigma$, it needs to move to either state $x^2$ or state $x^3$ and it does not matter in which state the $\Sigma$ really stays. In either case, the control unit $F$ needs to generate the character $c$ to serve as input for $\Sigma$ so that

$$F: \quad \phi(\xi_1(x^1, \zeta^1, b), (x^1, b)) = \xi_1(x^1, \zeta^1, b),$$
$$\eta(\xi_1(x^1, \zeta^1, b), (x^1, b)) = c.$$  

$$B: \quad \sigma(x^1, (c, \beta)) = \begin{cases} x^5 \text{ for } \beta = 01; \\ x^1 \text{ otherwise.} \end{cases}$$  

$$F: \quad \phi(\xi_1(x^1, \zeta^1, b), (x^5, b)) = \xi_1(x^1, \zeta^1, b),$$
$$\eta(\xi_1(x^1, \zeta^1, b), (x^5, b)) = c.$$  

$$B: \quad \sigma(x^5, (c, \beta)) = x^5 \text{ for all } \beta \in Y^*.$$
Now consider the other option: the machine $\Sigma_g$ is at a stable combination with the state $x^1 \in \Lambda^1$ and $\Sigma'$ is at a stable combination with the state $\zeta^1$, when the external input character switches from $a$ to $c$. For the machine $\Sigma'$, $s'(\zeta^1, c) = \zeta^3$ and $h'(\zeta^1) = 0$ and $h'(\zeta^3) = 2$. Thus this transition is detectable as well. To simulate this transition, the machine $\Sigma_g$ needs to move to a state in $\Lambda^3 = \{x^4\}$, i.e. to $x^4$. So does the real machine $\Sigma$. Since $s(x^1, b) = x^4$, the control unit $F$ needs to generate the character $b$ and this leads to the following

$$F: \quad \phi(\xi_0, (x^1, c)) = \xi^1(x^1, \zeta^1, c),$$
$$\eta(\xi^1(x^1, \zeta^1, c), (x^1, c)) = b.$$

$$\Sigma_g: \quad s(x^1, b) = x^4,$$
$$\beta(x^1, b) = h(x^1)h(x^4) = 02$$

$$B: \quad \sigma(x^1, (b, \beta)) = \begin{cases} x^4 & \text{for } \beta = 02; \\ x^1 & \text{otherwise}. \end{cases}$$

Then, assume the machine $\Sigma$ stays at a stable combination with the state $x^2 \in \Lambda^2$ and the model is at a stable combination with the state $\zeta^2$, when the external input character switches to $a$. The model’s response is $s'(\zeta^2, a) = \zeta^1$ so $F$ needs to generate an input character $a$ to drive $\Sigma$ to a state in $\Lambda^1 = \{x^1\}$. So we have

$$F: \quad \phi(\xi^1(x^1, \zeta^2, b), (x^2, a)) = \xi^1(x^2, \zeta^2, a),$$
$$\eta(\xi^1(x^2, \zeta^2, a), (x^2, a)) = a.$$

$$\Sigma_g: \quad s(x^2, a) = x^1,$$
$$\beta(x^2, a) = h(x^2)h(x^1) = 10$$

$$B: \quad \sigma(x^2, (a, \beta)) = \begin{cases} x^1 & \text{for } \beta = 10; \\ x^2 & \text{otherwise}. \end{cases}$$
Another possibility is that $\Sigma$ is in a stable combination with the state $x^3 \in \Lambda^2$ and the model is at a stable combination with the state $\zeta^2$, when the external input character switches from $b$ to $a$. The model’s response is $s'(\zeta^2, a) = \zeta^1$ so $F$ needs to generate an input character $a$ to drive $\Sigma$ to a state in $\Lambda^1 = \{x^1\}$. Then

$F$: \begin{align*}
\phi(\xi^1(x^1, \zeta^1, b), (x^3, a)) &= \xi^1(x^3, \zeta^2, a), \\
\eta(\xi^1(x^3, \zeta^2, a), (x^3, a)) &= a.
\end{align*}

$\Sigma_g$: \begin{align*}
s(x^3, a) &= x^1, \\
\beta(x^3, a) &= h(x^3)h(x^1) = 10
\end{align*}

$B$: \begin{align*}
\sigma(x^3, (a, \beta)) &= \begin{cases} 
  x^1 & \text{for } \beta = 10; \\
  x^3 & \text{otherwise.}
\end{cases}
\end{align*}

Assume further that $\Sigma_g$ is in a stable combination with the state $x^5 \in \Lambda^2$ and the model is at a stable combination with the state $\zeta^2$, when the external input character switches from $b$ to $a$. This case is a combination of the above two cases. Thus, $F$ will generate an input $a$ to drive $\Sigma$ to a state in $\Lambda^1 = \{x^1\}$. Then

$F$: \begin{align*}
\phi(\xi^1(x^1, \zeta^1, b), (x^5, a)) &= \xi^1(x^5, \zeta^2, a), \\
\eta(\xi^1(x^5, \zeta^2, a), (x^5, a)) &= a.
\end{align*}

$\Sigma_g$: \begin{align*}
s(x^5, a) &= x^1, \\
\beta(x^5, a) &= h(x^3)h(x^1) = 10
\end{align*}

$B$: \begin{align*}
\sigma(x^5, (a, \beta)) &= \begin{cases} 
  x^1 & \text{for } \beta = 10; \\
  x^5 & \text{otherwise.}
\end{cases}
\end{align*}

This completes the construction of the corrective controller $C$ for the model matching problem. The state set of the control unit $F$ is

$\Xi = \{\xi_0, \xi^1(x^1, \zeta^1, b), \xi^1(x^1, \zeta^1, c), \xi^1(x^2, \zeta^2, a), \xi^1(x^3, \zeta^2, a), \xi^1(x^5, \zeta^2, a)\}$. 
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The above state set can be reduced to three states and \( F \) can be depicted by Figure 4-3 (the notation near the arrows indicates the information of (output of the observer \( B \), input of \( \Sigma_c \))/output of \( F \)).

![State transitions diagram of control unit F](image1)

Figure 4-3. State transitions diagram of control unit \( F \)

The observer \( B = (A \times Y^*, \tilde{X}, Z, z_0, \sigma, I) \) is defined according to Equation 2-4 and described by Figure 4-4. The controller is the combination of \( F \) and \( B \) according to Figure 2-3.

![State transitions diagram of observer B](image2)

Figure 4-4. State transitions diagram of observer \( B \)
CHAPTER 5
SUMMARY AND FUTURE WORK

In the present work, the feedback controllers are introduced to correct the faulty behavior of asynchronous machines. When critical races afflict the asynchronous machine, the existence of the controllers offer a solution to eliminate the effects of the critical races while controlling the machine to match a desirable race-free model. We call the problems as Model-Matching Problems. This approach discloses an interesting and constructive field in which many related topics are worth investigating.

The solutions have been obtained to the Model-Matching Problem for asynchronous input/output machines. The concept of generalized state has been used to describe a persistent state of the machine $\Sigma$ about which only partial information is available. The generalized state allows us to use the partial information available about the state of $\Sigma$ to continue controlling the machine as best as possible toward the goal of achieving model matching, while taking best advantage of the available information about $\Sigma$. The results of the Model-Matching Problem include necessary and sufficient conditions for the existence of the controller, and algorithms for its construction whenever a controller exists.

The following list is the possible topics for future research:

(i) The algorithm for transforming the generalized stable reachability matrix into skeleton matrix has been proposed in chapter 3. However, before that we need to raise the power of the generalized one-step reachability matrix, which requires a large amount of computation. When the state set of the machine is large, this issue is more significant. If we can obtain a likely one-step skeleton matrix from the one-step reachability matrix and raise the power of this numerical skeleton matrix instead, then the calculation is much simpler. But we need spend time to keep all the information that we need in the transforming and computation.

(ii) The introduction of generalized state transforms an asynchronous machine with critical races into a deterministic machine. However, the state space is enlarged depending on the number of critical races. If we can minimize the state space, then it will increase the speed of computation significantly too.
(iii) Although we can construct an output feedback controller for the closed loop system to eliminate the effects of critical race whenever a controller exists, this controller may not be minimal. We can also work on this issue to find out a good strategy to minimize the controller.

(iv) The present discussion excludes the existence of infinite cycles in the existing machine. We shall deal with the situation when both critical races and infinite cycles occur in the defective machine.

The controller constructed in the present work ensures that the closed-loop system in Figure 1-1 and Figure 2-3 operates in fundamental mode. The input changes were only allowed during stable combinations. This requires the restriction of the controlled machine to those without any unstable cycles; otherwise the controller can’t do anything to correct the machine once the machine enters a cycle.
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