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Natural flight as a source of inspiration for aircraft design was prominent with early aircraft but became marginalized as aircraft became larger and faster. With recent interest in small unmanned air vehicles, biological inspiration is a possible technology to enhance mission performance of aircraft that are dimensionally similar to gliding birds. Serial wing joints, loosely modeling the avian skeletal structure, are used in the current study to allow significant reconfiguration of the wing shape. The wings are reconfigured to optimize aerodynamic performance and maneuvering metrics related to specific mission tasks. Wing shapes for each mission are determined and related to the seagulls, falcons, albatrosses, and non-migratory African swallows on which the aircraft are based. Variable wing geometry changes the vehicle dynamics, affording versatility in flight behavior but also requiring appropriate compensation to maintain stability and controllability. Time-varying compensation is in the form of a baseline controller which adapts to both the variable vehicle dynamics and to the changing mission requirements. Wing shape is adapted in flight to minimize a cost function which represents energy, temporal, and spatial efficiency. An optimal control architecture unifies the control and adaptation tasks.
CHAPTER 1
INTRODUCTION

1.1 Motivation

Research in some areas of atmospheric sciences is facilitated by the proliferation of unmanned air vehicle (UAV) technology. UAVs are able to safely support high-risk experiments with lower costs relative to a manned flight program. Such experiments can yield highly beneficial results that support further technological advancements. The usefulness of UAVs becomes evident with a cursory survey of disparate fields in science and application. Flight dynamics and control engineers are increasingly turning toward UAVs for testing advanced system identification and control techniques that cannot be safely conducted on a manned vehicle. Wildlife biologists are using UAVs to conduct population surveys on species in remote areas where the cost, noise, and required infrastructure of manned vehicles are excessive. Non-science uses of UAVs include military reconnaissance, police crime-scene investigations, border patrol, and fire fighting.

The widespread use of UAVs underscores a fundamental limitation in the aircraft design process. The wide range of airspeeds, altitudes, and maneuverability requirements encountered in UAV missions can be beyond the design range of the UAV. The result is a flight system that performs at a lower level of maneuverability or efficiency than the operator may desire during certain portions of a mission. The design process of a UAV involves finding a fixed configuration that best compromises between the imagined mission scenarios. Such a compromised design prevents the UAV from operating under varied flight conditions with a constantly high efficiency.

Consider a UAV that is required to engage in a two-part mission consisting of a maximum-endurance persistence phase and a maximum-speed pursuit phase. An aircraft optimized for the former would achieve a high-lift to drag ratio at a specific angle of attack and may feature high-aspect ratio wings. In transitioning to the pursuit phase, the aircraft may operate at an inefficient angle of attack and be subject to undesirable drag and structural flexibility due to the wing design. Furthermore, a fixed aircraft design may be a poor
compromise between the stability and maneuverability requirements of different mission segments. Such a compromise may result in an aircraft that has diluted performance at all extremes of the flight envelope. Figure 1.1 shows a geometry comparison of two UAVs, one designed for endurance and the other for combat engagement.

![Figure 1-1. Two dissimilar UAVs designed for disparate tasks, Predator variant (left) and X-45 variant (right)[18]](image)

A possible solution to the limitations of fixed-configuration aircraft is the use of morphing to dramatically vary the vehicle shape for different mission segments. Morphing is envisioned for many types of vehicles that engage in multi-part missions. The technology is particularly attractive for UAVs because possibilities for endurance and maneuverability are greatly expanded over manned vehicles.

The appeal of morphing is that the vehicle design is adapted in flight to achieve different mission objectives. A morphing aircraft might morph into distinct shapes, where each configuration is locally optimal for a particular task of a desired mission. Additionally, shape deformations of morphing aircraft can provide high levels of maneuverability compared to conventional control surfaces.

The substantial benefits of a morphing aircraft come with considerable technological challenges. DARPA and NASA envision future aircraft as having highly reconfigurable, continuous-moldline control systems composed of hundreds or thousands of shape-affecting actuators. Actuator and structural technologies needed to achieve such a goal are still relatively immature and confined to laboratory studies. The compliant shape of a morphing airplane may result in increasingly flexible structures that are prone to
aeroelastic problems or even excessive deformation under aerodynamic loads. Morphing aircraft also pose challenges in the area of sensing and instrumentation due to the large number of sensors required and the effect of the shape change on sensitive measurements such as accelerations, angle of attack, and sideslip.

Perhaps the most under-served area of morphing technology in the literature is the area of dynamics and control. Significant contributions are made in actuators and aeroelasticity while the rigid-body motion and stabilization of morphing aircraft is largely unaddressed. Complications in the vehicle model such as time-dependent dynamics and highly nonlinear, coupled control pose considerable challenges.

Another open area of research addresses the challenge in identifying how to use the morphing effectively to satisfy or improve upon current mission profiles. The possibility of a highly reconfigurable aircraft is quite appealing and poses difficult questions related to how shape-optimization can be performed in-flight and how the vehicle can be made to autonomously morph into different shapes.

As with most other problems in aerospace, morphing developments are usually performed with respect to a specific size and weight application. For instance, a morphing actuator designed for small UAVs is unlikely to be useful for transport-category aircraft. It is with this limitation that the current work proposes to address open areas of research in the application of morphing to small UAVs or Micro Air Vehicles (MAV) that may engage in a broad range of missions.

UAVs are primarily tasked with reconnaissance missions, which require surveillance of targets of interest using a variety of sensors. Large UAVs, such as the Predator, fly for extended periods at high altitudes to provide persistent observation of a broad area[18]. The aircraft operate in far-and-away environments largely free of obstacles and traffic. The data gathered from such operations affords excellent regional awareness, but lacks local detail that may be obscured by buildings and structures.
Small UAVs are uniquely qualified to observe targets which lie within environments populated with buildings, alleys, bridges, and trees. The small size and low speed of the vehicles permits operations within an urban environment, within line-of-sight of targets underneath canopies or otherwise obscured from observation from above. The flight path for a small vehicle depends not only on the location of the target, but also on obstacles which affect visibility and trajectory permissibility. Such a path affords a perspective of the environment which enhances local awareness compared to a remote observer.

A typical mission for a small, urban reconnaissance UAV may involve such disparate segments as cruise, steep descent, obstacle avoidance, target tracking, and high-speed dash. Each phase of the mission may be performed in regions where atmospheric disturbances are very large in comparison to the flight speed, thus requiring significant control power for disturbance rejection. The mission phases are also sufficiently distinct so as to require very different vehicle geometries for successful completion. A current UAV, specifically the AeroVironment Pointer, features a long, slender wing with rudder and elevator control surfaces and no wing-borne control surfaces. Cruise, loiter, and broad surveillance missions are easily performed with such an aircraft but the fixed configuration prevents the vehicle from performing steep descents, aggressive maneuvers, and large airspeed variations. Conversely, a different vehicle designed for high-speed pursuit flight may excel at speed and maneuvering but lack the persistence necessary for loiter tasks.

Operating a UAV in urban environments depends upon the ability to safely perform the required flight path maneuvers and also on contingencies involving loss-of-control incidents. Both the maneuvering and the safety requirements promote a vehicle design which is small, lightweight, and operates at slow speeds. Acceleration forces due to intentional maneuvers or unintended collisions are small, which reduce the risk of damage in the latter case. Flight among buildings and other obstacles favors a small vehicle, which can maneuver through narrow corridors without impinging on the surroundings.
In the size and weight range of interest for small UAVs, the most prominent example of morphing is the various species of gliding birds, such as gulls, vultures, and albatrosses. Of these, the gulls arguably make the most use of wing-shape changes to effect flight path in different maneuvers. All gliding birds have been observed to vary the span, sweep, twist, gull-angle, and wing feather orientation over the course of a flight. The gull-angle appears to have a correlation with the steepness of descent, while different feather orientations likely correspond to aggressive maneuvering or soaring.

Figure 1-2. Different wing shapes used by a gliding gull through joint articulation

The motivation for using biological systems as inspiration for morphing flight vehicles lies in the similarity between the two with respect to size, weight, airspeed range, and operating environment. A Laughing Gull, for instance, has a wingspan of 1 meter, a flying mass of 322 grams, and a cruise airspeed of 13 meters per second. The gull specifications are quite similar to many small UAVs, with the possible exception of mass, which is usually higher on UAVs.

Given the similarities between birds and small UAVs, adapting ideas from biological systems for conventional flight is quite appropriate both in aerodynamic shape and mechanical structure. Significant shape changes on a UAV wing can be accomplished by simplifying the wing skeleton of a bird into a serial joint linkage mechanism. A flexible, membrane wing attached to the linkage allows the aerodynamic surface to smoothly deform into several different positions. The aerodynamic benefits of such a morphable wing are easily accomplished using simple, readily available electro-mechanical actuators. At the small scales of interest to MAVs, the strength of actuators is quite high compared
to structural stiffness or aerodynamic forces; thus, morphing can be achieved without immediate need for advanced actuation and structural technology. Although existing actuators provide a basic level of operation, improved shape-change effectors can be incorporated into the designs to enhance performance. In particular, combined structures and actuators can expand the wing configurability compared to a mechanical solution relying on hinges, bending, and twisting.

1.2 Problem Statement

The design of an aircraft capable of operating in an urban environment involves numerous challenges. The aircraft must have sufficient endurance for moderate-length missions yet must also be maneuverable to avoid collisions with obstacles and navigate through narrow corridors. The UAV is expected to follow a complex trajectory, with each segment having different requirements for endurance, maneuvering, and airspeed. The design requirements for each mission task are often conflicting which motivates the use of wing morphing to change the vehicle shape and performance in flight.

Several smaller challenges exist within the broad problem of a versatile aircraft design. The simplest question is one having morphological considerations. Into what shapes should an aircraft morph in order to achieve the range of performance required by the mission? How should biological-inspiration, taken from gliding birds, be used to influence the wing design and morphing action?

What control strategy is appropriate for an aircraft that may incur large changes in the stability and control over the range of morphing? Is there a relation between the maneuvering rates and the allowable morphing actuation speed? Can stability and controllability be guaranteed for all mission segments?

An additional problem is present in the control of the morphing configurations. How can the vehicle shape adapt efficiently to a complex, unknown trajectory? What metrics can be used in flight to estimate the optimal morphing configuration?
1.3 Dissertation Outline

I present a brief overview of the current research related to morphing aircraft design and dynamics. Discussion of biological flight studies is given to motivate the use of gliding birds as a source of inspiration for aircraft design. Simulation and wind tunnel studies of several morphing vehicles shows the significant performance benefits achievable through shape change. Robust control and adaptation literature are used to build the framework for control of a morphing aircraft.

My research discusses in greater detail the effect of wing and feather motions on the aerodynamics of gliding birds. Disparate wing shapes are compared to observed flight paths to hypothesize the function of each type of morphing. The musculo-skeletal structure of birds is then compared to mechanical components to show how biologically inspired morphing can be implemented on a flight vehicle.

The mission profile is segmented into individual maneuvers. The aerodynamic and dynamic characteristics needed for each maneuver are given. These characteristics provide the metrics for which the vehicle shape may be optimized. The equations of motions are derived for a morphing aircraft, including nonlinear and coupled terms that may become important for certain morphing configurations.

I use a robust-control framework to develop a time-varying controller that is able to compensate for the changing dynamics of the aircraft. Output and actuation weighting are used to specify a desired level of performance for each morphing condition. The different conditions are then linearly interpolated using methods based on linear parameter varying theory. Desired performance is specified by a mission-specific reference model. An adaptive architecture responds to errors in the tracking performance of the aircraft relative to the reference model and adapts controller gains.

I discuss application of optimal control theory to morphing aircraft control and adaptation problem. An indirect method is used initially to demonstrate the effect of morphing parametric dependence on the optimality of trajectory and aircraft shape.
solutions. A direct, numerical method demonstrates solutions for the rate trajectory, configuration adaptation, and maneuvering control of the vehicle.

1.4 Contributions

1. Increase maneuverability and endurance for a morphing MAV
2. Identify a desired mission profile to expand range of functionality by using morphing
3. Identify requirements of mission segments on aircraft dynamics and performance
4. Develop morphing micro air vehicle with biologically inspired morphing wings
5. Parameterize flight dynamics with respect to wing morphology
6. Develop closed-loop performance requirements over parameter space
7. Develop design point criteria for linear parameter varying framework
8. Maneuver aircraft using hybrid robust/optimal baseline adaptive controller
9. Develop adaptation algorithm for automatic control of morphing
10. Apply optimal control to rate command, shape adaptation, and maneuvering
CHAPTER 2
LITERATURE REVIEW

The first national programs designed to advance technologies to facilitate morphing aircraft were the AFRL Adaptive Flexible Wing and NASA Aircraft Morphing Programs. In the 1998 NASA paper[95], Wlezien et.al, described programmatic goals related to the use of “smart materials and actuators to improve efficiency, reduce noise, and decrease weight on a conventionally flown aircraft”. The scope of the morphing is relatively conservative, considering that the authors primarily intend to apply the technology to a limited class of air vehicles to achieve modest improvements in performance. The paper presents an overview of the disparate technologies needed to implement morphing, including unconventional materials, optimal aerodynamic analysis, aeroelastic modeling, time-varying dynamic modeling, and learning control systems. The authors propose the use of adaptive-predictive controllers that are able to “learn the system dynamics on-line and accommodate changes in the system dynamics”.

The NASA morphing initiative has since produced a number of excellent studies[22][95][79] on the aerodynamics and aeroelasticity of configuration morphing but has had a relatively small contribution to understanding the dynamics and control of morphing vehicles. Additionally, none of the concepts presented has matured to point of flight testing on a manned or unmanned air vehicle. The program, although limited, has successfully motivated subsequent progress by many researchers, perhaps including the DARPA Morphing Aircraft Structures program. A paper by Padula summarizes some of the developments after several years of work on the NASA morphing program[67]. The main contributions are cited as multidisciplinary design optimization of the vehicle configuration and advanced flow control. A novel aircraft control system is designed by using distributed shape change devices to achieve maneuvering control for a tailless vehicle.

A more recent DARPA initiative seeks to develop and field morphing technology to enable a broader range of functionality than that envisioned by the NASA program. In particular, the DARPA Morphing Aircraft Structures has specified a goal of morphing
the aircraft geometry such as wingspan, chord, twist, sweep, and planform shape by as much as 50\% of the nominal dimension. The gross variations in shape are envisioned for morphing the aircraft between two flight conditions with different airframe geometry requirements. In particular, a wing may morph from a long, slender configuration for cruise to a short, low-aspect ratio planform for high-speed flight. The transition of a wing from the high-aspect ratio, high wing area to a much smaller wing presents considerable structural challenges.

The DARPA morphing program has established goals to bring various shape-change strategies to flight maturity. In particular, three aerospace companies are each pursuing a form of wing morphing that varies a particular aspect of the geometry. The shape-changing mechanism are each based on biological systems or design parameters that afford freedom to change flight condition.

Lockheed Martin is developing a morphing unmanned air vehicle that uses a set of chordwise hinges to extend and retract the wing into a cruise and dash configuration, respectively. The morphing causing significant variations in the wingspan, aspect ratio, wing planform, wing position, and roll control effectiveness. The hinge mechanism opens new challenges in design, as the engineers try to find ways to articulate the joint without opening gaps in the wing surface and causing excessive drag [58].

NextGen Aeronautics is working on a similarly inspired concept of sliding skins to allow the wing to smoothly change in area[46]. The skins appear loosely based on bird feathers, where changing the overlap of adjacent feathers can be used to increase or decrease the wing surface area. For both birds and conventional aircraft, the ability to change wing area affords freedom to optimize aircraft lift-to-drag ratio for different flight conditions. The NextGen concept is able to address some of the concerns raised in the Lockheed design; namely, the sliding skins are able to preserve aerodynamic shape between morphing conditions. Furthermore, the concept is amenable to many possibilities for underlying structure and actuator combinations.
A special case of sliding skin morphing is under consideration by Raytheon, who is developing telescoping wings to vary wing span and aspect ratio. The possible uses of the Raytheon morphing strategy are very similar to the other two DARPA initiatives, where the aircraft transitions from a high-endurance to a high-speed configuration. The telescoping wings are relatively simple compared to some other morphing ideas, but offer benefits across a wide range of operating conditions. Perhaps most notable for civilian aircraft, telescoping wings allow for large wingspans to reduce stall speed and assist pilots in making safe landings. The beneficial characteristics on landing do not hamper cruise operation, where the wing can be retracted to allow for a high cruise airspeed.

The DARPA initiative in general has been an important development in morphing aircraft research. However, because much of the work is conducted in proprietary settings, some of the results are not available to the research community. The programs have proposed to solve many of the challenges facing morphing aircraft development, although promise of a flight demonstration has thus far not been fulfilled.

Morphing represents a dramatic change in design philosophy relative to recent aircraft. The seamless shape changing envisioned for morphing aircraft is in direct contradiction to the stiff, nominally rigid structures found on most modern aircraft. The compromise between flexibility required for shape change and stiffness required for aerodynamic load bearing represents one of the major challenges and perhaps limitations of morphing aircraft. Love et. al [57] of Lockheed have studied the effect of the DARPA-funded folding wing morphing on the ability to withstand loads from different maneuvers. The authors found that the the structural properties vary quite significantly between morphing conditions. They have proposed metrics by which the structures of such vehicles can be assessed in terms of airspeed, maneuvering, and actuator response.

Aircraft morphing presents challenges not only in technological hurdles, but also in accurately representing the result of the shape-change in a design, control, or structural sense. The challenge is illustrated by considering the difference between a conventionally
hinged wing and a freely deformable wing. The geometry of the former can be quite accurately represented by several fixed geometries that are rotated or translated relative to each other. Fowler flaps, for instance, rotate about a hinge point that itself moves aft. Conversely, a morphing wing may have a large number of actuators that allow deformations in span, chord, twist, and camber, where each type of deformation may be non-uniform over the wing. Even in the case of a single actuator that twists a part of the wing, describing such a geometry using conventional means is inadequate. The distribution of twist from the actuation point to the rest of the wing may be represented by a linear distance relationship or may be a complex function of the structure. In either case, accurate representation of the wing geometry requires more than one or two measurements.

Samareh (2000) [79] has proposed a method by which morphing geometries can be represented using techniques from computer graphics. Soft-object animation algorithms are used to parametrically represent the shape perturbation, as opposed to the geometry directly. The framework supports parametric variations in planform, twist, dihedral, thickness, camber, and free-form surfaces. Such a description may be useful in conjunction with conventional metrics to describe morphing wings that are combinations of surface deformations and hinged movements. The biological equivalent is that of a bird wing, which articulates at shoulder, elbow, and wrist joints but also undergoes motion in the muscles, skin, and feathers.

The technique proposed by Samareh can be used to compute grids for both computational fluid dynamics and finite element method codes, each having both high and low fidelity variations. The applicability to both aerodynamic and structural disciplines allows the morphing wing to be studied in a broad sense. Characteristics in other areas, such as control effectiveness, varying dynamics, aerodynamics, and aeroelasticity, can be determined as a direct outcome of the method.
Beyond the national programs, research in morphing is quite diverse in both subject and scope. Individual contributions are usually related to a specific application or discipline, which serve as advancements in the general field of morphing aircraft technology. The innovation in literature is quite impressive. Gano and Renaud \cite{30} in 2002 presented a concept for slowly morphing the airfoil shape of wings over the course of a flight using variable-volume fuel bladders. The proposed morphing has been shown to result in improved range and endurance. The use of passive fuel depletion to change the airfoil from a high-lift to a low-drag configuration illustrates how morphing mechanisms can use innovative effectors to achieve the desired shape change. The paper stresses the importance of advanced optimization techniques to ensure the desired lift-to-drag optimization holds in the presence of uncertainty.

Sanders et. al. \cite{82} have shown through simulation possible benefits of camber or control surface morphing. The 2003 study in the *Journal of Aircraft* showed conformal control surfaces, essentially flaps with no hingeline, are able to achieve a higher lifting force at a lower dynamic pressure than conventional control surfaces. Such results are encouraging for applications to UAVs, where high-lift and large roll control power are desired at relatively low dynamic pressures. The conformal control surfaces are shown to produce a higher maximum roll rate at certain dynamic pressures.

The benefits of such an approach are perhaps mitigated by the increase in nose-down pitching moment occurring with conformal control surfaces. The larger moment produces undesired aeroelastic effects at high dynamic pressures, leading to excessive structural twisting and eventually aileron reversal as dynamic pressure is increased. This limitation is not significant compared to the benefits for slow UAVs, provided that the wing is sufficiently stiff in torsion.

Bae et. al presented a variable-span concept \cite{8} for a cruise missile in order to reduce drag over the airspeed envelope and increase range and endurance. The authors consider both aerodynamic and aeroelastic effects associated with a sliding-wing. In
particular, they showed a decrease in total drag with the wings extended for certain flight condition. As with Sanders work, Bae showed some undesirable aeroelastic characteristics associated with the span morphing. At high dynamic pressures, the wing tip of the extended configuration incurs large static aeroelastic divergence as a result of the increased wing root bending moment.

The variable-span wing has been shown in simulation to have control over the spanwise lift distribution. If combined with a seamless trailing edge effector, such as the model proposed in Ref. [82], the morphing wing would possess a large degree of control over the lift distribution and would be able to achieve the aerodynamic, stability, and stall-progression benefits of a variety of wing planform. Combined morphing mechanisms are somewhat rare in the literature, considering the immaturity of actuators and materials that are able to achieve complex shape changes.

Wind tunnels tests of a morphing aircraft with three degrees of freedom showed significant aerodynamic benefit from span, sweep, and twist morphing [63]. The vehicle uses a telescoping wing to achieve wing span variations of 44%, allowing for increases in lift coefficient relative to the nominal condition. Hinges at the wing root allow the sweep angle to range from 0° to 40° aft, delaying stall and improving pitch stability. The authors have shown that the wing sweep causes a change in both center of gravity position and aerodynamic center position. The aerodynamic center on the wind tunnel vehicle moves aft farther than the center of gravity, thus increasing the magnitude of the longitudinal static margin.

One benefit of the shape-adaptive aircraft is said to be in drag reduction, where three distinct combinations of wingspan and sweep are required to achieve the minimum drag over the full range of lift coefficients. The result is important for mission considerations, where maneuverability and airspeed requirements may change considerably. The paper suggests that a morphing vehicle is appropriate for reducing drag during several portions of a mission.
Valasek et. al published a series of studies on morphing adaptation and trajectory following for an abstracted system\cite{90}\cite{85}\cite{24}. A variable-geometry vehicle is represented by a blimp-like shape which has various performance capabilities related to the shape. The approach uses reinforcement learning to control the shape adaptation as the vehicle moves through the environment. The vehicle morphs to optimally follow a defined trajectory. Adaptive dynamic inversion is used to control the vehicle and follow trajectory commands. Although the study is physically unrelated to an aircraft, the authors present a unique approach for coupling trajectory requirements and vehicle performance capability. The automatic control of the shape for different environments represents a capability highly sought for a morphing air vehicle.

Optimality in morphing is addressed by Rusnell, who together with colleagues, published studies on the use of a buckle-wing concept to achieve enhanced performance in both cruise and maneuvering flight tasks\cite{76}\cite{77}. The morphing aircraft in the study uses a biplane configuration where the top wing conforms to the lower wing to form a single wing in some configurations, and buckles to form a joined-wing biplane in others. Analysis of the Pareto curve is used to compare the optimal configurations of the morphing wing against a conventional wing for the different missions. Vortex-lattice method is used to compute airfoil and planform aerodynamics of the simulated aircraft. The authors suggest that the buckle wing morphing can enhance mission performance relative to an aircraft with fixed configuration.

Boothe et. al\cite{11}\cite{12} proposed an approach for disturbance rejection control on a morphing aircraft. Linear input-varying formulation is used to allow the controller to account for the dynamic variations of the morphing, which itself is the control input. The simulated examples include several types of variable wing geometries, including span, chord, and camber varying. Stability lemmas and associated closed-loop simulation responses show that the morphing can be used in some instances to adequately reject
disturbances, although transient effects from the morphing action cause performance limitations.

Bowman[13] studied the mission suitability of morphing and adaptive systems compared to conventional technology. The systems are evaluated on the basis of flight metrics describing the aircraft efficiency and maneuverability in conjunction with logistical issues such as cost, production, and maintenance. Performance for adaptive and conventional vehicles are considered in a multi-role mission scenario, requiring pursuit and engagement tasks. Bowman suggests that the performance of morphing systems is worse than existing capability, except when considering multifunctional structures and decreased dependence on support vehicle, in which case the adaptive systems offer substantial improvement. The cost associated with developing the adaptive vehicle causes poor affordability in general, but the reduced life cycle cost result in long-term gains. The study offers intriguing insight into the ultimate usefulness of a morphing vehicle in the context of a realistic, multi-task mission.

Maneuvers for a morphing aircraft can be computed using optimal control techniques. Trajectories generated for each mission task depend intrinsically on the variable dynamics. Studies relating fighter aircraft agility to allowable flight paths provide a useful architecture on which to develop morphing control techniques[78]. Direct numerical optimization[49][41] can simultaneously optimize the aircraft shape and the trajectory to successfully complete the mission requirements. Aircraft agility and maneuverability for each morphing configuration can be assessed using standard performance metrics[93][61]. These metrics are used within the optimal control framework to morph the aircraft favorably for each task.

The aerodynamic benefits of morphing are usually cited in studies as the leading impetus for shape adaptation, although researchers are also considering morphing for a reduction in actuator energy costs. Johnston et. al have developed a model through which the energy requirements for flight control of a distributed actuation system can be
compared to conventional control surfaces\cite{45}. Their study uses vortex-lattice method and beam theory to analyze the energy required to deform the wing and produce a sufficiently large aerodynamic force. Distributed actuators are shown to have potential improvements in energy requirements by morphing the wing section rather than deflecting a trailing edge flap.

Biological inspiration as a technology for a multi-role aircraft is discussed by Bowman\cite{14} and his co-authors. The varied wing shapes of the bald eagle during soaring, cruising, and steep approach to landing are considered as the basis for aerodynamic evaluation of morphing. Geometric parameters such as planform and airfoil are said to be particularly important for varying the lift and drag characteristics. The variable performance capability of the aircraft is contextualized in an example mission, which describes the role of morphing in the conceptual aircraft design.

Livne recently published survey papers on the state of flexibility, both active and passive, in aircraft design\cite{55}\cite{56}. The aeroelastic and aeroservoelastic behavior of conventional and morphing airplanes are described both in terms of design challenges and potential for performance improvement. Livne describes the relation of biological observation to the design of micro air vehicles, in that such small aircraft commonly use flexible and flapping wings in order to achieve flight. Morphing for large aircraft is also discussed, including variable wing sweep on the F-14 and F-111 and the variable wing tip droop of the XB-70. The author contends that a reconfigurable morphing UAV can operate efficiently in a diverse set of operating environments.

A study by Cabell \cite{15} describes applications of morphing to an aircraft subsystem for noise reduction. A variable geometry chevron is used for noise abatement in the nozzle of a turbofan engine. The authors describe both open-loop and closed-loop techniques to adapt the chevron shape to achieve the desired reduction in noise without excessive thrust reduction for a variety of conditions. Shape memory alloy actuators are used to generate a smooth, seamless actuation of the chevron structure.
Morphing is used in place of conventional control surfaces for a wing which is inflated and rigidized, and thus cannot sustain a conventional hinge joint [16] [17]. Differential wing twisting of the inflated wing is used to provide roll control for maneuvering. The authors of the study considered several actuation methods, along with the cost and performance associated with each. Morphing is successfully implemented as a control solution to a wing which has desirable packaging and deployment properties.

Cesnik et. al have developed a framework for assessing the capabilities of a morphing aircraft performing a specified mission[19]. The authors describe the desired mission scenario and identify the necessary vehicle performance for success. The technology required to achieve the morphing is also considered. The evaluation is used to formulate the critical component needs for a morphing aircraft. Scoring metrics for various mission segments are aggregated to determine the relative improvement in performance.

Researchers at Purdue have been studying morphing as fundamental aircraft design element for multi-role missions[74][27][28][69][75]. Their approach considers morphing as an independent design variable and determine the contexts in which various forms of shape change can be used advantageously. The studies consider both a single vehicle performing disparate flight tasks and a fleet of vehicles operating cooperatively. Critical need technology areas are identified by identifying applications for specific types of morphing. Actuation and structural devices needed to enable the morphing are readily identified from the analysis.

Morphing the wings of an aircraft in twist is under study for use as both a control effector and as a method to increase efficiency. A West Virginia University study is considering applications of wing twist to a swept-wing tailless aircraft, which is itself inspired by natural flight[39]. The conventional control mechanisms used on such a vehicle compromise the beneficial aerodynamics of the wing configuration. A twist mechanism has been shown to have sufficient control power while improving lift-to-drag ratio by 15% and decreasing drag by up to 28% relative to conventional hinged surfaces. The significant
gains are achieved by adapting the quasi-static wing twist distribution according to the required flight condition.

Stanford conducted a similar study using a twist actuator to deform a flexible membrane wing for roll control[84]. Multi-objective optimality is addressed by finding the torque-rod configuration which simultaneously achieves the highest roll rate and the highest lift-to-drag ratio during a roll maneuver. A Pareto front describes the configurations which achieve various combinations of lift and roll optimality. The curve is compared to the configuration on the experimental flight test vehicle, which can achieve performance improvements through modification of the actuator.

A wind tunnel investigation has demonstrated the performance and dynamic effects achieved by quasi-static variations of the wing aspect ratio and wing span[42]. An experimental model uses telescoping wing segments to morph between retracted and extended configurations. The variable wing area allows large changes in the lift and drag magnitude, but also has large affects on the roll, pitch, and yaw dynamics. Open-loop dynamics are shown to vary considerably with symmetric wing extentions. Each of the roll, dutch roll, and spiral poles show tend toward more rapid responses as the span is increased. The authors depict a highly unstable spiral mode and are investigating differential span extensions as a means of stabilizing and controlling the divergent behavior. An additional study by the authors presents the coupled, time-varying aircraft equations of motion and explores the use of asymmetric span morphing for roll control[43].

Researchers from Georgia Tech are exploring configuration optimization for a vehicle that must perform the disparate tasks of subsonic loiter and supersonic cruise[66]. The novel aircraft configuration requires the use of response surface methodology and several stages of analysis to estimate the performance of various shapes in the design space. Aerodynamic characteristics are optimized for each mission by parameterizing the design elements and finding the set of shapes that achieves the optimal compromise between the two mission modes.
A new concept for aircraft morphing structure is proposed by researchers at Pennsylvania State University, who are studying an aircraft structure composed of compliant, cellular trusses[72]. The structure is actuated by tendons joining various points of the trusses and can achieve many types of aircraft shapes through continuous deformation. Many tendons, distributed throughout the trusses are used to generate global shape variations through aggregation of local actuation. Actuation of the wing can be achieved using relatively low forces. The weight of a proposed morphing truss wing is similar to a conventional wing, except that aeroelastic concerns may require the use of active control of the tendons.
CHAPTER 3
BIOLOGICAL INSPIRATION

3.1 Motivation

Autonomous control of air vehicles is typically performed using very benign maneuvers. Limited operating range of fixed-wing aircraft and the simple control algorithms used preclude significant variations in flight condition. Maneuvering is thus limited to small perturbations around level, cruise flight, which may involve shallow-bank turns and gradual changes in altitude. A notable exception to the maneuverability restriction is an autonomous, aerobatic helicopter in development at MIT [23], [70], [31],[32].

For fixed-wing unmanned flight, the difficulty of a broad flight envelope lies in the limitation of a static geometry in providing efficient flight over a range of airspeeds and angles of attack. Such a range is desired for an aircraft expected to operate in an urban environment. Specifically, the vehicle must maneuver safely in a complex, 3D environment where obstacles are not always known a priori. Rapid changes in direction require large aerodynamic forces which are generated at high slip angles and high dynamic pressures.

The motivation for studying bird physiology for insight into the design of a highly maneuverable air vehicle stems from observations of gliding birds. Rapid accelerations and flight path variations are achieved through articulation of the wing structure to promote favorable aerodynamic or stability properties. Birds in general, and laughing gulls in particular, have been observed using different wing configurations for disparate phases of flight. Windhovering, soaring, and steep descents, for instance, each require a specific trim airspeed, glide ratio, and maneuverability afforded by a different wing configuration. The present work seeks to identify the dominant wing shapes that are portable to a conventional aircraft philosophy for the purpose of expanding the achievable range of flight.

Birds are used as a source of design inspiration for urban-flight vehicles because of strong similarities in dimension and operating condition. They already achieve a remarkable range of maneuvers along complex trajectories in urban environments. The
size, weight, and airspeed of a large bird closely resemble the specifications of a small UAV. Highly dynamic geometries allow birds to continually reconfigure their aerodynamic shape in response to changing flight condition. A small UAV could mimic some of the shape-changes and exploit similar structural features as birds to expand the conventional flight envelope. The design challenge is finding the morphological operations which improve the vehicle aerodynamics, rather than those intended for physiological or flapping purposes.

3.2 Observations of Bird Flight

Gliding birds are able to achieve a wide range of maneuvers and flight paths, presumably resulting from aerodynamic effects of the wing, tail, and body shape changes. Observations of gliding flight are made to help understand the motivation for each wing shape incurred during flight. The bird species of interest is the laughing gull, *Larus atricilla*, because of the similarities in size, weight, and airspeed to small unmanned air vehicles. Perhaps most importantly, gulls spend a considerable duration of each flight in various gliding maneuvers.

Gliding birds use fore-aft wing morphing to control glide speed[88], longitudinal pitch stability[63] and lateral yaw stiffness[80]. Figure 1.1 shows three planform variations of a gliding gull, where each of the shoulder, elbow, and wrist joints are modified to change the overall wing shapes. The planforms differ markedly in wing area, span, and sweep, yet are accomplished relatively easily through skeletal joints and overlapping feathers.

Figure 3-1 shows results from Tucker establishing a relation between planform shape and gliding speed for similar glide angles[88]. A significant reduction in wing span and wing area is achieved by articulating the elbow and wrist joints such that the inboard wing is swept forward and the outboard wing is swept aft. The aft rotation of the outboard or hand wing is such that the aerodynamic center typically moves aft, increasing the pitch stiffness for operation at higher airspeed.
Yaw stiffness can be achieved in bird wings with aft sweep of the outboard wings. Sachs [80] showed the magnitude of the lateral stiffness, $C_{n\beta}$, increases with aft sweep angle and is sufficiently high such that birds do not require vertical stabilizers. Figure 3-2 shows a bird with aft wing sweep and positive yaw stability[81], which is compared by Sachs to an aircraft with similar characteristics. The aft sweep of the outboard wings has already been shown to increase pitch stability. The simultaneous increase in yaw stability allows the bird to glide at rapid speeds while maintaining a desired flight path.

Figure 3-1. Effect of planform shape on gliding speed. See Tucker, 1970 for wing shapes A,B, and C[88]

Figure 3-2. Increasing yaw stiffness through outboard wing sweep
Figure 3-3 shows two gulls using different wing joint angles to deform their wings during gliding flight. The purpose of this motion has been the subject of some speculation in the literature, with some researchers arguing the benefits are predominantly aerodynamic while others cite stability improvements. In the case of the upper photograph, the bird uses outboard wings tips angled downward. The configuration has been shown to yield significant gains in $L/D[22]$, perhaps at the expense of adverse lateral stability[87]. The lower photograph shows a bird with an ’M’ wing shape when viewed from the front. The shape has been observed in use in gliding birds to vary the glide angle. A wide M-shape is used in situations requiring a shallow glide path and a correspondingly large $L/D$ ratio. Conversely, birds in steep descents often use a narrow M-shape, presumably to reduce $L/D$ ratio and maintain stability at the high angles of attack incurred during slow descent.

Figure 3-3. Gliding birds articulating wing joints about longitudinal axes

Figure 3-4 shows two gulls using complex morphing of the shoulder, elbow, and wrist joints about both longitudinal and vertical axes. The aerodynamics during such motion likely involve stability and performance elements from each of the individual motions. More complex flow interactions may also yield improvements in lift through leading edge vortices, as suggested by Videler[91].
Most morphological operations are conducted symmetrically about the body, such that left and right wings generate similar aerodynamic forces. Asymmetric motions are used in certain instances of gliding flight, presumably to generate favorable moments for maneuvering, reject disturbances, or allow the bird to trim at large angles of sideslip. Figure 3-5 shows two birds using asymmetric wingspan, wing area, dihedral angle, and sweep. The upper photograph shows different articulations of the wrist joint cause the outboard wings to extend and sweep to different extents. The lower photograph shows the wrist joints of another bird at different outboard dihedral angles and extension. The configurations may be well suited for crosswind operations, considering the spanwise lift distribution and aerodynamic coupling ($C_{\ell\beta}$, for instance) can be selectively varied.

Gliding birds are capable of rapid changes in flight path using aggressive maneuvers. Figure 3-6 shows two gulls near bank angles of 90° performing pull-up maneuvers to rapidly change directions in small radius turns. Both birds have deployed the tail feathers,
Figure 3-5. Gulls using asymmetric wing morphing about vertical (top) and longitudinal (bottom) axes presumably for increased pitching moment. The left photograph shows a bird in a descending, helical path at relatively high airspeed. The orientation of the head shows that the bank angle is quite large. Aft sweep of the hand wings is likely used to maintain pitch stability at the high airspeed. The bird shown in the right photograph is performing a similar maneuver, except at a lower airspeed. Both the tail and wing feathers are deployed further than the left bird, perhaps to compensate for the reduced dynamic pressure with increased surface area. The wings are also swept forward slightly, reducing the pitch stability and possibly allowing the bird to perform an aggressive turn.

3.3 Desired Maneuvers

Several types of maneuvers are identified for a prospective urban-flight vehicle. The maneuvers are designed to allow realistic operations from deployment to recovery, with interim missions of target tracking, obstacle avoidance, maneuvering, and loitering. Each flight condition can be expressed in terms of performance metrics and modeled by an equivalent maneuver.
3.3.1 Efficient Cruise

Cruise requirement in general favors the efficiency of the wing in terms of lift to drag, the maximum of which occurs at a specific angle of attack for a given configuration. The cruise segment requires a vehicle configuration which achieves that maximum lift to drag ratio to minimize energy expenditure from the propulsion system. Factors affecting the efficiency may include actuator requirements for active stabilization and propulsive efficiency at various airspeeds. However, airspeed and stability considerations are secondary considerations to flight efficiency. Cruise flight is anticipated for local or long-distance flights where time enroute is not an overriding concern.

3.3.2 Minimum Sink Soaring

A soaring configuration is necessary to achieve the minimum altitude-loss rate in gliding flight. Vehicles may benefit from rising air currents as a mechanism to aid in staying aloft. The minimum sink rate of an aircraft determines the minimum vertical wind needed to maintain altitude in gliding flight. Under powered conditions, smaller thrust forces can be used compared to higher sink rate conditions.
In determining the minimum sink configuration and flight condition, the airspeed and efficiency are left as variable parameters. For autonomous flight, the usefulness of such a configuration depends partly on known areas of vertical currents. Otherwise, the configuration may be used to maximize glide duration.

3.3.3 Direction Reversal

The constraints of flight in an urban environment may require direction reversal maneuvers. Such maneuvers may be necessary to maintain flight in the presence of obstacles such as alley-ways, walls, and buildings were conventional maneuvers would result in a collision. A dead-end alley between two buildings, for instance, may require a maneuver similar to an immelman-turn or split-s, depending upon the availability of space above and below the vehicle, respectively. A configuration is needed to generate large aerodynamic forces necessary to achieve the linear and angular accelerations in the maneuvers.

3.3.4 Minimum Radius Turn

A sustained, minimum radius turn configuration is useful for loitering or as an alternative to the direction reversal maneuver. The maneuver must produce a ground-track small enough to orbit continuously over a road or small target, but must also afford sufficient controllability to recover to level flight quickly and on any heading.

3.3.5 Steepest Descent

A variation on the minimum sink configuration adds additional constraints on the desired flight path to achieve a steep descent at a slow airspeed or rate of descent. The maneuver is desired for descending between tall obstacles where horizontal area is limited. Such a maneuver is useful for terminal landing, but is also important for transient maneuvers. In the latter case, it is necessary that the aircraft have sufficient control power to quickly recover to level flight.
3.3.6 Maximum Speed Dash

A final configuration is necessary to allow the vehicle to dash at maximum airspeed between waypoints. Maneuverability and energy consumption are secondary considerations to the achievable speed. A low-drag configuration is thus necessary to offset drag increase with dynamic pressure.

3.4 Morphing Degrees of Freedom

A morphing wing model is proposed based on the gross kinematics of a gull wing. The model is not intended to emulate the function of feathers or flapping, but rather seeks to identify the quasi-static wing geometry variation that contribute to the maneuverability and aerodynamic performance of the aircraft. Dimensional parameters are fully represented in the model, although not all are considered to be actively variable in flight.

The configurability of bird wings is achieved using nominally rigid bone sections connected with flexible joints. Muscles in the wing articulate the joint angles through tendons connecting contracting muscles with bones. The rotation of the joints moves the relative position of the bones and changes the gross geometry of the wing.

The bones, joints, and muscles of a bird wing can be roughly emulated using spars, hinges, and actuators in a morphing wing. Obviously the elegance of the bird movement is lost in the mechanical system, but the overall shape change is readily achieved. The biologically inspired mechanical wing uses two primary joint locations, a shoulder and an elbow, omitting the wrist articulation from bird wings.

Shoulder joint articulation is achieved on the roll and yaw axes, with respect to the body-axis conventions. The roll movement allows the wing dihedral angle to change, raising and lowering the vertical position of the outer wing. The wing on the inboard section is at a fixed incidence, although the wing surface is taken to be flexible and free to deform due to airloads.

Elbow joint articulation is similarly achieved although adds a degree of freedom in pitch to allow variations in incidence angle. The shoulder and joint articulations are both
assumed to be measured with respect to a lateral-axis fixed to the aircraft body. Thus, for a deflected inboard wing, the outboard wing is assumed to remain in a fixed orientation but translated due to the link geometry.

The respective spans of the inboard and outboard sections are considered variable in the analysis to examine different effects of relative length differences. For flight however, each link length is assumed to be fixed due to the mechanical complexity of span morphing. Additionally, there is little biological precedence, at least in gliding birds, for variable bone length.

3.5 Morphing Motions

The structure of bird wings allows a large range of motions combining rotations about the different joints. The freedom of motion is quite large, although birds typically use a subset of joint movements that yield to favorable aerodynamic characteristics. The combined joint motions are composed of simultaneous actuation of individual joints, which together produce a desirable effect. The coupled motion of the elbow and wrist joints is described by Videler [91] as the result of parallel arm bones interacting during wing extension.

Birds engage in several types of combined motions, with each having an apparent benefit in flight. Some of the dominant functions are described and related to conventional flight. The motions are, in general, easily reproduced using a mechanized aircraft wing.

3.5.1 Fore-Aft Sweep of Inboard Wings

The sweep angle of the inboard wing has the primary effect of changing the aerodynamic center position relative to the aircraft body. The center of gravity also changes due to the moving wing mass, although this change is expected to be relatively small due to light wing structures. The change in aerodynamic center position is due to both the forward rotation of the inner wing and the forward translation of the outer wing, which is connected at the mid-wing joint.
The movement of both the aerodynamic and mass centers has an important implication to the longitudinal stability of the aircraft. A conventionally configured aircraft with a stabilizing horizontal tail requires a center of gravity position ahead of the aerodynamic center for stability. The degree of stability is expressed by the static margin, which normalizes the difference in mass and aerodynamic center positions by the reference chord length.

\[
\text{static margin} = \frac{x_{np}}{c} - \frac{x_{ac}}{c} \tag{3-1}
\]

The fore-aft motion of the inboard wing thus affects longitudinal stability by changing the relative positions of the mass and aerodynamic centers. Assuming the mass of the fuselage is much larger than the mass of the wings, the effect will tend towards instability as the wings are swept forward and increased stability as the wings are swept aft. The inboard wing sweep can thus be used to command a desired level of performance, where a forward sweep results in increased maneuverability relative to a more stable aft sweep.

Sweep of the inboard wing also affects the angle of intersection between the wing surface and the fuselage. The effects of such a junction in interference drag are neglected due to the complexity of simulation or measurement.

### 3.5.2 Fore-Aft Sweep of Outboard Wings

The outboard wing is capable of a range of motion similar to that of the inboard wing. The longitudinal sweeping motion about a vertical joint axis is assumed to be coupled passively to the inboard wing using parallel linkages. Sweep of the inboard wing produces an equal and opposite sweep of the outboard wing, resulting in no net rotation for the latter relative to the fuselage. Outboard wing sweep is accomplished by actively varying the length of the trailing parallel linkage.

The sweep of the outboard wing plays a role similar to the inboard wing in affecting the positions of the mass and aerodynamic centers, although to a lesser degree. Additionally, the outboard wing sweep angle has a substantial affect on both the dynamics and
aerodynamics. Longitudinal dynamics are affected through an influence of the sweep angle on the static margin. Lateral dynamics are also affected through an increase in yaw static stability with aft outboard wing sweep. One study identifies favorable mass scaling effects that allow birds and small aircraft to fly without vertical tails, using only wingtip sweep to generate yaw stiffness and damping[80].

Aft sweep of the outboard wing is said to generate a leading-edge vortex lift [91], although this is not modeled explicitly in the current considerations.

### 3.5.3 Up-Down Inclination of Inboard Wings

Vertical rotation of the inboard wing about a longitudinal axis produces an effect on the lateral stability through interactions between the wing and the vertical center of gravity. This pendulum stability is a significant source of both lateral and longitudinal stability in many species of gliding animals[87]. Upward rotation of the inboard wing produces both a dihedral effect and elevates the outer wing, in both cases increasing the wing-level stability[4].

### 3.5.4 Up-Down Inclination of Outboard Wings

The outboard wing similarly affects the lateral stability through changes in the vertical location of the center of pressure and angular inclination. Both factors interact with sideslip to produce stabilizing roll moments. The inclination of the outboard wing also affects the control effectiveness of the twisting action. The twisting or flap deflection produces an increase or decrease in lifting force which subsequently produces a rolling moment. The roll moment decreases as the cosine of the wing inclination angle. Meanwhile, the yaw moment produced by the twist deflection increases by the sine of the wing angle.

### 3.5.5 Twist of Outboard Wings

The roll moment necessary for control is generated by differential twisting of the outboard wings. The actuation rate of the twist actuator is considered sufficiently fast for stabilizing tasks. The twist can also be morphed quasi-statically, both for roll and pitch trim using differential and collective twisting, respectively.
3.6 Wing Morphing Model

A mechanical model emulating the basic gull morphological operations is developed using composite materials and electro-mechanical actuators. Figure 3-7 shows an annotated view of the left wing compared to two gliding gulls using a similar form of wing morphing. It is clear that conventional aircraft metrics such as dihedral are insufficient to describe the wing articulation. Instead, the wing is treated as a serial-link robot manipulator\[21\], where each joint is represented by appropriate length and angle dimensions.

Figure 3-7. Wing articulation about longitudinal axis showing two joint angles. Gliding gulls are shown for reference.

The morphing wing is similarly equipped with joints by which to articulate the wing sections in the horizontal plane. Figure 3-8 shows the underside of a gull wing with annotations to indicate approximate positions of bones and joints. The mechanical model is of reduced complexity, having only the equivalent of a shoulder and a wrist joint.
3.6.1 Pigeon Wing Configuration

Pigeons are observed using large dihedral angles during steep glides on approach to landing. Figure 3-9 shows four consecutive frames during such a descent, where the pigeon uses a turning flight in addition to the inclined wing geometry to control the approach path. Each frame is photographed using a focal length of 300mm, making the relative size of the pigeon in the image an indication of its proximity to the camera. The arrangement of the birds in the image is artificial and does not reflect the actual flight path. However, the sequence illustrates the wing shape used to command a steep descent and also shows some maneuvering capability during the unusual joint configuration.

Tail feathers are fully extended during the steep gliding maneuver, ostensibly to increase drag and reduce lift-to-drag ratio. The wing configuration may also provide stability benefits at large trim angles of attack such that the glides can be effectively controlled for precision landings. The head orientation of the pigeon gives some indication of the angle of descent relative to the body, assuming it is looking in the direction of flight. The wing morphing shown depicts vertical articulations of the shoulder joint to achieve the dihedral angles of nearly $45^\circ$ per wing side. It is difficult to discern from the photos...
the amount of sweep used, but they appear to be in the neutral or even slightly forward swept configuration.

Tennekes reports in his 1996 book on the wing morphing used by pigeons to control glide speed[86]. Fully extended wings are used during low airspeed glides while forward swept inboards and highly aft swept outboard wings are used for high airspeed dives. The change in wingspan, wing area, and aspect ratio allow the bird to alter the trim glide speed by nearly a factor of three.

3.6.2 Avian Morphology Studies

Recent research on the aerodynamic and dynamic characteristics of birds have quantified the motivation behind some of the wing shape changes observed in nature. Tucker reported in 1970 on the effect of wing planform shape on the glide angle and glide speed of falcons[88][89]. Forward sweep of the shoulder or elbow joints and aft sweep of the wrist joint, as in Figure 3-8, are used in varying degrees to control the planform area and wingspan. The subsequent trim airspeed varies substantially, affording control over loitering or attack speeds.

Sachs reported findings on the role of aft wingtip sweep in providing yaw stiffness and yaw stability on the aerodynamic and inertial scales of bird flight[80]. The aft wing sweep also affects the location of the aerodynamic center and contributes to pitch stability[87].
The results partly explain the stability motivations for swept shapes adopted by birds during high speed dives.

Joint angle articulation along longitudinal axes has been shown by Davidson to increase lift to drag ratio substantially on a seagull-inspired wing model[22]. Alternate joint configurations have been shown to have the opposite effect and reduce lift to drag, allowing steep dives at moderate airspeeds[3].

Videler suggests the aerodynamics of complex avian wing shapes benefit from the deployment of individual feathers, such as the alula, in increasing the lift magnitude by promoting a leading-edge vortex[91]. Figure 3-8 shows the location of the alula feather, which is deployed forward at the wrist joint during certain wing shapes and maneuvers. The feather is said to have a profound impact in increasing maneuverability and possibly delaying stall.

The wing geometry of several bird species are presented by Liu et. al in 2006[54]. Three-dimensional scanners are used to generate models of bird wings throughout the flapping cycle. The wing geometries are presented as time-dependent Fourier series, which represent the change in the aerodynamic shape resulting from skeletal articulation. The authors use a two-jointed arm model as a simplification of bird bone structure. The arm model is characterized by three angles and achieves a sufficient range of motion to represent the flapping cycle. The wing surface is assumed to be fixed to one of two spars at the quarter-chord position and maintains proper orientation relative to the flow for all configurations. Although the research focused on flapping flight, the identified wing shapes may also be useful for gliding operations.

3.7 Aircraft Morphology

A simplified UAV wing geometry is developed to study the implications of avian-inspired shape morphology. The wing is based on an existing planform[2] which serves as the nominal configuration and also provides a baseline for performance comparison. Figure 3-10 shows four composite views of the morphing degrees of freedom and range.
The nominal configuration, a straight, elliptical wing, is shown in addition to the extreme positive and negative positions for each joint axis. The morphing is assumed symmetric about the fuselage centerline.

Figure 3-10. Morphing joint articulations for 4-degree-of-freedom wing

Wing configurations are determined by four joint axes, two at the wing root and two at the mid-span position. Inboard joint angles, $\mu_1$ and $\mu_2$, control the rotations about longitudinal and vertical axes, respectively. Outboard joint angles, $\mu_3$ and $\mu_4$, similarly control the longitudinal and vertical axis rotations, respectively. The views shown in Figure 3-10 depict variations to one joint axis for each subfigure. Inboard joints produce rotations of the inboard wing section and translations of the outboard wing section. The orientation of the outboard sections is controlled strictly by the outboard joints.
A mechanical model uses spars, hinges, and composite skins in place of the bones, joints, and feathers of a bird. The mechanization allows sufficient range of motion and structural stiffness to study the effectiveness of biologically inspired wing shapes. The model is reduced in complexity relative to a bird wing with a shoulder, elbow, and wrist joint, each having multiple degrees of freedom. Two joint locations, each with two degrees of freedom, are used per wing side. The variable area function of feathers is replaced by extensible or sliding skins[36].

For simulation, the aircraft is modeled with a similar range of motion but without the mechanical detail. A vortex-lattice computational aerodynamics package[25] is used to simulate the flight characteristics of various aircraft configurations. Simulations are performed for each combination of joint angles within the operating range. Angular resolution for each joint is $5^\circ$, giving 13 unique positions over the $\pm 30^\circ$ range and 28,561 combinations of joint angles. Output data from the simulations are saved to a 4-dimensional matrix for post-processing. Airspeed, angle of attack, and sideslip are fixed for each simulation at 15 m/s, $6^\circ$ and, $0^\circ$, respectively. Each run is trimmed for zero pitching moment using the elevator control surface.
CHAPTER 4
DYNAMICS

4.1 Aircraft Equations of Motion

The motion of a rigid body through space is determined by the forces and moments acting on the body and by the inertial properties of the body. A body undergoing linear acceleration and angular rotation is subject to specific forces and moments in order to sustain the motion. Equations 4–1-4–3 [64][33] describe the three orthogonal forces in terms of the mass, velocity, and acceleration. The force contributions include several factors, among them body mass, $m$, times the linear accelerations, $\dot{u}$, $\dot{v}$, and $\dot{w}$. Cross-axis terms also contribute to the forces, where angular velocities are multiplied by the orthogonal linear velocities. A gravitational component is also included in the force equations, which accounts for the changing body attitude in a fixed gravitational field.

\[
X = m(\dot{u} + qw - rv) + mg \sin \theta \quad (4-1)
\]
\[
Y = m(\dot{v} + ru - pw) - mg \cos \theta \sin \phi \quad (4-2)
\]
\[
Z = m(\dot{w} + pv - qu) - mg \cos \theta \cos \phi \quad (4-3)
\]

The moments sustained by a rigid body depend upon inertial properties, angular velocities, and angular accelerations. Equations 4–4 - 4–6 show the formulation for three orthogonal moments. Each moment depends on the corresponding moment of inertia multiplied by the angular acceleration, a cross-axis angular acceleration multiplied by the product of inertia, and coupled terms relating angular velocities and inertial properties. The given moments equations are independent of the body orientation and are valid for aircraft of fixed, laterally symmetric configuration. For aircraft with rapidly time-varying and asymmetric geometries[35][36], the moment equations require inclusion of all the inertial terms, many of which are zero for conventional aircraft.
While the general equations express forces and moments in terms of body motion, the dynamics of an aircraft represent the forces and moments required to achieve a desired body motion. Furthermore, since the force and moments acting on an aircraft are composed of contributions from the various aerodynamic appendages, an alternate representation is used to account for the effect of vehicle motion on the forces and moments. The aircraft equations of motion are written in terms of the aircraft states and controls, aggregating individual force and moment contributions to determine the resulting dynamics.

Aircraft motion can be described by twelve states, which represent position, orientation, angular velocity, and linear velocity along each of three axes. The standard aircraft states are described by Table 4.1.

<table>
<thead>
<tr>
<th>Axis</th>
<th>Position</th>
<th>Orientation</th>
<th>Linear velocity</th>
<th>Angular velocity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Roll</td>
<td>x</td>
<td>φ</td>
<td>u</td>
<td>p</td>
</tr>
<tr>
<td>Pitch</td>
<td>y</td>
<td>θ</td>
<td>v</td>
<td>q</td>
</tr>
<tr>
<td>Yaw</td>
<td>z</td>
<td>ψ</td>
<td>w</td>
<td>r</td>
</tr>
</tbody>
</table>

Linearized aircraft dynamics are written in a form where the effect of each state or control on each force or moment can be readily identified. Stability derivatives are coefficients describing a linear relation between a state, such as roll rate, and a force or moment, such as roll moment. Subscript notation is used for stability derivatives, such as \( C_{l_p} \), to describe the linearized influence of roll rate on roll moment. Control derivatives are similarly expressed, relating control surface deflection to forces and moments such that \( C_{l_{s_a}} \) describes the contribution of aileron deflection to roll moment. The individual
The contribution of states and controls to forces and moments are dimensionalized by the vehicle geometric parameters, compared to inertial properties, then linearly summed to determine state accelerations.

The magnitude and direction of the stability and control derivatives are determined primarily by the vehicle geometry. Factors such as wing size and shape, tail geometry, airfoil, weight distribution, and fuselage shape directly affect the coefficients. For a variable-geometry morphing aircraft, the assumption of derivative linearity may hold for a fixed configuration, but the coefficient value is expected to change with aircraft shape. Thus, the standard derivative representation is insufficient to express the change incurred with morphing. A proper description includes functional dependence of each coefficient on the morphing parameters, \( \vec{\mu} \), which represent the change in airframe shape. The nondimensional roll convergence derivative would thus be expressed as \( C_{l_p}(\vec{\mu}) \). The actual functional dependence may differ for each coefficient and is computed individually during modeling and simulation.

Dimensional derivatives likewise include dependence on the morphing configuration, such as,

\[
L_p(\vec{\mu}) = \frac{C_{l_p}(\vec{\mu})QS(\vec{\mu})b(\vec{\mu})^2}{2I_xV}
\]  

(4–7)

where \( Q \) is the dynamic pressure, \( S \) is the reference wing area, \( b \) is the reference wingspan, and \( V \) is the airspeed. The reference dimensions, \( S \) and \( b \), both vary with respect to morphing due to the changing wing geometry.

The linearized state-space equations of motion including the effects of quasi-static morphing are shown in Equations 4–8 and 4–9. Lateral and longitudinal dynamics are assumed uncoupled and are shown independently. The dynamics are affected only by eight states, four longitudinal and four lateral states. The remaining four states, including positions, \( x, y, \) and \( z \), and yaw angle, \( \psi \), are strictly for kinematic considerations.
\[
\begin{bmatrix}
\ddot{\beta} \\
\dot{p} \\
\dot{r} \\
\dot{\phi}
\end{bmatrix} = \begin{bmatrix}
\frac{Y_\beta(\vec{\mu})}{u_0} & \frac{Y_\delta(\vec{\mu})}{u_0} & -(1 - \frac{Y_\epsilon(\vec{\mu})}{u_0}) & \frac{g \cos \theta_0}{u_0} \\
L_\beta(\vec{\mu}) & L_\delta(\vec{\mu}) & L_\epsilon(\vec{\mu}) & 0 \\
N_\beta(\vec{\mu}) & N_\delta(\vec{\mu}) & N_\epsilon(\vec{\mu}) & 0 \\
0 & 1 & 0 & 0
\end{bmatrix} \begin{bmatrix}
\beta \\
p \\
r \\
\phi
\end{bmatrix} + \begin{bmatrix}
0 & \frac{Y_\beta(\vec{\mu})}{u_0} \\
0 & L_\delta(\vec{\mu}) \\
0 & N_\delta(\vec{\mu}) \\
0 & 0
\end{bmatrix} \begin{bmatrix}
\delta_\alpha \\
\delta_\epsilon \\
\delta_\delta \\
\delta_\gamma
\end{bmatrix}
\]

\[(4-9)\]

4.2 Parametric Variations of EOM

The aircraft geometry is considered to be in the nominal configuration when all four morphing joint angles (\(\mu_1, \mu_2, \mu_3,\) and \(\mu_4\)) are 0° neutral. The nominal aircraft is a straight taper with no dihedral or sweep in either the inboard or outboard wing sections. The root joint articulates about longitudinal and vertical joint axes as morphing parameters, \(\mu_1\) and \(\mu_2\) are changed, respectively. Under such actuation, the inboard wing panel changes orientation, while the outboard wing panel changes only position. The outboard wing panel orientation is decoupled from root joint morphing and is affected only by morphing parameters, \(\mu_3\) and \(\mu_4\), which cause rotations about longitudinal and vertical joint axes, respectively. The available configurations combine dihedral/anhedral
and fore/aft sweep of the inboard and outboard wing sections. The wing shapes resulting from morphing roughly represent observed natural configurations.

The morphing configuration space spans the hypervolume created by all combinations of morphing parameters, $\mu_{1,2,3,4}$ over the range of $-30^\circ$ to $+30^\circ$. A relatively coarse angular resolution of $5^\circ$ limits the number of configurations to $13^4 = 28,561$. Each of these possible configurations yields a unique value for each of the stability and control derivatives. The equations of motion for a morphing aircraft depend on the configuration and vary according to changes in the stability and control derivatives. In addition to the dynamics, the variable shape also changes the aerodynamic performance and maneuverability of the flight vehicle.

Change in the dynamic characteristics during morphing can be quantified at the derivative coefficient level or can be abstracted to modal characteristics or performance metrics as functions of one or more aircraft parameters. Such metrics are necessary to exploit the morphing capability to perform a desired mission, since they can be used to generate cost functions describing the task-effectiveness of a particular configuration.

Although the vehicle achieves significant variation in wing shape during morphing, the relative geometry between the wing and tail remains similar for all configurations. The wing is used as the primary source for lift and remains distinct from the tail surface, which is used to oppose the pitching moment from the wing. Furthermore, the shape-change is assumed to be symmetric about a vertical plane on the fuselage centerline. The left and right wings morph collectively for all operations, apart from the differential twist action on the wing tips for roll control.

Shape change occurs at a rate much slower than the vehicle dynamic rates. Time-varying inertial terms and unsteady aerodynamics associated with the shape change are not included in the dynamic formulation due to the slow rate of morphing. These assumptions are reasonable and allow the structure of the equations of motion to be constant for
all configurations with changes occurring only in the value of the coefficients. The dynamic properties may still change substantially as a result of the variable coefficients.

The large number of possible configurations results in excessively large tables and matrices required to store the variations in each parameter. Since independent variations are available in all four joint angles, the required matrix is four-dimensional and is difficult to visualize or process. The configuration space can be simplified by fitting a line, curve, plane, hyperplane, or hypersurface through one or more dimensions. Since each configuration data is based on aerodynamic configuration modeling, it is unlikely that a simplistic fit will accurately represent the parameter variations over the entire space. However, the fit can be used to identify the local variations in parameter values with respect to a particular configuration.

Reducing the dimensionality of the 4D configuration space may afford access to many of the desired wing shapes while reducing the complexity of commanding morphing. For two dimensional configuration subspaces, the surface representing parameter variations can be quite complex and subject to significant coupling between the two morphing joint directions. A surface regression fit would require a very large number of parameters in order to achieve small errors. However, since the rate at which morphing is allowed is limited due to quasi-static assumptions, modeling of the entire configuration space is perhaps unnecessary. Local knowledge of the parameter variations may be sufficient to morph the aircraft into a shape appropriate for the mission task. Gradient descent methods are used to morph toward shapes with improved performance. Such morphing based on local knowledge is not guaranteed to converge to the globally optimal configuration.

Local, singular-actuation trends are modeled for the full 4D configuration by isolating morphing functions. A 4th-order polynomial is used to represent the parametric variations due to actuation of a single morphing joint. For the nominal configuration, the effect of $\mu_1$ changes is modeled by constraining $\mu_2$, $\mu_3$, and $\mu_4$ to neutral ($0^\circ$) and tabulating the 13 parameter values for $-30^\circ \leq \mu_1 \leq 30^\circ$ in $5^\circ$ increments. The polynomial is of the form,
\[ C(\mu_1) = a_1 + a_2\mu_1 + a_3\mu_1^2 + a_4\mu_1^3 + a_5\mu_1^4 \]  \hspace{1cm} (4-10)

where coefficients \( a_{1,2,3,4,5} \) are determined by regression and \( C(\mu_1) \) is the modeled parameter, which may be a stability derivative or a performance metric.

The process is repeated for \( \mu_2, \mu_3, \) and \( \mu_4 \) such that four 4th-order polynomials describe the parametric variation in all directions through the configuration space and intersect at the chosen configuration. Linear independence of \( \vec{\mu} \) components is required to achieve good results using the polynomial representation. For configuration spaces which are linearly coupled, combined morphing operations are not accurately represented at the extremes of the space, but are reasonably well defined for local variations in all morphing directions. In some cases, subspaces of the actuator space can be found where the morphing is linearly independent and this approach achieves small error over the permitted space.

### 4.3 Flight Metrics and Cost Functions

Morphing technology allows an air vehicle to adapt its design during flight, but that adaptation should be to satisfy some mission objective. As mission tasks change throughout a flight, the vehicle achieves a high level of performance in each role. Retasking during a flight may involve disparate objectives and require a substantial change in vehicle geometry. In order to effectively change the aircraft shape, both the capabilities of the aircraft and the requirements of the mission must be clearly understood.

Quantitative performance metrics are used to evaluate the capability of an aircraft to achieve a desired level of performance, maneuverability, agility, or efficiency. These metrics establish the effectiveness of a particular morphing shape at achieving the current mission objectives and can thus be used to motivate a change in shape, if a more appropriate configuration is available. As the aircraft is retasked, the metrics by which the aircraft is
evaluated also change. The metrics are used to generate cost functions which relate the mission requirements to vehicle capability within the configuration space.

A common measure of aerodynamic performance is the ratio of lift to drag. Lift to drag ratio, \( L/D \), is the fundamental component of determining energy efficiency, endurance, range, glide angle, soaring capability, and descent profile. The desired \( L/D \) for a given task may be a maximum, minimum, or a power ratio of lift and drag, such as \( L^3/D^2 \).

For a fixed configuration, lift and drag vary with angle of attack and airspeed. Optimizing a morphing aircraft for \( L/D \) requires a change in configuration in addition to variation in flight condition. The optimal flight condition for one configuration may be different from another, suggesting that morphing capability may be used to find efficient configurations across a range of angles of attack and airspeeds.

The flight conditions for which the aircraft configuration is optimized are segments of a desired UAV mission. The most common condition is maximum lift to drag, which achieves both the longest range cruise\[7\] and the highest glide ratio\[9\]. Configuring a powered UAV for range allows the vehicle to travel the maximum distance for a given quantity of fuel. In the unpowered case, maximizing lift to drag allows the vehicle to glide the maximum horizontal distance for a given initial altitude.

Inviscid aerodynamic modeling is used to generate data for morphing configurations, neglecting sources of drag such as skin friction and interference drag. Modeling results are supplemented by a simple drag model based on a minimum, zero-lift drag with a quadratic approximation of lift-induced drag. The drag coefficient is given by,

\[
C_D = C_{D_o} + \frac{1}{\pi AR e} C_L^2
\]  

where \( C_{D_o} \) is the minimum, zero-lift drag, \( AR \) is the wing aspect ratio, and \( e \) is the wing efficiency factor.
$C_{D_0}$ is crudely estimated for each configuration using the projected frontal area to determine pressure drag. The wing efficiency factor is then computed by solving for the quadratic curve that simultaneously satisfies $C_{D_0}$ and the lift and drag output of the modeling. The drag model is used to estimate aircraft performance during cruise, loiter, descent, and maneuvering flight phases. Figure 4-1 shows variations of drag with lift for an inviscid, symmetrical wing. The location of the maximum lift to drag occurs where a line originating at the origin is tangent to the quadratic drag polar. The lift to drag ratio is plotted to show show the wing efficiency changes with lift coefficient. The minimum L/D occurs symmetrically about the $C_L$ axis, at a negative angle of attack.

![Figure 4-1. Drag polar and lift to drag ratio showing graphically location of max L/D](image)

4.3.1 Cruise

The requirements of cruise flight are primarily related to minimizing energy expenditure, unless time enroute is additionally restricted. Propulsive and actuator energy demands are required to be low during cruise flight. Maneuvering is generally not required during cruise, so actuator usage is not expected to be high, provided the aircraft system is open-loop stable. Thrust requirements are related to the aerodynamic efficiency of the aircraft as measured by lift to drag ratio ($L/D$).

Equation 4–12 from Anderson [7] shows the inverse relationship between L/D and thrust-required to weight ratio ($T_r/W$). $T_r$ decreases as $L/D$ increases for fixed $W$. 
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Assuming the magnitude of thrust is related to energy consumption, the minimum energy condition occurs at the maximum $L/D$ for the aircraft.

$$\frac{L}{D} = \left( \frac{T_r}{W} \right)^{-1}$$  \hfill (4–12)

Equation 4–13[7] shows the factors that affect $L/D$ for an aircraft in level flight, where the lift is equal to the weight. The equation includes terms from the drag polar and the wing loading, both of which are expected to change with different morphed configurations.

$$\frac{L}{D} = \left( \frac{\rho_\infty V_\infty^2 C_{D,0}}{2(W/S)} + \frac{2K}{\rho_\infty V_\infty^2} \frac{W}{S} \right)^{-1}$$  \hfill (4–13)

### 4.3.2 Maneuvering Metrics

Maneuvering and agility metrics describe the ability of an aircraft to achieve desired angular velocities and angular rates[10], respectively. A change in course requires an initial acceleration about one or more axis, followed by a sustained angular velocity, and concluded by accelerating to a terminal flight condition. The desired accelerations and velocities are large when the maneuver is subject to space and time considerations. A target engagement, for instance, may require rapid rolling and pitching to acquire the target in the sensor field of view, followed by precise flight path tracking to maintain a desired position relative to the target. The aerodynamic requirements for such maneuvers are different than those for a benign flight segment such as cruise or loiter. The corresponding geometry that achieves the maximum agility and maneuverability is also expected to differ from the optimal efficiency configuration.

Several metrics for aircraft maneuverability exist and have been used extensively to quantify fighter aircraft performance [61] [78]. The basic measure of agility in the current study is the magnitude of angular acceleration about the three body-axes, $\dot{p}$, $\dot{q}$, and $\dot{r}$. 
Similarly, the measure for maneuverability is the magnitude of sustained angular velocity about the three body-axes, \( p, q, \) and \( r \).

The physical limitations which constrain both agility and maneuverability for manned aircraft include structural load limits, stall boundaries, pilot or occupant G-tolerance, control surface deflection and rate limits, and available thrust. Linearized morphing models lack the fidelity to reflect each of these factors, so the limitations will be primarily assessed from control surface limits, angle of attack limits, and sideslip angle limits. The structural and occupant factors are not expected to be concerns for MAVs, considering the high structural strength and pilotless flight, respectively.

4.3.2.1 Agility

Roll acceleration agility is determined from a steady, level flight trim condition where \( p, r, \) and \( \beta \) are initially zero.

The roll acceleration dynamics from the lateral equations of motion (Equation 4–8) are,

\[
\dot{p} = L \beta \beta + L_{p \beta} p + L_{r \beta} r + L_{\delta a \beta} \delta_a + L_{\delta r \beta} \delta_r
\]  

(4–14)

In level flight, the sideslip roll coupling, roll damping, yaw-roll coupling terms are zero. Assuming rudder primarily affects yaw moment, the roll acceleration is,

\[
\dot{p} = L_{\delta a \beta} \delta_a
\]  

(4–15)

Maximum roll acceleration occurs when the ailerons or wing twist deflect at the travel limits, \( \delta_{a,\text{max}} \).

\[
\dot{p}_{\text{max}} = L_{\delta a} \delta_{a,\text{max}}
\]  

(4–16)
For uniform deflection limits for all configurations, the roll agility is determined strictly by the aileron or wing twist roll moment control effectiveness. The magnitude of $C_{l_{\delta a}}$ changes significantly due to articulation of the outboard wing with respect to the flow direction. The dimensional derivative, $L_{\delta a}$, changes further due to variations in the reference wing area and reference span due to morphing.

Yaw agility is derived with similar trim assumptions, namely that all states perturbations are zero. Maximum yaw acceleration occurs when the rudder is deflected at the travel limits, $\delta_{r,\text{max}}$.

\[ \dot{r}_{\text{max}} = N_{\delta r} \delta_{r,\text{max}} \]  
(4–17)

Pitch agility is computed about a linearized flight condition, where angle of attack, velocity, and pitch rate perturbations are zero. The maximum pitch acceleration is determined simply by the elevator pitching moment effectiveness with the elevator at the deflection limits, $\delta_{e,\text{max}}$.

\[ \dot{q}_{\text{max}} = M_{\delta e} \delta_{e,\text{max}} \]  
(4–18)

### 4.3.2.2 Maneuverability

The agility obviously changes with flight condition, reaching zero acceleration when the aircraft reaches the maximum maneuvering rate. Maneuvering limits determine the capacity to achieve angular velocity along a single axis while maintaining a trim value along orthogonal axis. Maximum rate is thus determined by cross-axis coupling terms in addition to rate damping and control effectiveness terms.

The maximum roll maneuverability is derived by first considering the roll acceleration dynamics.
For a simple case that ignores yaw coupling, roll maneuverability is computed for $\beta = r = \dot{p} = 0$. Pitch coupling is already ignored due to separation of lateral and longitudinal dynamics. Without coupling, unaccelerated roll dynamics are used to compute the single-axis maximum roll rate, given by,

$$
\dot{p} = L_\beta \beta + L_p \dot{p} + L_r r + L_{\delta_a} \delta_a + L_{\delta_r} \delta_r \tag{4-19}
$$

$$
0 = L_p \dot{p} + L_{\delta_a} \delta_a \tag{4-20}
$$

$$
p_{\text{max}} = -\frac{L_{\delta_a} \delta_{a,\text{max}}}{L_p} \tag{4-21}
$$

Without coupling, the maximum roll rate is simply the maximum aileron or twist deflection scaled by the ratio of aileron effectiveness to roll damping.

Single-axis pitch and yaw rate limits are similarly computed. In all cases, rate limits are simple expressions relating the control power to the rate damping. The stabilized roll, pitch, or yaw rate is achieved when the moment generated by aileron, elevator, or rudder deflection is equally opposed by the damping moment opposing aircraft rotation.

$$
q_{\text{max}} = -\frac{M_{\delta_e} \delta_e}{M_q} \tag{4-22}
$$

$$
r_{\text{max}} = -\frac{N_{\delta_r} \delta_r}{N_r} \tag{4-23}
$$

Realistically, coupling exists between the aircraft axes and sustained angular rates are affected by both primary and secondary effects. An aileron deflection primarily affects roll moment, although it may also cause yaw moment coupling for some configurations. The yaw moment consequently causes a non-zero yaw rate, which is a secondary and undesirable effect for a roll-only command. Thus, the actual rate performance must account for cross-axis coupling and use all applicable control surfaces to achieve maximum
rate in only the desired axis. The roll rate command may require rudder deflection to oppose the aileron-generated yaw moment. This additional deflection has an effect on the roll moment which will cause a change in sustained performance relative to the single-axis case.

The roll rate maneuverability with coupled dynamics is readily derived using the expressions for roll and yaw acceleration.

\[
\dot{p} = L\beta + L_p \dot{p} + L_r \dot{r} + L_{\delta a} \delta_a + L_{\delta \delta} \delta_r \tag{4–24}
\]

\[
\dot{r} = N\beta + N_p \dot{p} + N_r \dot{r} + N_{\delta a} \delta_a + N_{\delta \delta} \delta_r \tag{4–25}
\]

For the desired maneuver, the aircraft achieves maximum, unaccelerated roll rate with no coupling to the other states such that,

\[
p = p_{\text{max}} \tag{4–26}
\]

\[
r = 0 \tag{4–27}
\]

\[
\beta = 0 \tag{4–28}
\]

\[
\dot{p} = 0 \tag{4–29}
\]

\[
\dot{r} = 0 \tag{4–30}
\]

Substituting the state values into the yaw acceleration expression and solving for roll rate, \(p\), yields,

\[
p = \frac{-N_{\delta a} \delta_a - N_{\delta \delta} \delta_r}{N_p} \tag{4–31}
\]

Substituting this expression into the roll acceleration equation yields an expression that combines the roll and yaw dynamics and compares the relative magnitude of control power required to maintain the maneuver conditions.
\[ L_p \left( \frac{-N_{\delta_a} \delta_a - N_{\delta_r} \delta_r}{N_p} \right) + L_{\delta_r} \delta_a + L_{\delta_r} \delta_r = 0 \] (4–32)

\[ \frac{L_p}{N_p} (-N_{\delta_a} \delta_a - N_{\delta_r} \delta_r) = -L_{\delta_a} \delta_a - L_{\delta_r} \delta_r = 0 \] (4–33)

\[ \frac{L_p}{N_p} \left( -N_{\delta_a} \frac{\delta_a}{\delta_r} - N_{\delta_r} \right) = -L_{\delta_a} \frac{\delta_a}{\delta_r} - L_{\delta_r} \] (4–34)

\[ - \frac{L_p}{N_p} N_{\delta_a} \frac{\delta_a}{\delta_r} - \frac{L_p}{N_p} N_{\delta_r} - L_{\delta_a} \frac{\delta_a}{\delta_r} - L_{\delta_r} \] (4–35)

\[ \frac{\delta_a}{\delta_r} \left( -\frac{L_p}{N_p} N_{\delta_a} + L_{\delta_a} \right) = -L_{\delta_r} + \frac{L_p}{N_p} N_{\delta_r} \] (4–36)

\[ \frac{\delta_a}{\delta_r} = \frac{L_{\delta_r} - \frac{L_p}{N_p} N_{\delta_a}}{\frac{L_p}{N_p} N_{\delta_a} - L_{\delta_a}} \] (4–37)

The expression for \( \frac{\delta_a}{\delta_r} \) gives the ratio between aileron deflection and rudder deflection required to maintain a roll rate without yaw rate coupling. A ratio greater than 1 requires larger aileron deflection than rudder deflection. A positive value indicates aileron and rudder in the same direction, while a negative value indicates opposing control directions. Maximum roll performance is computed at the deflection limit of one of the control surfaces. The performance for each configuration depends on the deflection ratio and the deflection limits for each surface.

In the case of yaw rate maneuverability, the rudder-aileron control ratio is similarly computed, with the final result a function of control effectiveness and damping along both roll and yaw axes.

\[ \frac{\delta_r}{\delta_a} = \frac{L_{\delta_a} - \frac{L_p}{N_r} N_{\delta_a}}{\frac{L_p}{N_r} N_{\delta_a} - L_{\delta_r}} \] (4–38)

Pitch rate maneuverability with respect to coupling in the longitudinal states cannot be solved algebraically. The final value theorem [65] and some bounding assumptions on the states are needed in order to determine the maximum pitch rate. The expression
includes velocity and angle of attack perturbations, which are expected to depart from the trim values during pitch maneuvering.

\[ q = \frac{-M_v V - M_\alpha \alpha - M_\delta \delta_e}{M_q} \]  

(4–39)

4.3.2.3 Aggregate maneuverability and agility metrics

Maneuverability and agility metrics are computed for individual morphing configurations along each of the three aircraft body axes. Aggregate metrics for both maneuverability and agility can be computed by combining performance along individual axes.

The maneuverability cost function is given by,

\[ J_m(\vec{\mu}) = W_p |\dot{p}_{max}(\vec{\mu})| + W_q |\dot{q}_{max}(\vec{\mu})| + W_r |\dot{r}_{max}(\vec{\mu})| \]  

(4–40)

where axis weights \( W_p, W_q, \) and \( W_r \) are arbitrary scale factors that are used to bias maneuverability function value, \( J_m \), to emphasize performance along a particular axis.

The agility cost function is given by,

\[ J_a(\vec{\mu}) = W_p |\dot{\dot{p}}_{max}(\vec{\mu})| + W_q |\dot{\dot{q}}_{max}(\vec{\mu})| + W_r |\dot{\dot{r}}_{max}(\vec{\mu})| \]  

(4–41)

The configuration which achieves the highest level of performance for a mission designated by a set of axis weights yields the maximum value for \( J_m \) and \( J_a \).

Typical aircraft maneuvering requires significantly higher roll rates than either pitch rates or yaw rates. Roll maneuvering is necessary for changing bank angle to initiate turns, reject gust disturbances, and perform axial rolls. Pitch maneuvering is required during climb and dive transitions as well as during loop segments. Both pitch and yaw maneuvers occur in conjunction with roll during coordinated turns. A standard set of axis weights is used to reflect the emphasis on roll maneuverability, with secondary
considerations for pitch maneuvering, and tertiary account for yaw maneuvering. The standard axis weight values are,

\[ W_p = 3 \]
\[ W_q = 2 \]
\[ W_r = 1 \]

Morphing configurations which maximize \( J_m \) and \( J_a \) are determined using the given axis weights and stable dynamics criteria. The criteria stipulates that all dynamic modes must be stable with small unstable allowances for divergent spiral and phugoid modes.

Figure 4-2 shows the most maneuverable configuration under the simulated conditions. The wing assumes an unusual shape near the boundaries of the configuration space, with limit dihedral and aft sweep on the inboard wing combined with limit anhedral and large forward sweep on the outboard wing.

![Simulating mu1=30, mu2=-30, mu3=-30, mu4=20](image.png)

Figure 4-2. Maximum maneuverability configuration using stable dynamics criteria \((\mu_1 = 30^\circ, \mu_2 = -30^\circ, \mu_3 = -30^\circ, \text{ and } \mu_4 = 20^\circ)\)

The configuration achieves a roll rate of 13.9 \( rad/s \), a pitch rate of 0.05 \( rad/s \), and yaw rate of 13.1 \( rad/s \). The low pitch rate magnitude is a result of the low elevator control effectiveness in the simulation model in addition to the large pitch moment of inertia. The pitch maneuverability may also improve when perturbed velocity and angle
of attack are included in the metric formulation. The large yaw rate is achieved by the forward swept wingtips, which reduce the sideslip and yaw rate damping.

Figure 4-3 shows the most agile configuration, which assumes a much more nominal shape than the maneuverable shape. The wing shape uses moderate anhedral on the inboard wing and slight forward sweep for both inboard and outboard wings. It is interesting to note the disparity between the two shapes that results from the addition of damping terms in the maneuverability cost.

The agility of the configuration is quite substantial, considering the large roll rate acceleration of 211.2 \( \text{rad/s}^2 \). Acceleration along the other axis are much smaller, with 70.1 \( \text{rad/s}^2 \) and 20.8 \( \text{rad/s}^2 \) for the pitch and yaw axes, respectively.

While the shapes do not appear directly inspired by nature, certain aspects of the wing shape reflect observations made of bird flight. The forward swept wingtips of the maneuvering configuration are common to seagulls performing rapid changes in glide path and bank angle. The anhedral of the agile configuration are similar to down-turned wings seen on several species of birds while in accelerating flight.

The morphing configuration space is hyper-dimensional and thus cannot easily be visualized. Metrics or parameters that depend on each of the four morphing joint angles may incur highly complex changes through the configuration space. These changes are
represented using slices of the 4-dimensional morphing space hypervolume. Figure 4-4 shows six views of the configuration space. Plots on the top row are fixed at $\mu_4 = 15^\circ$ and show variations in the maneuverability metric due to changes in $\mu_1$, $\mu_2$, and $\mu_3$. The color of each square in the plots represents the magnitude of the metric, while its location indicates the morphing angles. Slices are shown at the space extremes ($\mu_1 = 30^\circ$, $\mu_2 = 30^\circ$, and $\mu_3 = -30^\circ$). A fourth slice is shown at values of $\mu_1 = (-15^\circ, 0^\circ, 15^\circ)$. The four plots show that maneuverable configurations are concentrated at negative values of $\mu_3$ with positive values of $\mu_2$. An additional concentration occurs at positive values of $\mu_1$ with negative values of $\mu_2$.

Figure 4-4. Maneuverability index shown as slices of 4-dimensional hypervolume at $\mu_4 = 15^\circ$ (top) and $\mu_4 = -15^\circ$ (bottom)

The bottom row of plots in Figure 4-4 show maneuverability metric data for $\mu_4 = -15^\circ$. The distribution of maneuverability conditions has changed markedly, with most occurring at large positive values of $\mu_1$ with negative values of either $\mu_2$ or $\mu_3$. The distribution of maneuverable shapes is wider than the case for $\mu_4 = 15^\circ$, although the disparity in the colorbar index show the most desirable conditions exist with positive morphing of $\mu_4$. 
Figure 4-5 represents the maneuverability index for each morphing configuration as a histogram. Although actuator contextualization is lost, the distribution of values shows insight into the relative scarcity of highly maneuverable configurations. The average metric value is 37.3 $\text{rad/s}$, yet the highest value is 57.1 $\text{rad/s}$ along a positive skew.

![Maneuverability Metric Histogram](image)

Figure 4-5. Histogram of maneuverability metric for all morphing configurations ($\mu_{1,2,3,4} = [-30, 30]$)

Figure 4-6 shows the agility metric for configurations with $\mu_4 = 15^\circ$ (top row) and $\mu_4 = -15^\circ$ (bottom row). For both cases, the agile configurations exist at positive values of $\mu_1$ and near nominal values of $\mu_2$ and $\mu_3$. The top right plot indicates that the maximum agility shown occurs at a moderate value of $\mu_1$, rather than at the extreme. Relatively non-agile shapes exist along several corner extremes of the space.

Figure 4-7 shows the histogram for the agility metric associated with all configurations. The distribution shows negative skew, with an average agility metric of 599.3 $\text{rad/s}^2$. Variations in metric magnitude are large through the configuration space, ranging from a minimum of 298.2 $\text{rad/s}^2$ to a maximum of 807.9 $\text{rad/s}^2$.

### 4.4 Coupling Morphing Parameters

Changing aircraft shape between missions usually requires a trajectory through the configuration space which invokes multiple joint actuations. Individual joint actuation has limited usefulness in mission adaptation, whereas variations to combined actuation
Figure 4-6. Agility index shown as slices of 4-dimensional hypervolume at $\mu_4 = 15^\circ$ (top) and $\mu_4 = -15^\circ$ (bottom)

Figure 4-7. Histogram of agility metric for all morphing configurations ($\mu_{1,2,3,4} = [-30, 30]$) can accomplish simultaneous objectives, such as varying aerodynamic performance while preserving handling qualities.

Biologists have reported observing birds morph wing shape with significant coupling between joint articulation [91]. Although a bird wing is highly configurable, often only a subset of the possible shapes are used in flight. The skeletal structure in the wing promotes coupling through mechanical interaction between the elbow and wrist joint [87]. Two parallel bones between the elbow and wrist allow simultaneous extension of the
joints. The dynamics of the resulting shapes are always controllable, yet allow the bird to perform a diverse set of flight tasks.

Similarly, a biologically inspired aircraft may not require the entire configuration space and may benefit from coupling major morphing motions. Combining morphing operations simplifies the shape command by reducing dimensionality and also removes portions of the configuration space offering limited usefulness.

Desired combinations are identified from 4-dimensional performance or maneuvering metrics by applying principle component analysis (PCA) to a set of desired configurations. For individual metrics, such as lift to drag ratio, the shapes which achieve minimum and maximum values are sampled to generate point clouds in the morphing space. Both minimum and maximum L/D conditions are desired for descent and cruise flight, respectively. Many configurations are sampled in the upper and lower percentages, such as 20%, of the metric range. Combined morphing operations are found by performing PCA on the configuration points to find the dominant, orthogonal axes through the space which affect L/D. Reducing the dimension to 2 generates a transformation matrix which relates morphing operations on the new axes, $\mu_{A,B}$, to the original axes of $\mu_{1,2,3,4}$. Morphing commands to $\mu_{A,B}$ directly affect the L/D performance and can be commanded directly by the controller or adaptation system. Transformation to $\mu_{1,2,3,4}$ becomes a lower-level operation that is performed automatically by the actuation system.

Figure 4-8 shows a comparison between the lift to drag performance metric for the original space and for a reduced-order space with dimension of two. Sampling the configurations having L/D metrics in the upper and lower 20% at 8.3% density (1 of 12 shapes) yields 953 sets of actuator positions. All configurations were subject to sampling, regardless of dynamic characteristics. The distribution of the reduced-dimension set shows a maximum value close to the actual maximum L/D of 15.1. The minimum L/D value, however, is 0.61 higher than the actual minimum of 10.5.
Figure 4-8. Comparison of L/D metric histograms for reduced-dimension space (top) and original configuration space (bottom)

The L/D values for points in the transformed 2D space can be visualized using a response surface. The space consists of orthogonal axes, $\mu_A$ and $\mu_B$, which represent combined morphing operations. Figure 4-9 shows the variations in L/D with respect to changes in $\mu_A$ and $\mu_B$. Primary axis, $\mu_A$, has a dominant effect on the lift to drag ratio, while the secondary axis, $\mu_B$ has a somewhat smaller effect. The response surface is still somewhat complicated and shows significant coupling between the axes and trend reversal along individual axes. For negative values of $\mu_A$, for instance, increasing $\mu_B$ decreases the L/D ratio to the minimum value. Conversely, at positive values of $\mu_A$, increasing $\mu_B$ increases L/D to the maximum value.

Figure 4-9. Response surface of L/D metric in reduced-dimension space
The general form of the transformation from the 2D combined morphing space to the 4D joint-angle space is,

\[
\begin{bmatrix}
\mu_1 \\
\mu_2 \\
\mu_3 \\
\mu_4 \\
\end{bmatrix} = T^{\mu_{1,2,3,4}}_{\mu_{A,B}} \begin{bmatrix}
\mu_A \\
\mu_B \\
\end{bmatrix}
\]

\( (4-45) \)

The transformation matrix has the form,

\[
T^{\mu_{1,2,3,4}}_{\mu_{A,B}} = \begin{bmatrix}
\mu_{A,1} & \mu_{B,1} \\
\mu_{A,2} & \mu_{B,2} \\
\mu_{A,3} & \mu_{B,3} \\
\mu_{A,4} & \mu_{B,4} \\
\end{bmatrix} = \begin{bmatrix}
0.57 & -0.41 \\
0.70 & 0.27 \\
0.40 & -0.24 \\
0.17 & 0.84 \\
\end{bmatrix}
\]

\( (4-46) \)

The numerical values of the transformation matrix show the magnitude and convention of the joint angle coupling. For instance, commands to \( \mu_B \) result predominantly in changes to joint \( \mu_4 \), with roughly half the deflection in \( \mu_1 \), but in the opposite direction. Smaller commands are issued to \( \mu_2 \) and \( \mu_3 \) in the same and opposite directions, respectively, to \( \mu_4 \).

Reducing the dimensionality of the configuration space based on a single metric offers limited benefit compared to a transformation which accounts for multiple mission metrics. Point clouds are generated using desired values for maneuverability, agility, L/D, power required, and other metrics. The points are sampled from minimum metric values, in the case of power required and turn radius, from maximum values, in the case of maneuverability and agility, or from both extremum values in the case of L/D or airspeed. Applying PCA to the heterogeneous metric point cloud finds the transformation which allows the vehicle to transform between various mission-related shapes.
A linear transformation is a relatively simplistic method of reducing the dimensionality of a complex point cloud distribution in the 4-dimensional morphing space. The result may be inadequate to achieve desired performance in one or more metric. Furthermore, the shapes transformed space are not guaranteed to comply with dynamic criteria used to generate the original points.

### 4.5 Stability Criteria

Several levels of stability criteria are implemented to achieve the desired dynamics in the optimized morphing configuration. The criteria are based on the operating condition and the operator, each of which can change over the course of the mission. Mission tasks requiring a human operator may seek only wing configurations which achieve excellent handling qualities. Other tasks using an autopilot for routine or long-term operations may allow any stable configuration. For agile maneuvering, the criteria may allow even open-loop unstable dynamics, provided that sufficient sensing and actuation capability exist to stabilize the system.

#### 4.5.1 Handling Qualities Criteria (HQC)

The stability criteria used for remotely piloted tasks must ensure the dynamics are appropriate for the human operator. The modes must, in general, be stable and lie within a range of natural frequencies, damping ratios, and/or time constants. Requiring good handling qualities allows the operator to perform maneuvers manually, without having to rely on stability augmentation or autopilot. For mission tasks such as take-off or landing, the pilot must maneuver the aircraft along a precise flight path. Manual operations may also be required for testing new instrumentation or control systems. In each case, the vehicle must respond predictably to the control inputs and maintain a reasonable level of pilot workload during the task.

Table 4-2 shows the criteria used to assess handling qualities from the modal characteristics. The criteria corresponds to Class 1 aircraft operating in Category A, which is applied to light aircraft engaged in precision maneuvers[64]. The numerical values for the
upper or lower modal parameter limits have been determined by qualitative pilot evaluation over years of flight testing[20]. The use of manned-flight criteria for an unmanned aircraft may result in conservative performance, considering that the remote pilot is not subject to the oscillations and loading of the vehicle. However, it will ensure a minimum level of pilotability in areas where handling criteria for unmanned flight vehicles are not available.

<table>
<thead>
<tr>
<th>Mode</th>
<th>Time to double</th>
<th>Time constant</th>
<th>Natural Frequency</th>
<th>Damping Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spiral Divergence</td>
<td>$T_{2,S} &gt; 12$ seconds</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Roll Convergence</td>
<td>—</td>
<td>$\tau_R &lt; 1.0$ second</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Dutch Roll Mode*</td>
<td>—</td>
<td>—</td>
<td>$\omega_{n,DR} &gt; 1.0$ rad/s</td>
<td>$\zeta_{DR} &gt; 0.19^*$</td>
</tr>
<tr>
<td>Short Period Mode</td>
<td>—</td>
<td>—</td>
<td>$0.35 &lt; \zeta_{SP} &lt; 2.0$</td>
<td>—</td>
</tr>
<tr>
<td>Phugoid Mode</td>
<td>$T_{2,PH} &gt; 55$ seconds</td>
<td>—</td>
<td>—</td>
<td>$\zeta_{PH} &gt; 0.04$</td>
</tr>
</tbody>
</table>

Table 4-2. Handling qualities criteria for morphing configuration.
*Dutch roll damping ratio must also satisfy constraint $\zeta_{DR}\omega_{n,DR} > 0.35$ rad/s

4.5.2 Stable Dynamics Criteria (SDC)

Most of the UAV mission will use an autopilot to perform relatively benign maneuvers. The presence of a controller relaxes the handling qualities requirement placed on human-operated flight tasks. The stability criteria for morphing configurations can be changed to requiring stable poles for all modes. The control gains can be used to obtain desirable closed-loop dynamics. Requiring stable dynamics prevents excessive actuation usage resulting from stabilizing an open-loop unstable plant.

Table 4-3 shows the allowable range of eigenvalues for the stable dynamics criteria. Modes that are classically unstable or marginally stable such as the spiral divergence and the phugoid mode are allowed to have slightly positive real values. The remaining modes are allowed to lie anywhere in the left-half plane. The criteria also allows the modes to deviate from classical form, in that oscillatory modes such as dutch roll and short period may consist of two negative real poles.
<table>
<thead>
<tr>
<th>Mode</th>
<th>Criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spiral Divergence</td>
<td>$\Re(\lambda_S) &lt; 0.5$</td>
</tr>
<tr>
<td>Roll Convergence</td>
<td>$\Re(\lambda_R) &lt; 0.0$</td>
</tr>
<tr>
<td>Dutch Roll Mode</td>
<td>$\Re(\lambda_{DR}) &lt; 0.0$</td>
</tr>
<tr>
<td>Short Period Mode</td>
<td>$\Re(\lambda_{SP}) &lt; 0.0$</td>
</tr>
<tr>
<td>Phugoid Mode</td>
<td>$\Re(\lambda_{PH}) &lt; 0.5$</td>
</tr>
</tbody>
</table>

Table 4-3. Stable dynamics criteria for morphing configurations

### 4.5.3 Unrestricted Dynamics Criteria (UDC)

The final criteria allows unrestricted variation in the dynamics in the morphing configuration space. Highly unstable dynamics such as forward-swept wings are permitted to exploit the aerodynamic performance afforded by such configurations. The criteria makes a number of assumptions about the flight control system that may be unrealistic for an implementable system. The size of the control surfaces are assumed to be large enough to trim and perturb the aircraft for all configurations. Actuator rate and motion are also assumed to have sufficient bandwidth and operating range for stabilization and control. Finally, it is assumed that the controller can adequately sense the aircraft state and feedback appropriate commands to the control effectors. In practice, the final criteria may need modification to allow only a limited range of unstable dynamics. For simulation purposes, the criteria remains unconstrained.
A morphing aircraft controller must achieve stabilization and command tracking for all shape configurations and all mission tasks. The highly variable vehicle dynamics necessitate a change in the controller with changes to the wing shape. The controller must achieve desired closed-loop performance in the presence of large changes to the control surface effectiveness and open-loop stability characteristics. The desired controller performance relates to the mission-task, which mandates rapid responses for accelerating flight phases and benign, conservative responses for cruise and loitering phases. Such variations in the performance change as a result of dynamic variations, which must be properly represented in the control design.

Mission flight commands generate navigation and guidance trajectories which should be followed for satisfactory task completion. The commands, such as turn, dive, and pursue, represent outer-loop commands which invoke the maneuvering actions of the aircraft. The outer control loop accounts for the aircraft dynamics to determine the allowable accelerations, which may be different than the commanded accelerations. Disparities between allowable and commanded trajectories motivate shape changes which seek to reduce flight path errors and improve mission performance[48]. As the dynamics change, the maneuvering controller compensates to achieve stabilization and tracking of the inner-loop rate and angular states.

At the most basic level, the purpose of the inner-loop maneuvering controller is to stabilize and track commands to the angular rates, p, q, and r, and the angles of attack and sideslip, α and β. Tracking control objectives for each of these states is determined by the relative aggressiveness of the mission task. Time- and space-critical flight tasks require rapid response and allow large actuator usage, whereas other flight tasks emphasize energy conservation and slower accelerations.
Attitude, force, velocity, and position control are considered as part of the outer-loop control, which produces commands driving the inner-loop tracking. Each of these functions relies directly on the inner-loop control of angular rates and flight angles. The design of the outer-loop controllers are motivated by mission tasks but are independent of the configuration. Such a decoupling will produce large tracking errors for configurations not suited for certain mission tasks. These errors are used to drive shape adaptation which seeks to find a new configuration to improve performance.

Each morphing configuration is assumed to be represented by a slowly time-varying linear model. Corresponding control designs are linear and do not include time-dependent aerodynamic or inertial terms. For fixed configurations, the dynamics are represented by linearized, small-perturbation theory.

As the aircraft varies morphing configuration, the dynamics are known to vary substantially from the nominal aerodynamics. Given the large configuration space and the corresponding complex wing shapes, the dynamics and performance vary over a wide range and can be adapted to achieve high-performance in a variety of mission scenarios.

Adaptation or scheduling of the control gains is required to achieve the desired controllability and stability for all intermediate and extreme configurations. The change in the controller gains is directly motivated from the change in the open-loop dynamics, which in turn change due to aircraft shape. However, even a coarsely discretized configuration space results in an excessively large number of possible shapes. Computing a controller for each of the thousands of configurations is impractical in time and memory constraints.

One approach is to exploit the smooth variations in the dynamic parameters to reduce the number of required controllers. Design points are chosen within the configuration space to provide a simplified representation of the parametric variations due to morphing. Controllers are developed for these design points and interpolated in the enclosed spaces using a linear parameter varying (LPV) or quasi-LPV approach. The latter method allows
straightforward interpolation of the controller gains for configurations lying between design points. Although shown effective in studies[83], the methodology lacks the theoretically satisfying proof of stability or robustness existing at the design points. The simplistic gain interpolation can be replaced by a properly designed LPV system, which accounts for closed-loop performance stability guarantees for all possible configurations.

The choice of design point density relates to the allowable parametric variations in the baseline control design. A control synthesized to be robust to 10% uncertainty in the parameters requires a new design point whenever the change in the parameter values exceeds 10%. In a large configuration space that defines a complicated change of wing shape, the aerodynamic parameters vary over large ranges. Small tolerance to uncertainty necessitates extremely dense design point grids that approach the density of the original space. Such a large number of design points trivializes the computational benefits of interpolation and fails to provide a satisfactory solution to the control challenge.

The $13^4$ wing configurations achievable by the morphing aircraft each require an appropriate compensator for closed-loop stability and controllability. Designing controllers for each configuration is computationally unreasonable and requires significant memory for storage. An alternative approach of linearly interpolating controllers over subspaces of the configuration space is computationally tractable only for a coarse distribution of design points. Such a coarse distribution results in significant errors in modeling the complex parameter response surface resulting from morphing. The scheme linearly interpolates controller gains, even for cases where the dynamics are not well represented by piecewise linearity. The errors lead to intermediate configurations using highly off-design controllers.

The desired approach to controlling a highly configurable morphing aircraft is by allowing the controller to adapt to changes in the vehicle dynamics. Since the morphing is assumed to be quasi-static, the system does not violate the constant/slowly time varying assumption necessary for convergence and stability of adaptive controllers. Robust and optimal control techniques are used to synthesize nominal and design point controllers,
which provide a coarse grid of closed-loop systems with known behavior. At intermediate points, an adaptive component is added to the baseline interpolated controller to allow the system to adapt to unmodeled dynamics. The technique can also be used without interpolation by simply allowing the controller gains to slowly adapt with the dynamic variations.

The control augmentation uses the form of Model Reference Adaptive Control (MRAC), which also requires definition of an additional system to provide the desired or reference system response[50]. This reference system changes as a function of mission task to represent varying control objectives. The baseline controller gains are adapted until the system output closely matches the reference model response.

The MRAC controller structure uses a feedback gain matrix to relate sensor output to control surface input and a feedforward matrix to relate reference commands to control input. Both gain matrices are adapted in response to error between the actual and desired system response. The feedback component is identical to a regulating/tracking control task. LQR and robust synthesis are used to identify the initial feedback gains, which provide the desired level of performance and robustness at the design points. The feedforward component is initialized to relate reference commands to logical control surfaces, such as using ailerons primarily for roll commands and rudder for sideslip and yaw commands.

5.2 Single Degree-of-Freedom Morphing Systems

A single degree-of-freedom morphing system uses coupled joint articulation to limit reconfiguration to a subset of the configuration space. A single allowable actuator trajectory is defined through several desirable points in the space. Each point may correspond to a particular mission or metric optimization. The trajectory is in the form of a 4-dimensional spline to include all desired configurations and guarantee dynamic and performance requirements along intermediate shapes. While the trajectory is allowed to take complex shape, it is mostly monotonically varying through the space. Commanding
morphing operation is greatly simplified, while the geometric wing variation remains quite complex.

While the wing shapes of the single-degree-of-freedom system are complex, the actuator trajectory is defined at a relatively small number of configurations. A straight line in the actuator space passing through the nominal configuration encompasses 13 points. The 4D spline trajectory defines less than 20 points, which are easily stored in memory and recalled during morphing.

Dynamic models for the small number of allowable configurations are used to design individual controllers. The control design uses either MRAC-based gain scheduling and $H_\infty$ robust control. In the latter case, interpolation of the controller gain matrix for changes in a parameterized dynamic model have been shown in simulation to yield reasonable closed-loop results\[83\]. $H_\infty$ controllers have also been used in switching schemes\[44\], where the dynamic model varies over a large range and one controller is used to control a subset of the dynamic variations.

An effective switching-controller approach\[44\] switches between adjacent configurations by using a set of phantom controller. Both adjacent controllers are continually reinitialized using the states and actuator positions of the current dynamics and controller. When the morphing is commanded, the adjacent controller assumes control of the modified dynamics while preserving continuity of the actuator command. The rate of morphing is assumed to be slow enough that no transient effects are caused by the shape reconfiguration.

5.2.1 Robust Control Design

Robust controllers for each configuration are designed with a synthesis model which uses frequency-dependent weighting functions to penalize tracking errors and actuator usage. Figures 5-1 and 5-2 show the synthesis models for the lateral and longitudinal controllers, respectively. The dynamic model and the weights are functions of the wing shape.
and mission, respectively. For each configuration in the reduced space, the components of the synthesis model are assumed to be static.

Figure 5-1. Lateral $H_\infty$ controller synthesis model

![Lateral H\(\infty\) controller synthesis model](image1)

Figure 5-2. Longitudinal $H_\infty$ controller synthesis model

![Longitudinal H\(\infty\) controller synthesis model](image2)

Performance synthesis weights are penalties on the tracking or regulating errors of each state output. The weight magnitude at a particular frequency is inversely related to the allowable error. This error penalty generally varies with frequency such that low frequencies near steady-state are tracked with very small errors. At high frequencies, beyond the point at which the vehicle can physically respond, the penalty is reduced so that large errors are allowed. The transition from high to low penalty occurs at different frequencies for the various missions. Cruise flight involves benign maneuvers mostly near
steady-state trim. Thus, the frequency threshold for the performance weight is low, since tracking acquisition is not critical during trim perturbations. For aggressive flight with rapid maneuvering, the tracking penalty continues to higher frequencies, forcing small tracking errors.

Actuator synthesis weights are penalties on the actuator usage. The magnitude of the actuator weight is related to the allowable motion. The weight is typically small at low frequency and large at high frequency, allowing large, slow motions and only small, rapid motions. The weights are often used to define an actuator model in the controller. For a multi-mission aircraft, the weights are also used to promote conservative actuator use for benign mission tasks and allow full authority control during critical flight regimes.

The variation of the actuator weights between mission segments can allow higher frequency usage for maneuvering tasks compared to cruise segments. Alternatively, the magnitude of the actuator deflection can be varied, with only small movements allowed for cruise while actuation at the deflection limits is allowed for maneuvering. Both the rate at which the control surfaces are actuated and the deflection angle affect energy consumption. Thus, the restrictive actuation during benign flight is intended to promote energy conservation at the expense of transient tracking performance.

Inputs to the lateral synthesis model are reference commands to sideslip, roll rate, and yaw rate. The sideslip command is typically zero, promoting a regulating rather than tracking function. Roll rate is commanded by the roll angle error during turns and roll maneuvers. Yaw rate is commanded during turns in conjunction to the roll rate and roll angle command to achieve coordinated flight. Aileron and rudder control surface actuations generated by the controller also input to the synthesis model directly to the plant. Noise is added in general to the plant outputs, although is not used in the simulations.

Inputs to the longitudinal synthesis model are reference commands to angle of attack and pitch rate. The angle of attack is commanded to maintain the required lift force for
steady or maneuvering flight. Pitch rate is commanded from pitch angle error during looping flight. Elevator is the sole control input to the longitudinal synthesis model.

The outputs from both the lateral and longitudinal synthesis models include sensor outputs to the controller, and scaled performance and actuator errors. Performance errors are tracking or regulating errors scaled by the synthesis weights, while actuator errors are control inputs scaled by the actuation weights.

The $H_\infty$ design computes controller gains that minimize the performance and actuator errors from the synthesis model. Robustness of the resulting controller is expressed in terms of the minimum parametric perturbation that can result in instability. The desired value for this measure of perturbation, $\gamma$, is less than 1 for normalized weights. For certain dynamic systems, penalties, and actuator constraints, this desired value is unrealistic and the controller achieves a $\gamma$ of greater than 1. Reports in the literature indicate that such a controller is still both effective and robust over small uncertainty\[29\]. Controller robustness despite high $\gamma$ is due to conservatism due to unrealistic constructs such as complex uncertainty and infinitely fast signals\[97\].

5.2.2 Simulation Results

5.2.2.1 Overview

The simulations are based on the computational models generated for the variable gull-wing aircraft. The range of morphing is assumed to be identical to the modeling section, namely inboard vertical angle $\mu_1 = \pm 30^\circ$ and outboard vertical angle $\mu_3 = \pm 30^\circ$. Both sweep joints remain in the neutral position, $\mu_2 = \mu_4 = 0^\circ$. The model is assumed to be single-degree of freedom since the morphing occurs only between the identified configurations, although two wing joints articulate simultaneously.

Simulated responses are generated for each mission phase, where the aircraft model is assumed to be morphed at the optimum configuration specified by Equation 5–1. Simple inner-loop control responses are used to show the different closed-loop objectives for each mission. The worthiness of a given controller is determined by the ability to track roll
rate, pitch rate, or sideslip commands. Any of the outer-loop control efforts are ultimately dependent on one or more of these inner-loop controller. Thus, the controller performance shown here, although simplistic, is indicative of the general applicability of the morphing and control design to a desired flight regime.

$$\min_{\vec{\mu}} J = W_{lat} \| P_{lat}(\vec{\mu}) - P_{lat,desired} \| + W_{lon} \| P_{lon}(\vec{\mu}) - P_{lon,desired} \|$$  \hspace{1cm} (5.1)

Where $W_{lat}$ and $W_{lon}$ are design weights, $P_{lat,desired}$ is a reference system exhibiting the desired lateral response, $P_{lon,desired}$ is a reference system exhibiting the desired longitudinal response, and $P_{lat}(\vec{\mu})$ and $P_{lon}(\vec{\mu})$ are the lateral and longitudinal dynamics, respectively.

### 5.2.2.2 Cruise flight

The optimal morphing angles predicted by Equation 5–1 for the cruise condition with weights $W_{lat} = 0.0$ and $W_{lon} = 1.0$ are inboard angle $\mu_1 = -10^\circ$ and outboard angle $\mu_3 = 5^\circ$.

The ultimate requirement of cruise flight is simply to maintain a straight-and-level attitude at a desired airspeed, altitude, and heading. The airspeed chosen will balance between energy efficiency (endurance), range, and time-enroute. Cruise altitude is also related to efficiency, but for small unmanned vehicles, the desired altitude is most likely influenced by ground-obstacle clearance and observability. Finally, heading is chosen primarily to be toward the area of interest, but may be varied during the flight to circumnavigate obstacles.

Level airspeed and angle of attack, $\alpha$, can be considered as the parameters that most directly affect $L/D$ and energy efficiency, and thus the objective of the cruise controller will be to pitch to achieve and maintain a desired airspeed and $\alpha$. The performance of the controller in tracking a pitch rate doublet is shown in Figure 5-3-left. The transient response of the controller is somewhat slow, although the pitch rate converges to the desired value with little steady-state error. The slow response is necessitated by the low
actuator rate condition. High actuator usage unnecessarily expends energy, since cruise flight does not require particularly fast response. The lower plot of Figure 5-3-left shows the elevator position for the both the desired model and the actual morphing plant. These do not need to correspond, since they are attempting to control different plant models. The solid line shows the actual elevator deflection required to achieve the pitch rate shown in the upper plot. The actuator moves slowly and smoothly, yet is able to stabilize and track pitch rate satisfactorily.

Figure 5-3. Pitch rate pulse (left) and roll rate pulse (right) command simulation for cruise flight. Linetypes: — actual responses and elevator/aileron, - - - rudder, ... command

Figure 5-3-right shows the roll rate response and associated aileron and rudder deflections during a roll rate doublet. As with the pitch response, the roll rate achieves the desired value within 0.25 s and maintains little error for the duration of the pulse. The control surface deflections are shown in the lower plot. Both aileron and rudder are used to track the roll rate command. The rudder input results from adverse yaw coupling from the ailerons and the penalty on incidental yaw in the controller formulation. Thus, the rudder actuates to reduce the yaw rate and sideslip fluctuations during the roll doublet. The rudder also has proverse roll effects, which assists the ailerons in achieving the commanded roll rate.
5.2.2.3 Maneuvering flight

The optimal morphing angles predicted by Equation 5–1 for the maneuver flight with weights $W_{lat} = 1.0$ and $W_{lon} = 0.5$ are inboard angle $\mu_1 = 5^\circ$ and outboard angle $\mu_3 = -10^\circ$.

The requirements of maneuvering flight are dissimilar to the cruise flight objectives in that the aircraft is assumed to be constantly accelerating in pitch, roll, or heading. Maneuvers may require large, rapid control deflections to achieve high rise times and good tracking performance. A maneuvering mode may be appropriate for tasks such as following a target of interest, avoiding an unexpected obstacle, or maneuvering in a densely populated environment.

The maneuvering target model has been specified to emphasize fast dynamics and large force response. The control synthesis weights on the plant outputs and actuators are determined to exploit the high rates and achieve fast maneuvers. The actuation weight penalties have been modified relative to the cruise controller to allow movement at higher frequencies. Additionally, the performance weights are adjusted so that a penalty is assessed on tracking errors, even at high frequencies.

The results of the maneuvering simulation are shown in Figure 5-4. The response to a pitch rate doublet is shown on the left and the response to a roll rate doublet is shown on the right. In both cases, the morphed model achieves a rise time of roughly $0.15 \text{ s}$. The required actuation for such performance is notably faster than the cruise actuation. Rapid elevator deflection is required at each step, including a small direction reversal at the peak.

The aileron actuation required to achieve the roll performance is also quite rapid, although without the reversal necessary in the elevator actuation. Only a small amount of rudder deflection is necessary to complete the maneuver. The differences between the levels of control actuation in the cruise and maneuvering models is related to the different B-matrices for each condition. The maneuvering model incurs less coupling from aileron actuation to yaw rate and sideforce, and thus requires less corrective rudder.
Figure 5-4. Pitch rate pulse (left) and roll rate pulse (right) command simulation for maneuvering flight. Linetypes: — actual responses and elevator/aileron, - - - rudder, ... command

5.2.2.4 Steep descent flight

The optimal morphing angles predicted by Equation 5–1 for the steep descent flight with weights $W_{lat} = 1.0$ and $W_{lon} = 1.0$ are inboard angle $\mu_1 = -25^\circ$ and outboard angle $\mu_3 = 25^\circ$.

Flight conditions at high angles of attack cannot be effectively simulated using vortex-lattice method codes or linear models. As a result, the control results presented here are for simple maneuvers at morphing conditions that have been shown in flight tests to be suitable for steep descents. The objectives are simply to track pitch and roll commands fast enough to be useful in maneuvering during a steep dive and recovering to level flight.

Figure 5-5 shows the simulated response of the dive-aircraft to pitch and roll rate doublets. The responses show relatively fast rise times achieved by reasonable levels of elevator, aileron, and rudder actuation. The pitch rate response, shown on the left, exhibits little steady state error. The roll rate rise time is slightly faster than the pitch rate rise time. Both aileron and rudder are used to achieve the roll tracking, especially in the transient phase of the response. The use of rudder is an indication of the increased levels of rudder to roll moment coupling and sideslip to roll moment coupling, both of which will improve the roll rate response of the rudder.
5.2.2.5 Sensor-pointing flight

The optimal morphing angles predicted by Equation 5–1 for the sensor-pointing flight with weights $W_{\text{lat}} = 1.0$ and $W_{\text{lon}} = 0.1$ are inboard angle $\mu_1 = 25^\circ$ and outboard angle $\mu_3 = -20^\circ$.

The final phase of the mission consists of a sensor-pointing task, where the vehicle must decouple the velocity and attitude in order to favorably direct the field of view of a sensor while maintaining a favorable flight path. The example used here of sideslip commands assumes that a target of interest has moved laterally in the field of view. The aircraft will command a sideslip in return the target to the center of the sensor footprint.

A generic unit-step doublet is used to evaluate the sideslip tracking. Figure 5-6 shows the sideslip, roll rate, and yaw rate responses to the sideslip command. The aircraft is constrained to maintain low roll rates while tracking sideslip. The morphing optimization emphasized small sideslip to roll coupling, although some opposite aileron deflection is necessary to counteract the small amount of coupling remaining in the model.

The desired sideslip is achieved in just over 0.3 seconds. The steady-state error in sideslip is very small, indicating good tracking. Some roll rate oscillation is evident in the transient phase of the maneuver, although it is not excessive. Large rudder deflections
are necessary to achieve the desired sideslip. The magnitude of the rudder deflections are perhaps overpredicted due to the small B-matrix values estimated by the aerodynamic code.

Figure 5-6. Sideslip pulse command simulation for sensor-pointing flight. Linetypes: — sideslip and aileron, - - - roll rate and rudder, -.-. yaw rate, ... command

5.3 Multiple Degree-of-Freedom System

Morphing systems with multiple degrees-of-freedom are more flexible in adapting to disparate mission scenarios. The improved configurability of the wing spans a larger subset of the configuration space at the expense of an increased number of possible shapes. The approach is more versatile in adapting to shapes that are far apart in the space and cannot be easily contained in a single actuator trajectory. However, the increased dimensionality precludes an approach relying on dynamic model and controller storage for each shape, as used in the single degree-of-freedom case.

A linear parameter varying approach can be used to solve the multiple degree of freedom morphing control problem while preserving reasonable memory storage requirements. The approach assumes that the dynamics vary linearly with the morphing parameters. The parameters may be the actuator joint angles for a 4D case or the transformed morphing commands for reduced-dimension cases. A two-dimensional case will be used in developing the control approach, although it may be extended to higher dimensions with some increased complexity and memory capacity.
Controllers are computed at a few points where the dynamics are known and interpolated elsewhere. For dynamics that do not vary linearly, this form of interpolation will introduce modeling errors and may degrade the performance of the controller. However, for small allowances of parametric variation, the approach has been successfully demonstrated, despite having no guarantee of robustness[83].

5.3.1 Optimal-Baseline Adaptive Control

The general architecture used for control of morphing vehicles is model reference adaptive control. The framework allows sufficient flexibility to achieve a high level of performance in the presence of uncertain, shape-dependent dynamics, and varying mission objectives. Optimal control techniques can be used with the MRAC design to achieve known closed-loop characteristics at select design points. For off-design points, the controller adapts to reduce tracking errors and is shown to have Lyapunov stability[94].

Figure 5-7 shows a block diagram of the MRAC architecture for a lateral controller[94]. The input to the system is a vector of external commands, $r$, for each of the lateral states. A reference model, $P_m$, represents a set of desirable dynamics which produce favorable state output, $x_m$, when subject to the external command, $r$. The state response from the vehicle dynamics, $P$, is given by vector $x$, which is used in feedback to the adaptive controller to produce a vector of actuator inputs, $u$. The difference between the desired and actual responses is given by error, $e$, and is used to drive the adaptation law. The controller parameters, $\hat{K}$, are adapted in order to change the closed-loop dynamics and reduce the model-following error.

The MRAC structure is extended to encompass a plant model with dynamics that vary with morphing actuator positions, $\vec{\mu}$. The reference model dynamics also change with mission task, $M_i$, allowing the desired response to match disparate mission objectives. The adaptation function of the controller is preserved, except that a nominal controller, $K_o$, is designed and known for several points in the actuator space, $\vec{\mu}$.
MRAC can readily accommodate systems with arbitrary uncertainty in the parameters of the plant model. For the simple case where the plant structure and parameters are known and the reference model is given, the control task reduces to gain scheduling. In such a case, the desired controller can be directly computed by algebraic matrix manipulation.

Systems with known dynamics for all configurations are considered as a separate and somewhat trivial case of the morphing control problem. In general, the aircraft is considered free to change shape and achieve dynamics that are not exactly known to the controller during operation. The general form of the MRAC problem for lateral control requires computing a desired reference model, estimating the dynamics of the aircraft, and adapting the control to reduce disparities between the reference and actual responses.

The dynamics of a general morphing system are represented by,

\[
\dot{x}(t) = A(\bar{\mu})x(t) + B(\bar{\mu})u(t)
\]  

(5–2)

Both lateral and longitudinal open-loop dynamics are given in this form in Equations 4–8 and 4–9. The state vector, \( x \), can represent the lateral, longitudinal, or combined states. Control input vector, \( u \), is the output of a controller for the closed-loop system. System matrices, \( A \) and \( B \), are dependent on the geometry of the morphing wing.
Equation 5–4 shows the form of the lateral reference model. The structure is similar to the lateral vehicle dynamics in the A-matrix. The B-matrix represents acceleration sensitivities with respect to a series of external commands, \( r \), rather than actuator inputs. The desired states \( \beta_m, p_m, \) and \( r_m \) are direct analogs of actual states. The numeric value for each of the reference model terms is computed using modal or derivative shaping procedures.

\[
\dot{x}_m = A_mx_m + B_mr 
\]  

(5–3)

\[
\begin{bmatrix}
\dot{\beta}_m \\
\dot{p}_m \\
\dot{r}_m
\end{bmatrix} =
\begin{bmatrix}
\frac{Y_{\beta_m}}{u_0} & \frac{Y_{pm}}{u_0} & -(1 - \frac{Y_{rm}}{u_0}) & 0 \\
L_{\beta_m} & L_{pm} & L_{rm} & 0 \\
N_{\beta_m} & N_{pm} & N_{rm} & 0 \\
0 & 1 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
\beta_m \\
p_m \\
r_m
\end{bmatrix} +
\begin{bmatrix}
Y_{\beta_r} & Y_{pr} & Y_{rr} \\
L_{\beta_r} & L_{pr} & L_{rr} \\
N_{\beta_r} & N_{pr} & N_{rr}
\end{bmatrix}
\begin{bmatrix}
\beta_r \\
p_r \\
r_r
\end{bmatrix} 
\]  

(5–4)

The output of the adaptive controller depends on both the external command, \( r \), and on the system states, \( x \). Control input to the plant, \( u \), with gain matrices for both the feedforward and feedback components is given by,

\[
u = \hat{K}_x^T x + \hat{K}_r^T r
\]  

(5–5)

Where \( \hat{K}_x \) is the adaptive feedback gain and \( \hat{K}_r \) is the adaptive feedforward gain.

The control law is included in the open-loop dynamics to yield the closed-loop system given by,

\[
\dot{x} = (A + B\hat{K}_x^T)x + B\hat{K}_r^T r
\]  

(5–6)

The convergence of the system output to the desired response depends on the existence of gains, \( \hat{K}_x \) and \( \hat{K}_r \), to satisfy the model matching condition,
\[ A_m = A + B \hat{K}^T_x \]  \hspace{1cm} (5-7)

\[ B_m = B \hat{K}^T_r \]  \hspace{1cm} (5-8)

If \( A, B, A_m, \) and \( B_m \) are known, \( \hat{K}_x \) and \( \hat{K}_r \) can be determined algebraically by solving a system of linear equations. Such a method provides a simple gain scheduling approach that can be used to rapidly compute a controller.

For uncertain dynamics, controller adaptation is necessary to achieve the desired performance. The closed-loop system response is compared with the reference model to generate a tracking error, given by,

\[ e = x - x_m \]  \hspace{1cm} (5-9)

Tracking errors in the response drive adaptation of gain matrices, \( \hat{K}_x \) and \( \hat{K}_r \). Adaptation laws are designed to guarantee Lyapunov stability in the response and guarantee that all the signals and inputs are bounded. The standard form for the adaptation laws includes step-size and directional parameters, which are used to regulate and tune adaptation behavior. The adaptation laws are given by Wise and Lavretsky\[94\] as,

\[ \dot{\hat{K}}_x^T = -\Gamma_x xe^T PB \]  \hspace{1cm} (5-10)

\[ \dot{\hat{K}}_r^T = -\Gamma_r re^T PB \]  \hspace{1cm} (5-11)

Where \( Q, \Gamma_x \) and \( \Gamma_r \) are symmetric, positive definite matrices. \( P \) is computed by solving the algebraic Lyapunov equation\[94\]

\[ PA_m + A_m^T P = -Q \]  \hspace{1cm} (5-12)
The feedback gain matrix, $K_x$, is initialized as an optimal LQR controller\cite{[47]} for a design point in the configuration space. $K_x$ is a solution to the LQR cost function\cite{[34]} and achieves desired performance at the design point, although it does not guarantee robustness to parametric uncertainty.

Figure 5-8. Linear quadratic regulator (LQR) controller used for initialization of gain matrix, $K_x$.

Equation 5–13 gives the LQR cost functional, which is minimized by finding the optimal control input, $u$.

$$J = \int_{t_0}^{t_f} [x'(t)Qx(t) + u'(t)Ru(t)] \, dt + x'(t_f)Q_f x(t_f)$$  \hspace{1cm} (5–13)

Where $Q$ and $R$ are penalty matrices affecting the state error and control actuation power, respectively.

The controller assumes full state feedback and is of the form,

$$u(\cdot) = -Kx(\cdot)$$ \hspace{1cm} (5–14)

Where $K$ is the controller gain matrix.

The quadratic regulator problem is easily extended to tracking systems by augmenting the dynamics to include a tracking error state. The tracking LQR system includes a feedforward component from the external command and a feedback component from the state tracking error. The structure is similar to MRAC and is readily used to generate initial gain values for design point configurations.
Gains $K_x$ and $K_r$ are subsequently adapted as the aircraft is reconfigured and the dynamics diverge from the design point model. The gains are reinitialized as the wing configuration returns to a design point. The interpolated gains can also be used as a backup controller in a switching sense. The interpolated controller operates as a phantom system, computing the input and state errors without affecting the actuators. If the state errors are less than the adapted gains for a specified time threshold, the system can switch to the interpolated gains to prevent adaptation divergence and poor performance.

5.3.2 Reference Model Design

The MRAC architecture is based on adapting the closed-loop dynamics to match a desired response. The design method readily accommodates a multirole mission scenario, since the reference model can be changed for each flight task. Designing an appropriate model response is critical to achieving the desired level of mission performance. Reference model design considers two broad flight conditions of an accelerating phase demanding rapid response and small errors and a benign, non-critical phase tolerant of a slower response and larger errors.

The lateral reference model is designed to achieve pure responses in the roll and Dutch roll modes. The two are uncoupled in the design to promote precise control over roll rate, yaw rate, and sideslip. Modal approximations\cite{64} are used to formulate the desired reference dynamic model. The approximations simplify the design process and allow for direct solution of the model in terms of the transient requirements of the mission.

Roll dynamics are approximated by a first-order function relating roll rate and aileron deflection to roll acceleration through roll damping and aileron effectiveness, respectively. The damping term resists roll rate and causes the mode to converge for most conventional aircraft geometries. Roll response dynamics are characterized by a time-constant of the exponential response. A small time-constant indicates large damping and rapid convergence, while a large time-constant indicates the opposite. The first-order roll approximation\cite{64} is given by,
\[ \dot{p} = L_p p + L_{\delta_a} \delta_a \quad (5-15) \]

The desired roll damping term, \( L_{p,m} \), is related to the mission-specified roll time-
constant, \( \tau_{r,m} \), and roll mode eigenvalue, \( \lambda_{r,m} \), by,

\[ L_{p,m} = -\frac{1}{\tau_{r,m}} = \lambda_{r,m} \quad (5-16) \]

The magnitude of the roll time constant lies between the respective requirements for
the fastest, most time-critical missions and the slowest, least-time-critical missions.

\[ \tau_{fast} \leq \tau_{r,m} \leq \tau_{slow} \quad (5-17) \]

Dutch roll dynamics are more complex than the simple first-order roll response.
The dynamics are often oscillatory and heavily coupled between the lateral states. An
approximation to dutch roll given by Nelson\[64\] removes the roll rate component and
describes the motion as a coupled response in sideslip, \( \beta \), and yaw rate, \( r \). The dutch roll
dynamics of the reference model are given by,

\[
\begin{bmatrix}
\dot{\beta}_m \\
\dot{r}_m
\end{bmatrix} =
\begin{bmatrix}
\frac{Y_{\beta,m}}{u_0} - \left(1 - \frac{Y_{r,m}}{u_0}\right) \\
N_{\beta,m} & N_{r,m}
\end{bmatrix}
\begin{bmatrix}
\beta \\
r
\end{bmatrix}
+ \begin{bmatrix}
Y_{\beta,r} & Y_{r,r} \\
N_{\beta,r} & N_{r,r}
\end{bmatrix}
\begin{bmatrix}
\beta_r \\
r_r
\end{bmatrix} \quad (5-18)
\]

The second-order response can be designed to achieve a desired natural frequency
and damping ratio, each depending upon the time-rate and tracking requirements of the
mission task. Time-critical missions use a high-frequency, highly damped dutch roll model
while benign missions use a lower-frequency model.

The desired natural frequency, \( \omega_{n,m} \) and damping ratio, \( \zeta_m \), can be readily related to
the stability derivatives of the reference model using the relations from Nelson \[64\],
\[ \omega_{n,m} = \sqrt{\frac{Y_{\beta,m}N_{r,m} - N_{\beta,m}Y_{r,m} + u_0N_{\beta,m}}{u_0}} \] (5–19)

\[ \zeta_m = \frac{-1}{2\omega_{n,m}} \left( \frac{Y_{\beta,m} + u_0N_{r,m}}{u_0} \right) \] (5–20)

The reference model stability derivatives are grouped and scaled relative to the parameters from a nominal model to achieve the desired modal characteristics. Damping derivatives, \( Y_{\beta,m} \) and \( N_{r,m} \), are grouped and collectively scaled in the computation of the damping ratio. To achieve the desired natural frequency, \( N_{\beta} \) is varied while the remaining derivatives are held fixed. \( Y_r \) remains at the nominal value due to a small relative magnitude.

The expressions relating \( Y_{\beta,m} \) and \( N_{r,m} \) to nominal parameter values \( Y_{\beta,0} \) and \( N_{r,0} \) are given by,

\[ Y_{\beta,m} = Z_{\omega_{n,m}}Y_{\beta,0} \] (5–21)

\[ N_{r,m} = Z_{\omega_{n,m}}N_{r,0} \] (5–22)

Where scale factor \( Z_{\omega_{n,m}} \) is given by,

\[ Z_{\omega_{n,m}} = \frac{\omega^2_{n,m}u_0 - Y_{\beta,0}N_{r,0}}{-N_{\beta,0}Y_{r,0} + u_0N_{\beta,0}} \] (5–23)

Similarly, the expression relating \( N_{\beta,m} \) to the nominal derivative, \( N_{\beta,0} \), is given by,

\[ N_{\beta,m} = Z_{\zeta_m}N_{\beta,0} \] (5–24)

Where the scale factor \( Z_{\zeta_m} \) is given by,
\[
Z_{\zeta_m} = \frac{-\zeta_m 2\omega_{n,m} u_0}{Y_{\beta,0} + u_0 N_{r,0}}
\]  

(5–25)

The scaled stability derivatives are used to compute the desired set of lateral dynamics, where the roll and dutch roll modes are distinct. Since the derivatives are computed using simple algebraic scaling, the modal frequency and damping ratio are direct results of the desired values previously set.

The simplistic desired model does not account for coupling between the modes that is likely to exist in realistic dynamics. This discrepancy can lead to poor adaptation performance, as the system attempts adaptation to an unachievable model. Including some coupling between the modes in the reference model may improve adaptation performance while mostly preserving the desired, uncoupled response.

An extreme logical extension of the reference model design process is individual stability and control derivative shaping, as studied in [1]. Each term is shaped individually to the mission requirements and aggregated in the equations of motion to yield the desired dynamics. This process yields favorable results for simple response, although does not guarantee modal characteristics. Shaping the derivatives directly may cause undesirable oscillatory or unstable responses to occur in the reference model. Conversely, designing the modes directly may command unrealistic stability derivatives. A successful solution may be some combination of both techniques, as in the case of adding light coupling to the designed reference model.

5.3.3 Design Point Gridding

Design points provide anchors of dynamic truth within a sea of parametric uncertainty. They are select locations in the configuration space with known dynamics. The controllers designed at these points will be interpolated for intermediate morphing shapes. The locations and density of the design points affect the accuracy of the linear dynamics assumption, the performance of the resulting closed-loop system, and the memory storage
requirement. Relatively few points must be selected from within the large configuration space to make the interpolation problem tractable.

The locations of the points are chosen such that modeling errors are minimized. A simplistic rectangular grid, for instance, may result in many design points in an area of sparse parametric change or few design points in an area of rapid variation. In the former case, the system uses excessive memory while the latter case causes unacceptable modeling errors and control results.

The use of design points and interpolation is useful even if adaptive control is used. The interpolated controller can provide the baseline compensator which is subsequently adapted to reduce errors. The system can also revert to the interpolated controller if the adaptive system begins to diverge and produce larger errors than the baseline case.

The design point gridding operation can be performed on spaces of arbitrary shape and dimension, including the full, 4D actuator space, a 2D transformed subspace, or a 1D spline trajectory. For illustration, the process is described with respect to a square, 2D grid with 13 configurations along each dimension and 169 possible shapes. The nominal configuration exists at the center of the space, although this is not necessarily true in general.

The gridding procedure identifies points that are parametrically dissimilar as candidate design points. The configuration space is initially seeded with design points at the nominal configuration, the boundary intersections, and the boundary mid-points. These points are included in the design space regardless of parameteric similarity to ensure that boundary conditions are properly modeled.

Starting at the nominal configuration, an outward concentric search is performed to determine the extent of the parametric variation. Configurations immediately adjacent to the nominal configuration are evaluated relatively using,
\[
\delta_p = \left| \frac{P_{adj} - P_{nom}}{P_{nom}} \right|
\]  

(5–26)

Where \( P_{nom} \) is generally a matrix of parameters from the nominal configuration. The parameters can be stability derivatives or can be a set of performance metrics, in which case \( P_{nom} \) is a vector. \( P_{adj} \) is a vector or matrix of similar parameters from the neighboring configuration under evaluation, and \( \delta_p \) is a matrix of relative differences in the parameters.

The parameters by which the space is segmented can be either performance metrics, modal characteristics, stability derivatives, or any other means by which configurations are differentiated. A single parameter results in a segmented space that is easy to visualize and is effectively populated with design points. For multiple, simultaneous parameters, where \( P_{nom} \) and \( P_{adj} \) are matrices, the variation trends and resulting design spacing are less obvious.

The design point threshold, \( T_{dp} \), limits the allowable parametric variation. The threshold is related to the degree of robustness of the control design. For instance, \( T_{dp} = 0.1 \) for a controller that is robust to 10% uncertainty in the parameters. If the \( \delta_p \) for points adjacent to the nominal configuration exceed \( T_{dp} \), then the point is selected as a design point. An upper limit, \( T_{dp,max} \) on the threshold can be used to prevents the points from being excessively dissimilar.

The design point criteria is,

\[
\delta_p > T_{dp} \tag{5–27}
\]

\[
\delta_p < T_{dp,max} \tag{5–28}
\]

If both conditions cannot be satisfied, then the grid is refined to reduce the parametric variation.

As the configuration search continues concentrically beyond the first layer of shapes around the nominal configuration, the parametric variation metric is changed slightly to,
\[ \delta_p = \left| \frac{P_{adj} - P_{nea}}{P_{nea}} \right| \]  

(5–29)

Where \( P_{nea} \) is a matrix of parameters for the nearest design point.

The Euclidean distance between the current point and each of the design points, whether seeded or assigned, is computed throughout the search. The variation metric and threshold then apply to the current and nearest design point, building the grid outward from the center of the space.

As the search reaches the boundaries, the configuration is gridded such that all points are parametrically dissimilar from the nearest design point by a magnitude less than or equal to the chosen threshold. The method guarantees a maximum amount of uncertainty in the interpolated points, which is used in conjunction with known robustness properties of the controllers to infer stability results.

The configuration space is segmented by Delaunay triangles\[60\], whose vertices are at the design points and whose interiors are spatially most similar to the corresponding vertices. Figures 5-9 and 5-10 show the identified design points for single and multiple parameter cases. Design points are connected to form the Delaunay triangles. The design point grids are shown for several values of threshold parameter, \( T_{dp} \), increasing from left to right. A large threshold for the single parameter case eliminates the need for any design points apart from the pre-seeded nominal and extremal points. The single parameter case shows a relatively sparse point distribution over much of the space. Clustered points indicates areas where the parameter is changing rapidly and exceeding the difference threshold. The multiple parameter case shows a much denser grid. For many parameters whose dependence on the space varies arbitrarily, the design point grid approaches the density of the original configuration space. In such a case, the interpolation offers little computational advantage over a large array of stored dynamic models.
Figure 5-9. Design point grid distribution and triangular segmentation based on lift to drag value. Threshold, $T_{dp}$ is 5% (left), 10% (center), and 25% (right)

Figure 5-10. Design point grid distribution and triangular segmentation based on lateral stability derivatives. Threshold, $T_{dp}$ is 25% (left), 50% (center), and 200% (right)

The triangle distribution is used to generate an interpolation schedule between the arbitrarily located design points. Vertices of each triangle are co-planar or co-hyperplanar for higher dimensions. Values of points lying in the interior are easily determined by finding the intersection point between a line normal to the configuration space plane and the plane occupied by the three vertices.

Figures 5-11 and 5-12 show surface plots of the triangularly interpolated parameter response compared to the original parameter response surface. The modeling errors, $\delta_p$, are zero at the design point and bounded by $T_{dp,max}$ elsewhere.

The faceting of the surface is a result of the triangular interpolation between the design points. Improper point spacing generates facets that fail to properly represent the parameter variations. Surfaces for the large single-parameter segmentation show deviations from the original data in the region of negative $\mu_A$ and positive $\mu_B$. Geometric artifacts, such as false peaks and valleys, stem from the inability to recreate a complex surface.
Figure 5-11. Interpolated values for lift to drag based on single parameter segmentation. Threshold, $T_{dp}$ is 5% (left), 10% (center), and 25% (right) from sparse point spacing. The errors are thus much larger for large values of threshold, $T_{dp}$. The balance between acceptable errors and computational tractability is ultimately determined with the design of this threshold.

Figure 5-12. Interpolated values for lift to drag based on multiple, simultaneous parameter segmentation. Threshold, $T_{dp}$ is 25% (left), 50% (center), and 200% (right)

Narrow threshold of the multiple parameter segmentation achieves accurate surface reproduction. The number of required design points may be prohibitively large, especially with limited error tolerance. The simultaneous variation of nearly 30 parameters, each having a unique dependence on the morphing, creates a significant challenge in segmenting the configuration space based on interpolated errors. Selective use of parameters may offer improvements in storage and computation requirements by emphasizing the terms which have the largest affect on the stability and performance.

5.3.4 Simulation Results

Simulations of the maneuvering controller are performed with various commanded trajectories and reference models. Each system is morphed from the optimal cruise
configuration to the optimal maneuvering shape along a predetermined path through the 4-dimensional actuator space. Feedback control gains are initialized for each simulation using LQR synthesis and subsequently adapted, along with the feedforward control gains.

Figure 5-13 shows the permissible trajectories through the 4-dimensional configuration space for three morphing operations. The trajectories permit morphing between configurations optimized for cruise, maneuverability, and agility. $\mu_1$, $\mu_2$, and $\mu_3$ are represented spatially with projections shown on the space boundaries for clarity. $\mu_4$ is represented in colorspace as hue and is indicated by a colored marker at each intermediate trajectory. Dynamic criteria is applied in the computation of the actuator paths and yields intermediate configurations with satisfactory stability characteristics.

![Figure 5-13. Permissible 4D actuator trajectory between three disparate configurations](image)

Figure 5-14 shows a set of simulation results for a morphing system tracking the response of a fixed reference system. Histories for states $\beta$, $p$, and $r$ are shown in the left plots for the morphing aircraft (top) and the reference model (bottom). A low-frequency, small-amplitude roll rate sinusoid is used as a reference input, which causes some coupling to the remaining lateral states due to off-diagonal terms in the reference model control-effectiveness matrix.
The morphing aircraft has an initial response that generates small error relative to the reference response. Gains adapt slightly until the first morphing increment is commanded at $t = 13.2\text{seconds}$. The morphing is commanded discontinuously, where the dynamics are switched in a discrete step between time intervals. The relatively large $5^\circ$ angular resolution of the morphing joints contributes to a large change in the dynamics and contributes to tracking errors as the dynamics switch.

Discrete morphing events are indicated by vertical dotted lines and occur every 4 seconds until the aircraft has morphed into the maneuverable configuration. Shape change contributes to variations in the closed loop system and causes tracking errors. The errors drive gain adaptation using the gradient descent method, which subsequently improves tracking performance. Gains continue adapting until the aircraft reaches the final shape.

Figure 5-15 shows simulation results for a similar morphing trajectory and constant reference system subject to a variable-frequency roll rate command. Gain adaptation occurs rapidly following morphing operations, but applies selectively to certain gains. The morphing model achieves good tracking performance throughout the shape-change, although incurs some cyclical error in the final configuration. The error contributes to oscillatory gain adaptation. Such undesirable behavior may be reduced with the application of deadband modification to the adaptation laws\[94\].

Figure 5-14. Control results during cruise to maneuvering reconfiguration with a sinusoidal trajectory command. A) Angular rate response of morphing and reference model systems. B) Gain adaptation and tracking errors
Figure 5-15. Control results during cruise to maneuvering reconfiguration with a variable-frequency trajectory command. A) Angular rate response of morphing and reference model systems. B) Gain adaptation and tracking errors

The adaptive morphing controller can tolerate large initial errors in the baseline controller and large variations in the dynamics. Figure 5-16 shows time histories for state, error, and gain trajectories for a model with a poor initial controller design. Initial response incurs large errors are rapid adaptation in the controller gains. The first morphing operation at $t = 13.2s$ involves a large discontinuity with joint actuations exceeding $5^\circ$. The gains adapt further to stabilize the new dynamics and reduce the large transient error. The controller achieves reasonable tracking performance for subsequent morphing and fixed configurations.

Although the controller successfully stabilizes a model with severe initial errors, this strategy is not recommended for use in a flight test vehicle. Poor baseline controllers and rapid dynamic variations both cause tracking errors that require several seconds of adaptation to subside. The criticality of this adaptation time depends greatly on the vehicle and flight condition. Adaptation times greater than several seconds may lead to loss of control or unintended interaction with surrounding obstacles.

The success of a morphing aircraft in tracking a fixed reference system demonstrates the versatility of the control system. The constant reference, however, may violate disparate mission constraints and reduce the effectiveness and function of morphing. A
Figure 5-16. Control results during cruise to maneuvering reconfiguration with a sinusoidal trajectory command and poor initial control design. A) Angular rate response of morphing and reference model systems. B) Gain adaptation and tracking errors

more realistic approach uses a mission-dependent reference model in order to emphasize either conservatism or performance.

Figure 5-17 shows the responses of an aircraft morphing from a cruise configuration to a maneuvering configuration. The reference model initially uses a long time constant in both the roll and dutch roll modes. At $t = 30s$, the reference model switches discretely to shorter time constants in both modes and slightly higher damping in the dutch roll mode. The change in the reference model occurs in near the midpoint of the morphing operation between discrete shape changes. A vertical dashed line indicates the reference model change, which is accompanied by tracking errors and rapid gain adaptation. The controller summarily adapts to the higher-performance model and achieves good tracking results. Controller gains continue to adapt with each subsequent morphing and achieve relatively constant values for the maneuvering configuration.

The transient behavior observed during the reference model switching is partially a result of discontinuities in the aileron and rudder deflections. A rate filter on the aircraft controls and an improved switching technique would prevent large errors from inciting rapid control and state responses. Despite the error, the system recovers quickly and stabilizes the aircraft.
Figure 5-17. Control results during cruise to maneuvering reconfiguration with a sinusoidal trajectory command. A) Angular rate response of morphing and variable reference model systems. B) Gain adaptation and tracking errors

The multiple-reference model, morphing system is subject to a chirp command, which is a sinusoid whose frequency increases with time. The chirp simulates benign motions of the cruise condition initially and develops into rapid motions for maneuvering flight. Figure 5-18 shows simulated control results for the system. Roll rate command is slowly increased, which allows the morphing aircraft to easily achieve tracking even in the presence of controller errors. The gentle command violates the persistence of excitation condition\cite{50}\cite{94} and fails to adapt the controller gains. Morphing changes generate tracking errors due to the switch dynamics and invoke gain adaptation. The adaptation rate increases somewhat with the increasing frequency of the commanded roll.

Tracking errors occur during the reference model switching, causing the gains to adapt rapidly in response. Adaptation continues as the aircraft completes the morphing operation and tracks the chirp command in the maneuvering configuration. Closed-loop performance is good throughout the simulation, apart from the error excursion during the reference model switch and cyclical errors in the high-frequency rate tracking.
Figure 5-18. Control results during cruise to maneuvering reconfiguration with a variable-frequency trajectory command. A) Angular rate response of morphing and variable reference model systems. B) Gain adaptation and tracking errors
The morphing aircraft adaptation and control problem can be solved partly or entirely using optimal control techniques. Optimal control finds the desired state trajectories and control inputs to minimize a performance index when subject to boundary and path constraints. The framework is well suited for computing optimal solutions for systems with variable dynamics, control objectives, and multiple phases. The formulation allows as inputs the states, vehicle shape, and control surface deflections.

In computing the optimal inputs, the technique can be used to determine the state trajectories required for a desired maneuver, the optimal shape variation throughout one or more missions, or the required inner-loop compensation for the changing vehicle dynamics. Solving the optimal control problem becomes progressively more complicated as the number of inputs and states increases.

This chapter considers several variations of the problem, where the optimal control is used either in conjunction with the developments from previous chapters or in place of them. For instance, the section on rate trajectory generation strictly commands the inner-loop rates to perform part of a mission-task maneuver. The inner-loop stabilization and tracking is achieved by an independent controller while the vehicle shape is adapted by an independent adaptation law.

Adaptation can be included in the problem such that the trajectory and morphing shape are solved simultaneously. In such a case, the trajectories are modified according to the performance capabilities of the permissible shape. Maneuvering controllers are used independently to stabilize the shape-changing vehicle and track trajectory commands.

Complete consideration of the problem commands states, morphing, and control surfaces simultaneously. The unified framework for path planning, shape adaptation, and inner-loop control can achieve the optimal solution for a particular set of cost functions, although at considerable computational expense. The performance of the unified controller
Optimality is not guaranteed, since a direct numerical method is used with no costate information. Convergence is also not guaranteed with the unified scheme. The optimal control methodology may be most useful in a mission-planning context, while separate systems may be implemented using the optimal solution as guidance. Isolating the system control and adaptation with multiple time-scales may provide the most dependable performance.

Solutions to optimal control problems are evaluated relative to a performance index, which is a cost functional relating state and input trajectories to the performance metric. The performance index is minimized for the optimum set of trajectories. The performance index is also subject to the boundary and path constraints of the problem, such that only physically realizable trajectories are admissible as possible solutions.

Performance and maneuvering metrics by which morphing aircraft are adapted are readily used in the optimal control performance indices. Additional spatial and temporal metrics are established from mission environments. The combined cost functional relates aircraft capability and mission requirements and is used to find solutions for objectives such as,

- Minimum power/energy consumption
- Minimum time enroute
- Maximum maneuverability
- Minimum area maneuvering
- Minimum path deviation

The general form for the performance index\cite{...} is,

\[
J = \Phi(x(t_0), t_0, x(t_f), t_f) + \int_{t_0}^{t_f} L[x(t), u(t), t] \, dt \tag{6-1}
\]
where $t_0$ is the initial time, $t_f$ is the final time, $x$ is the state vector, $u$ is the control vector, $\Phi$ is the constraints vector, and $L$ is the Laplacian of the system parameters.

The system dynamics are first-order and quasi-static with parametric dependence on morphing configuration.

\[
\dot{x} = f(x, u, \vec{\mu}, t) \tag{6–2}
\]

The rate of morphing is limited to isolate the adaptation time-scales from the aircraft and controller dynamics. Rate limits on the morphing actuation are established using a design threshold, $T_{\vec{\mu}}$. The allowable value of this threshold is determined by iterative simulation. Adaptability constraints are necessary to preserve the quasi-static assumptions used in formulating the dynamics and control strategies.

\[
\left| \dot{\vec{\mu}} \right| \leq T_{\vec{\mu}} \tag{6–3}
\]

The initial and terminal constraints must satisfy,

\[
\phi(x(t_0), t_0, x(t_f), t_f) = 0 \tag{6–4}
\]

The trajectories are subject to path constraints

\[
g(x(t), u(t), \vec{\mu}(t), t) \leq 0 \tag{6–5}
\]

6.1 Rate Trajectory Generation

A straightforward application of optimal control to morphing is generating the inner-loop rate commands required to follow a desired flight path. Neither the vehicle shape nor the actuated surfaces are directly controlled. Rather, the state trajectories are
idealized and force the aircraft to morph in order to sustain tracking. Changing aircraft shape subsequently changes the dynamics, which requires adaptation in the controller to maintain stability and control. Each of the processes invoke disparate control systems, which operate independently. The optimality exists only in the state trajectory, which is subject to mission-specific temporal and spatial constraints.

Figure 6-1. Optimal rate trajectory framework with independent flight control and shape adaptation processes

A fictitious dynamic model is used in the formulation of the optimal trajectory. The model achieves maximum performance in all performance and maneuvering metrics. Although knowingly unrealistic for a single configuration, the model permits an aggressive trajectory that is achievable for an aircraft that changes shape appropriately. Tracking errors resulting from configurations unable to follow the trajectory drive adaptation and allow subsequent improvements in tracking performance.

The optimal control solves for trajectories of angle of attack, sideslip, and roll angle to produce accelerations necessary to follow the desired flight path. Vertical and lateral forces are used to determine the flight path based on a 3 degree-of-freedom model[78] given in Equations 6–6, 6–7, and 6–8.
\[ \dot{V} = [X (\cos \alpha \cos \beta) + Y (\sin \beta) + Z (\sin \alpha \cos \beta) - g \sin \gamma] \quad (6-6) \]
\[ \dot{\gamma} = (1/V) [X (\cos \alpha \sin \beta \sin \phi + \sin \alpha \cos \phi) \]
\[ - Y (\cos \beta \sin \phi) + Z (\sin \alpha \sin \beta \sin \phi - \cos \alpha \cos \phi) - g \cos \gamma] \quad (6-7) \]
\[ \dot{\psi} = (1/V \cos \gamma) + [-X (\cos \alpha \sin \beta \cos \phi - \sin \alpha \sin \phi) \]
\[ + Y (\cos \beta \cos \phi) - Z (\sin \alpha \sin \beta \cos \phi + \cos \alpha \sin \phi)] \quad (6-8) \]

Accelerations \( X, Y, \) and \( Z \) are generated from the fictitious performance model through variations of angle of attack and angle of sideslip. The stability coefficients used to relate flight angles and forces are the maximum performance values among all configurations.

The commanded trajectories for roll angle, angle of attack, and sideslip are used to generate inner-loop commands to roll rate, pitch rate, and yaw rate. A rate filter acts as on outer-loop and uses linear gains to command each of the rates from angular tracking errors. Saturation is implemented in the filter to limit the magnitude of the command.

A baseline controller tracks inner-loop rate commands with reference to a mission-specific dynamic model. The baseline controller is scheduled on morphing configuration, which is externally adapted. The controller gains adapt to reduce errors between the reference model response and the current model response.

Control deflection limits bounds the vehicle response rates and will introduce flight path errors when the morphing configuration is unsuitable for the desired mission. Tracking errors in airspeed, flight path angle and turn radius drive the external adaptation mechanism, which seeks configurations that achieve higher mission performance.

### 6.2 Trajectory and Adaptation

An extended implementation of optimal control theory includes the nonlinear dynamic variation due to morphing in the problem formulation. The controller solves for both the trajectory and the wing shape. The distinct advantage over the earlier method is that the
effects of morphing are used explicitly in determining the desired trajectory. Thus, the versatility of the shape change is exploited along the flight path to achieve a high level of performance. Maneuvers, whether aggressive or benign, are commanded simultaneously with the appropriate configuration.

The vehicle dynamics can include morphing throughout all or a subset of the configuration space. Dimensionality reduction techniques can be applied to reduce the problem complexity. With appropriate design, the subspace permits a high level of performance with considerably lower computational cost than the full space.

Morphing configuration is considered as an input and is optimized by the controller with respect to the performance index and constraints. Including effects such as lift, drag, and energy consumption in the cost allows the controller to achieve find efficient shape and flight path solutions. Adding elements such as temporal and spatial costs yields solutions that are both efficient in time and energy. In seeking the lowest cost, the controller will automatically seek maneuverable configurations for the transient flight phases and efficient configurations for steady phases.

Although the optimal solution is determined using a direct, numerical method, an indirect method is used to gain insight into the problem structure. Specifically, the first order optimality conditions are formulated to show the dependence of the problem on the morphing configuration. A 1-dimensional configuration space is used for simplicity, where the vehicle dynamic parameters vary along separate 4th-order functions with respect to the singular morphing actuation.

The functional-dependence of the parameters on morphing are used explicitly in the optimility conditions. The desired state and input trajectories and associated performance index relate heavily to the choice of morphing shape. Since the shape is controlled by the optimal system, it can be reconfigured along the trajectory such that the solution achieves a minimal cost.
Figure 6-2 shows the architecture of an optimal controller for rate trajectory and shape adaptation. The external morphing command block is replaced with an expanded optimal system that adapts the wing shape directly. The inner-loop rate filter operates as before, operating on the flight angle output of the optimal controller and generating limited rate commands to the aircraft. The rate commands are used in the adaptive, model-reference design to generate the desired system response. The controller gains subsequently adapt to reduce errors in the tracking performance of the reconfigured aircraft.

![Optimal rate trajectory and shape adaptation framework with independent flight control](image)

Figure 6-2. Optimal rate trajectory and shape adaptation framework with independent flight control

### 6.3 Trajectory, Adaptation, and Control

A complete implementation of optimal control for a morphing aircraft replaces both the control and adaptation functions. The system yields the desired flight path, morphing configuration, and control surface deflection throughout the mission. The addition of stabilizing tasks requires the controller to operate at a rate equivalent to the vehicle dynamics. An increase in the controller rate significantly increases the computational burden relative to the sporadic control allowed by the quasi-static morphing. The unified optimal control architecture is presented for completeness, although with critical limitations in practicality acknowledged by the author.

Flight dynamics linearized for each configuration are included in the problem formulation. Variations in the lateral and longitudinal parameters are modeled over the allowable
configuration space, which may be the original actuator space or a subspace. Estimated functional dependencies are given for low-dimensionality spaces while smoothed look-up tables are given for higher-order space.

The state and input orders increase markedly due to the inclusion of angular rates, linear velocities, and control surface deflections. The stability and control derivatives each are affected by the morphing. Additional parameters are needed to establish the dependencies of these derivatives on morphing.

The complete problem structure becomes somewhat cascaded due to the disparate time scales affecting the states and inputs. Bang-bang behavior may be observed in the lower-level controls, such as the elevator, when the system is subject to extreme actuator commands. A rate filter may alleviate actuator excitability, although this may undermine the optimality of the solution.
CHAPTER 7
MISSION RECONFIGURATION

7.1 Mission Tasks

An urban mission may consist of disparate maneuvering tasks with each having unique dynamic and aerodynamic requirements. Each task requires the vehicle to optimize one or more metrics in order to achieve a high level of performance. The maximization of each metric occurs at a particular geometric configuration and flight condition.

The mission tasks selected for simulation reflect the shift in UAV use towards a multi-role reconnaissance vehicle which is capable of efficient loitering, target pursuit, and maneuvering in a complex urban environment. The most basic requirement is that the vehicle must be easily operable by a remote pilot for deployment and recovery. Once aloft, the vehicle must cruise efficiently to an area of interest or loiter efficiently awaiting commands. An aggressive maneuvering mode is also required to avoid obstacles or pursue elusive targets. Other requirements include relatively inefficient modes that enable steep descents or large sideslip trim angles for sensor pointing.

7.1.1 Deployment and Recovery

The beginning and end of every UAV mission requires vehicle deployment and recovery, respectively. The ground station may be situated in an environment with a small clearing surrounded by trees, buildings, poles, or other obstacles generally hazardous to UAVs. The deployment of small UAVs is mostly performed without a runway by hand-launching or catapult-launching. Either method initiates the flight in an often-precarious situation of low airspeed and unusual attitude. The aircraft must be quickly stabilized into a climb to clear surrounding obstacles and accelerate to normal flying speed. Even operations in unobstructed areas require care in piloting during the first few moments after launch.

The complexity of the launch environment often mandates that the vehicle is manually piloted by a remote operator for the deployment and initial maneuvers. Such remote piloting requires that the aircraft respond predictably to control inputs and achieve a
high level of performance to enable maneuvers at low airspeeds. The handling qualities requirement can be represented by a range of allowable time constants, damping ratios, or natural frequencies for each of the dynamic modes. The performance requirement can be represented by an aerodynamic metric such as lift-to-drag ratio. A suitable deployment configuration is then one that achieves the highest lift to drag ratio while possessing acceptable dynamic characteristics.

Figure 7-1 shows the simulated configuration for piloted takeoff and landing. The shape has a relatively high lift-to-drag ratio of 14.6 in addition to good handling qualities for both lateral and longitudinal modes. The wing has increasing aft sweep toward the tip, with $-5^\circ$ on the inboard section and $-10^\circ$ on the outboard section. It uses an inverted gull-wing shape with $-5^\circ$ anhedral on the inboard section and $10^\circ$ dihedral on the outboard section.

Figure 7-1. Manually piloted deployment and recovery configuration

7.1.2 Long Range Cruise

A non-critical phase of most missions is a cruise segment where the vehicle travels from one area of interest to another. The metric by which cruise flight is assessed is typically energy efficiency per unit distance traveled, assuming that this task does not include reconnaissance or time-critical objectives. The most efficient cruise for an aircraft is achieved at the maximum lift to drag ratio, which is given by Equation 7–1 [7]. Equation

\[\text{HQC: } \mu_1 = -5^\circ, \mu_2 = -5^\circ, \mu_3 = 10^\circ, \mu_4 = -10^\circ\]
7–2 shows the Breguet Range formula, which gives an estimate for the range based on aircraft aerodynamic, propulsion, and structural characteristics [40].

\[
\frac{L}{D} = \left( \rho_\infty V_\infty^2 C_{D,0} \right) + \left( \frac{2K}{\rho_\infty V_\infty^2} \frac{W}{S} \right)\]  \tag{7–1}

Where \( L \) is lifting force or coefficient, \( D \) is the drag force or coefficient, \( V \) is the velocity, \( C_{D,0} \) is the zero-lift drag coefficient, \( W \) is the weight, \( S \) is the wing area, \( \rho_\infty \) is the dynamic pressure, and \( K \) is the drag-polar coefficient.

\[
Range = V_\infty \frac{L}{D} I_{sp} \ln \left( \frac{W_{\text{initial}}}{W_{\text{final}}} \right) \]  \tag{7–2}

Where \( I_{sp} \) is the specific impulse, \( W_{\text{initial}} \) is the initial weight and, \( W_{\text{final}} \) is the final weight. For battery-powered aircraft with no deployable payload or ordinance, the initial and final weights are expected to be identical, since no fuel is exhausted by the propulsion system.

Figure 7-2(b) shows the configuration that achieves the maximum lift-to-drag ratio using the stable dynamics criteria. The wing uses spanwise-increasing anhedral and slight aft sweep to produce an open-downward crescent shape. The configuration closely resembles that of birds such as albatrosses, pelicans, or seagulls gliding for extended periods or close to the water surface. Figure 7-2(a) shows a seagull gliding for an extended length in ground effect. It is also similar to the NASA Langley Hyper-Elliptical Cambered Span wing, which was reported to achieve a 15% greater lift-to-drag ratio than a similarly scaled conventional wing[22].

The configuration which achieves the most distance-efficient cruise also serves an important function for gliding operations. Both maximum range and shallowest angle of glide are achieved by maximizing the lift to drag ratio. The metric by which glide performance is gauged is typically glide ratio, which compares the horizontal distance traveled to the altitude loss during a portion of the glide. The glide ratio is equal to
Gliding flight is not normally invoked during either manned or unmanned operations, although it may become useful for exploiting atmospheric currents to improve the range and endurance of a UAV[6]. Researchers are currently evaluating the performance of an autonomous glider which seeks rising currents of air on which to stay aloft. Extended flight durations may be possible by alternating between powered and gliding modes. Glides are frequently used by larger birds to fly without flapping. Both thermal and deflected winds are exploited by birds of prey and sea-borne birds as sources of energy for extended periods of gliding flight[91]. The range configuration and others can be used for different phases of gliding flight for a UAV.

7.1.3 Endurance Loiter

A variation on the range cruise is the endurance loiter, which maximizes energy efficiency relative to time rather than distance traveled. The flight condition is appropriate for persistence operations, where the vehicle must maximize time aloft or minimize energy consumption during the mission segment.
Equation 7–3 [40] shows an estimate for power required in level flight as a function of aerodynamic characteristics and airframe geometry. The configuration which achieves the minimum power required is also the highest endurance and most energy-efficient.

\[ P_{req} = \frac{1}{2} \rho V^3 S C_D_0 + \frac{W^2}{1/2 \rho V S} \left( \frac{1}{\pi e A R} \right) \]  

(7–3)

The endurance flight task is generally employed when the vehicle is not required to traverse large distances or perform specific maneuvers. It may be used when loitering over an area while awaiting commands or providing persistent surveillance of a region of interest. It can also be used if the aircraft operates as a communications repeater, which requires that the aircraft stay within a confined region for long periods of time.

Figure 7-3(a) shows the configuration for endurance cruise and minimum unpowered rate of descent. The shape is very similar to the nominal configuration apart from 10° dihedral on the wingtips. The non-uniform dihedral is similar to competition sailplane wings, which are also optimized for minimum power required in gliding flight with handling qualities constraints[52]. The configuration requires 2.503 watts to maintain flight.

(a) HQC: \( \mu_1 = 0^\circ, \mu_2 = 0^\circ, \mu_3 = 10^\circ, \mu_4 = 0^\circ \)  
(b) SDC: \( \mu_1 = -5^\circ, \mu_2 = 0^\circ, \mu_3 = 0^\circ, \mu_4 = 0^\circ \)

Figure 7-3. Maximum endurance and minimum rate of descent configuration
Using both the stable and unstable dynamics criteria, the endurance configuration changes slightly to anhedral on the inboard wing and nominal joint angles elsewhere, as shown in Figure 7-3(b). The relaxed criteria require 2.497 watts for level flight, marginally less power than the shape generated based on handling qualities. The improvement is not significant and comes at the expense of pilotability. For an automatically controlled aircraft, however, this issue is not an important consideration.

The minimum-power-required configuration is also the best shape for maximizing glide duration. An unpowered aircraft achieves equilibrium by using the loss of potential energy to oppose the power required to maintain flight[9]. Minimizing the power required thus minimizes the loss of potential energy and minimizes the rate of descent.

The lowest rate of descent configuration allows an unpowered aircraft to stay airborne for the longest time. The condition is useful for exploiting atmospheric currents as energy sources or increasing the decision time for contingencies in the event of powerplant failure. The configuration are most frequently seen in birds using thermals to loiter over an area in gliding flight.

7.1.4 Direction Reversal

Successful operation in a crowded environment depends on the ability of a flight vehicle to change direction in a confined area. The minimum radius turn performance is an appropriate metric for gauging the ability of a vehicle to avoid obstacles or reverse course. Equation 7–4 shows the radius of turn is reduced for low airspeeds, large lifting forces, and steep angles of bank. Equation 7–5 shows that wing loading, $W/S$, and drag must be low to achieve a small radius turn. Thrust force, $T$, must be also be maximized to compensate for the increased drag as the aircraft banks to perform a turn. Thrust is constant for all simulations to focus on the role of morphing in effecting the flight performance.
\[ R = \frac{mV^2}{L \sin \phi} = \frac{V^2}{g \tan \phi} \quad (7-4) \]

\[ R_{\text{min}} = \frac{4K(W/S)}{g \rho \infty (T/W) \sqrt{1 - 4KC_{D, 0}(T/W)^2}} \quad (7-5) \]

The configuration which achieves the minimum radius turn when subject to the handling qualities criteria is identical to the HQC maximum endurance wing shape shown in Figure 7-3(a). The weight and thrust forces are assumed constant for all configurations. The large wing planform area achieves a low wing loading while the dihedral wingtips preserve desirable lateral dynamic response. The stable dynamics configuration is simply the nominal wing shape with all joint angles zero. Maximum wing area is achieved without morphing, producing the largest lift magnitude. Minimum turn radii are assessed at the simulated airspeed and thus the configurations are considered based on the simplified drag estimates and the available wing area.

### 7.1.5 Steep Descent

Flight maneuvers performed in the vicinity of obstacles can require aerodynamic characteristics very different from flight in open environments. Steep descent maneuvers favor relatively inefficient configurations to stabilize the aircraft in a steep descent angle or high rate of descent. The lowest-lift-to-drag and the maximum-power-required configurations achieve the steepest descent and fastest rate of descent maneuvers, respectively.

The steepest angle of descent flight mode is required when large changes in elevation are commanded in areas with limited horizontal space. A descent from building-top level to street level presents such a scenario, where the vehicle must lose considerable altitude within the hard limits of the horizontal distance between buildings. A steep spiraling flight path can be used to descend quickly without requiring a large flying area.

Figure 7-4(a) shows one possible configuration for a steep descent mode. The vehicle uses a gull-wing shape with large dihedral on the inboard and large anhedral on
the outboard. Wing sweep decreases outward, with the maximum aft sweep on the in-
board section and moderate aft sweep on the outboard section. Such a configuration is
similar to observed seagull wing shapes used to regulate glide ratio, where increasing
dihedral/anhedral angles decreases glide ratio. Handling qualities criteria is used in the
selection of the wing shape.

![Wing sweep diagram](image)

(a) HQC: $\mu_1 = 30^\circ$, $\mu_2 = -30^\circ$, $\mu_3 = -15^\circ$, $\mu_4 = -30^\circ$

(b) SDC: $\mu_1 = 30^\circ$, $\mu_2 = -30^\circ$, $\mu_3 = 30^\circ$, $\mu_4 = -20^\circ$

Figure 7-4. Steep descent angle configuration

The aerodynamically inefficient steep descent mode is favored over a simple dive
due to airspeed considerations. A configuration optimized for cruise will significantly
gain airspeed during a dive, as opposed to the slow descent of high-drag geometry. The
slow descent of the current configuration also facilitates recovery to level flight at the
termination of the dive.

An alternate form of diving is the maximum rate of descent mode, which achieves
a change of elevation in minimum time. The maneuver is appropriate for time-critical
descents where horizontal flight space is afforded. The best configuration for rate of
descent occurs at the maximum power required condition, which is opposite to the
requirement for soaring flight. The large power requirement for trimmed flight is provided
by the loss of potential energy during the descent. When the potential energy loss is
maximized for a fixed airspeed, the rate of descent is also maximized.
The minimum lift-to-drag wing shape is also the maximum power-required configuration. Figure 7-4(a) thus shows the geometry that is optimal for both descent angle and descent rate. This result is expected given the constraint on fixed airspeed.

The configuration that achieves the steepest descent angle and maximum rate of descent using the stable dynamics criteria is shown in Figure 7-4(b). The wing uses the maximum dihedral angle for both inboard and outboard wings along with maximum aft sweep for the inboard and moderate aft sweep for the outboard wing. The wing shape is similar to the form used by homing pigeons, as in Figure 3-9 during the steep descent phase preceding landing. The configuration generated using the unstable dynamics criteria is similar to the stable shape, except that the outboard wing uses the maximum aft sweep.

7.1.6 Sensor Pointing

A UAV engaged in reconnaissance of a moving object or general area may find difficulty in maintaining the target in the sensor field of view. Vision sensors are typically fixed to the aircraft body, which must fly through the air in a particular attitude to maintain appropriate angle of attack and sideslip. A surveillance mission targeting the face of a building would require that the aircraft fly parallel to the building side where only one part of the sensor field of view is providing useful information. Flying the aircraft toward the building can offer a better perspective, but only allows surveillance for brief periods between circling maneuvers to fly away from and re-acquire the target area in the image.

An alternative approach to the mission is to provide sensor pointing capability by partially decoupling between attitude and velocity. The vehicle would then operate at large sideslip angles in order to fly parallel to the building side while directing the sensor footprint towards the area of interest. The technique would also allow the aircraft to track a moving road vehicle while flying to the side of the roadway.

Trimmed flight at large sideslip requires relatively weak stability derivatives and strong control derivatives. Stiffness and coupled derivatives such as $C_{n\beta}$ and $C_{l\beta}$, respectively, should be low such that the vehicle is not subject to large yawing and rolling
moments. Equation 7–6 shows a simple cost function to find the configuration which minimizes the combined, squared stiffness and coupled derivatives.

\[
\min_{\mu_1, \mu_2, \mu_3, \mu_4} J = C_{n\beta}^2 + C_{l\beta}^2
\]

(7–6)

The minimization is also subject to additional constraints with respect to dynamic characteristics and handling qualities. For example, although the directional stiffness will be reduced, \(C_{n\beta}\) can remain stable, preventing divergence from a stabilized sideslip condition.

Figure 7-5(a) shows the configuration which achieves the minimum cost, \(J\), with good handling qualities. The shape is non-conventional by both biological and aviation standards in that the inboard wings are swept aft while the outboard wings are swept forward. The wing also uses a gull-wing configuration with large dihedral on the inboard and moderate anhedral on the outboard. The unusual orientation of the outboard wings are expected to contribute to the large sideslip constraint. Anhedral wing tips reduce the vehicle tendency to produce a roll moment in response to sideslip\[64\] while the forward sweep reduces the directional stiffness, \(C_{n\beta}\)[80][9]. The opposite attitude of the inboard wings are used to maintain an appropriate position of the aerodynamic center relative to the vehicle body for the desired dynamic response.

Relaxing the stability criteria to allow unstable dynamics produces a qualitatively similar shape except that the wingtips are not angled downward and are swept forward. Figure 7-5(b) shows the resulting wing configuration. The cost for the unstable criteria is \(J = 0.0005\) whereas for the handling qualities criteria \(J = 0.0263\). In both cases, the desired sideslip characteristics are mostly achieved. The unstable configuration produces a moderately divergent spiral mode and a highly divergent short period mode with a time to double of \(T_2 = 0.5\) seconds. The configuration determined by the stable dynamics criteria
Figure 7-5. Maximum trimmable sideslip is similar to the unstable shape with joint angles of $\mu_1 = 30^\circ$, $\mu_2 = 15^\circ$, $\mu_3 = -5^\circ$ and, $\mu_4 = 30^\circ$.

Interestingly, a very conventional wing configuration is found when the cost function in Equation 7–6 is maximized. Figure 7-6 shows the wing shape that achieves the highest value of $C_{l,\beta}^2 + C_{n,\beta}^2$ is similar to the swept-back design of airliners and other aircraft that seek to reduce sideslip divergence, among many other factors.

Figure 7-6. Maximized sideslip cost function configuration
Maximum trimmed sideslip angle simulations are performed for the identified aircraft by constraining the control surfaces to each move a maximum of ±15°. Table 7-1 compares the maximum sideslip achieved by four aircraft. The movement of the aileron, elevator, and rudder control surfaces are constrained to trim to zero the rolling, pitching, and yawing moments, respectively. The sideslip is increased until the limit deflection is achieved in one of the surfaces.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sideslip (β_{max})</td>
<td>22.6°</td>
<td>36.1°</td>
<td>45.0°</td>
<td>11.5°</td>
</tr>
<tr>
<td>Aileron (δ_a)</td>
<td>15.0°</td>
<td>15.0°</td>
<td>5.05°</td>
<td>15.0°</td>
</tr>
<tr>
<td>Elevator (δ_e)</td>
<td>6.30°</td>
<td>7.8°</td>
<td>−7.98°</td>
<td>18.4°</td>
</tr>
<tr>
<td>Rudder (δ_r)</td>
<td>−11.1°</td>
<td>−8.36°</td>
<td>−7.57°</td>
<td>−3.50°</td>
</tr>
</tbody>
</table>

Table 7-1. Maximum sideslip and control deflections for several aircraft configurations. A) HQC Aircraft - Fig. 7-1 B) HQC min_J - Fig. 7-5(a) C) SDC min_J - Fig. 7-5(b) D) HQC max_J - Fig. 7-6

The nominal configuration used for takeoff is listed in the first aircraft column. The outboard wings have shallow dihedral and the aircraft achieves a moderate value for the cost function, J. A maximum sideslip angle of 22.6° is achieved with maximum right aileron and 74% left rudder deflection. Similar aileron and rudder deflections stabilize the HQC-sideslip airplane in a 36.1° sideslip. Both aircraft exhibit desirable dynamic characteristics, yet the optimized aircraft achieves significantly larger sideslip angles, affording a wider range of sensor pointing. The SDC-sideslip aircraft achieves the sideslip angle limit of 45° with conservative control surface deflections. The aircraft is able to trim at yet larger angles, although sustained flight in such attitudes may be unrealistic without unconventional propulsion or descending flight to counteract the large sideforce drag.

The jet-like wing planform in contrast achieves a maximum sideslip of 11.5° with the aileron saturated to the right and the rudder deflected left mildly. The elevator exceeds allowable deflection for all sideslip ranges in order to stabilize the wing in pitch due to the aft neutral point position. The large elevator deflection underscores an important aspect
of morphing aircraft requiring large wing and tail control effectors in order to stabilize and control the large forces and moments generated by the wing.

7.2 Mission Profile

A simulated mission is presented to illustrate the function of a morphing vehicle in a multi-role scenario. The mission consists of each maneuvering task performed for an equal length of time. The success of each task is determined by the aerodynamic or dynamic metric governing the maneuver. Long range cruise flight performance, for instance, is gauged by the lift to drag ratio of the chosen morphing configuration. The performance of each maneuver is normalized by that of the launch configuration, which is taken as the nominal or baseline aircraft. Overall mission performance is determined by averaging the improvement percentage from each task, where the mission segment durations are assumed equal.

7.2.1 Performance Improvement

Table 7-2 shows two example missions for aircraft flown with with different stability criteria regulating the morphing configurations. Each aircraft is optimized within the configuration space to achieve best value for the each maneuver metric. The handling-qualities criteria restricts the solutions to those that achieve good handling qualities, while the stable dynamics criteria is less restrictive and allows any open-loop stable configuration.

<table>
<thead>
<tr>
<th>Mission Task</th>
<th>Metric</th>
<th>Nominal Value</th>
<th>HQC (% Change)</th>
<th>SDC (% Change)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Launch</td>
<td>$\left( \frac{L}{D} \right)_{max}$</td>
<td>14.6</td>
<td>14.6 (0%)</td>
<td>14.6 (0%)</td>
</tr>
<tr>
<td>Cruise</td>
<td>$\left( \frac{L}{D} \right)_{max}$</td>
<td>14.6</td>
<td>14.6 (0%)</td>
<td>15.1 (3.21%)</td>
</tr>
<tr>
<td>Loiter</td>
<td>$P_{req,min}$</td>
<td>2.52W</td>
<td>2.50W (0.8%)</td>
<td>2.50W (1.0%)</td>
</tr>
<tr>
<td>Turn</td>
<td>$R_{min}$</td>
<td>17.8m</td>
<td>17.1m (4.0%)</td>
<td>16.9m (5.2%)</td>
</tr>
<tr>
<td>Descent</td>
<td>$\left( \frac{L}{D} \right)_{min}$</td>
<td>14.6</td>
<td>11.7 (19.6%)</td>
<td>11.3 (22.8%)</td>
</tr>
<tr>
<td>Sideslip</td>
<td>$\beta_{max,trim}$</td>
<td>22.6°</td>
<td>36.1° (59.7%)</td>
<td>45° (99.1%)</td>
</tr>
<tr>
<td>Recovery</td>
<td>$\left( \frac{L}{D} \right)_{max}$</td>
<td>14.6</td>
<td>14.6 (0%)</td>
<td>14.6 (0%)</td>
</tr>
<tr>
<td>Improvement</td>
<td>—</td>
<td>—</td>
<td>12.0%</td>
<td>18.8%</td>
</tr>
</tbody>
</table>

Table 7-2. Mission tasks and associated performance metrics relative to launch configuration.
Most of the performance improvement for both stability criteria comes in the later mission tasks where the aircraft must achieve unconventional aerodynamic and dynamic properties. The baseline aircraft is optimized to achieve a high lift-to-drag ratio with good handling qualities, so it is expected to perform well in cruise and maneuvering tasks. The performance improvement achieved through morphing is thus relatively small for such tasks. Reconfiguration for the descent maneuver achieves large gains for both HQC and SDC missions. The lower lift to drag ratio of both biologically inspired configurations allows steeper and faster dives. Actual gains may be larger if angle of attack is allowed to vary, although the current results are presented at a constant angle. Maximum trimmable sideslip angle improves with morphing due to the unconventional wing configuration with low sideslip coupling to roll and yaw moments. The HQC sideslip vehicle achieves a 59.7% improvement in the maximum sideslip with the same control deflection limits as the nominal aircraft. The SDC vehicle achieves a greater improvement and reaches the $\beta = 45^\circ$ simulation limit without saturating control surface deflection.

7.2.2 Morphing Joint Trajectories

A morphing aircraft must obviously change shape in order to be useful in flight. The previous discussion considers only the optimal morphed configurations, whereas a realistic mission would require intermediate wing shapes as the vehicle morphs from one mission task to another. The transient morphing shapes are subject to the same constraints as the initial and final configurations. Namely, the dynamic characteristics must satisfy the stability criteria by which one or both of the shapes are limited. For instance, an aircraft morphing from a launch configuration to a manually piloted steep-descent mode must preserve good handling qualities at each intermediate shape. Thus, the joint trajectory through the configuration space is limited to those paths which achieve specified damping ratios, natural frequencies, and time constants.
Equation 7–7 shows the desired morphing direction in configuration space is simply a direct line from the current joint angles to the desired joint angles. The desired direction is normalized by the distance between the initial and final shapes.

\[
\vec{\mu}_{\text{desired}} = \frac{\vec{\mu}_{\text{end}} - \vec{\mu}_{\text{current}}}{||\vec{\mu}_{\text{end}} - \vec{\mu}_{\text{current}}||} \tag{7–7}
\]

Where \(\vec{\mu}_{\text{current}} = < \mu_{1,\text{current}}, \mu_{2,\text{current}}, \mu_{3,\text{current}}, \mu_{4,\text{current}} >\) is the current joint configuration of the wing and \(\vec{\mu}_{\text{end}} = < \mu_{1,\text{end}}, \mu_{2,\text{end}}, \mu_{3,\text{end}}, \mu_{4,\text{end}} >\) is the final or desired joint vector.

Each morphing joint is allowed to move by one increment at each time step independently of the remaining three joints. The angle increment is taken as the 5° minimum joint resolution used in the simulation and the resulting 4-dimensional data matrix. Increment vectors \(i, j, k,\) and \(l\) represent incremental changes to the joint angles \(\mu_{1}, \mu_{2}, \mu_{3},\) and \(\mu_{4},\) respectively. Each vector may take the value of +5° for increasing the joint angle, −5° for decreasing the joint angle, or 0° for no change. Thus, \(3^4 = 81\) possible morphing operations exist at each time step. The number of possible morphing shapes is decreased when the aircraft is at the boundary of the configuration space where one or more joint angles is saturated at the extreme position.

The reconfiguration options are sorted according to Equation 7–8, which determines the desirability of the reconfiguration command, \(< i, j, k, l >\), based on the similarity to the desired morphing direction, \(\vec{\mu}_{\text{desired}}\).

\[
\mu_{\text{error}} = \frac{||\vec{\mu}_{\text{desired}} - < i, j, k, l >||}{||< i, j, k, l >||} \tag{7–8}
\]

The reconfiguration command which achieves the lowest magnitude of direction error, \(\mu_{\text{error}}\), is checked against the applicable stability criteria to determine the suitability of the dynamics. If the configuration meets the criteria, the joint angles are morphed and \(\vec{\mu}_{\text{current}}\) is updated until \(\vec{\mu}_{\text{end}}\) is reached. Should the configuration violate the dynamic
requirements, less direct $<i,j,k,l>$ are tested until an alternate joint angle path is found. The aircraft is thus able to morph around unstable or undesirable configurations.

Figure 7-7 shows the four joint angle trajectories as the aircraft morphs between mission task shapes. Each mission task shape is identified by a vertical dashed line and a text annotation. The duration of the mission task is not represented in the plot. Instead, closed circles show the optimized morphing shapes which are constant for each maneuver. The initial configuration shown at time increment 1 corresponds to the manually piloted launch shape from Figure 7-1. The aircraft is then morphed to the anhedral cruise configuration from Figure 7-2(b) by changing all joint angles apart from $\mu_2$, which remains constant at $-5^\circ$.

![Morphing joint angle trajectories for mission tasks subject to SDC](image)

Figure 7-7. Morphing joint angle trajectories for mission tasks subject to SDC

The following two missions, endurance loiter and minimum radius turn, use joint configurations close or equal to the unmorphed shape from Figure 7-3. The next mission uses the large dihedral, aft swept wing shape (Figure 7-4(b)) to perform steep descents and scatters the joint angles to the extremities of the plot. The vehicle then transforms to the sensor-pointing configuration from Figure 7-5 by increasing $\mu_2$ and $\mu_4$ while reducing $\mu_3$. 
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Figure 7-8 shows a similar profile for a mission using HQC to limit both mission task and intermediate configurations. The restricted configuration set causes several maneuvers to use identical wing shapes. Launch and cruise are both optimized for lift-to-drag ratio so both use the configuration from Figure 7-1. The aircraft then morphs into the shape used for both endurance loitering and minimum radius turn. Slight dihedral is used on the outboard section while the remaining angles are zero, as in Figure 7-3(a).

Steep descent is performed by morphing into the seagull-inspired gull-wing shape of 7-4(a). The joint trajectories follow nearly direct paths for all four angles. Morphing into the sensor-pointing shape of Figure 7-5(a) uses a direct path for $\mu_4$ and staggered paths for the remaining joints. The final shape change transforms the vehicle back into the launch configuration for a manually piloted recovery.

### 7.3 Summary

Morphing continues to be an attractive option for small aircraft designed to operate in urban environments. Shape change allows the vehicles to reconfigure for missions with disparate aerodynamic requirements, such as cruise, maneuvering, steep descent, and sensor-pointing. Biological design elements such as a shoulder and elbow joint are used.
to vary the wing geometry in sweep and dihedral. Birds using such morphing are able to rapidly change direction, achieve high lift-to-drag ratios, descend at steep angles, and soar in updrafts during different phases of flight.

Simulations of a small UAV with avian-inspired morphology show that performance improvements are achieved for each task of an urban mission scenario. Optimizing the vehicle shape for each of these tasks often converges to the biological solution, matching observations made of gliding birds. The identified vehicle configurations also closely relate to findings in the literature regarding useful shapes for different flight tasks.

The shapes into which a vehicle may morph can be regulated by use of a stability criteria which sets an allowable range for the dynamic characteristics. Pilotability can be guaranteed for any configuration by requiring the morphed shapes to meet classical handling qualities. The vehicle then achieves versatile performance while allowing a human operator to manually control the flight path. Further improvements in performance are achieved by permitting any stable or even unstable configurations. The use of a controller is then required, but the vehicles may achieve task performance significantly higher than a fixed-geometry vehicle expected to perform all missions.
CHAPTER 8
CONCLUSIONS

Natural inspiration may transform aircraft design from fixed configurations to amorphous shapes that can reconfigure optimally for many disparate flight conditions. In-flight shape-change extends the design process to real-time, where a vehicle can undergo substantial variations in shape and change roles. Evidence from the gliding flight of seagulls, falcons, albatrosses, and other bird species suggests that such wing shape change can be used to control flight modes and maneuverability with improved performance over fixed aircraft. The potential areas for improvement in energy conservation, maneuverability, and versatility are significant and have justifiably received substantial research attention.

Avian skeletal structures are similar to those of humans in the joint and bone configuration. The shoulder, elbow, wrist, and digit joints of both allow a wide range of motions. Unlike a human arm, however, the avian wing is used as an aerodynamic surface rather than a serial manipulator. As such, the versatility of the skeleton and accompanying skin and feathers affords a variety of wing shapes for various flight tasks. Articulation of specific joints, such as sweep in the wrist joint, provide beneficial aerodynamic effects that are reported in the literature. Combined, complex articulation of the wing joints permit birds to achieve configurations that have favorable performance and dynamics. Quasi-static configurations are easily observed in species which spend large duration gliding in atmospheric currents.

The application of biological inspiration to aircraft design is arguably most relevant to vehicles that are dimensionally similar to the birds on which they are based. Micro air vehicles designed to reconnoiter in urban environments are ideal candidates for such design inspiration. Complicated maneuvers and varied missions envisioned for such aircraft will require a combination of performance and versatility not available with conventional, fixed-configuration designs. Morphing the shape of MAV wings will enable the same type of in-flight redesign versatility that are observed in birds. Multiple mission objectives,
such as endurance, pursuit, tracking, and maneuvering, can be achieved by morphing the aircraft into a shape appropriate for each task.

Quasi-static articulations of wing joints at the root and midboard positions of the wing permit a wide range of aerodynamic shapes. Aerodynamic modeling using vortex-lattice method predicts performance and dynamic characteristics for the morphed wings. Cost functions associated with each mission task are used to find optimal wing shapes in the configuration space. For several tasks, the optimal wing shape is similar to the natural solution. The performance of the adapted aircraft exceeds that of an aircraft with fixed configuration.

Morphing wing joints allows significant changes to the wing shape which subsequently cause large variations in the dynamic characteristics. Modeling these changes for any permissible wing configuration may be computationally prohibit. Reducing the allowable wing shapes to a subset of the configuration space retains the beneficial effects of the morphing while reducing the modeling burden.

Controlling the morphing aircraft requires some knowledge of the dynamic variation that occurs with shape change. With full knowledge of the dynamics, optimal LQR or robust $H_{\infty}$ controllers can be designed for each configuration and switched or scheduled. Alternatively, the dynamics may be approximately modeled using linear interpolation between a set of design points. The linear interpolation reduces computational and storage burden considerably, although introduces modeling errors for nonlinear variation in the dynamic parameters. Adaptive control is used to allow the control to compensate for the modeling error. A reference model associated with each mission defines the expected response for the model and drives the controller adaptation.
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