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This work is a study of electric microfield distribution functions in a plasma. The first work on this problem was done by Holtsmark, who assumed all particles to be statistically independent. Since then, various attempts have been made to include correlations between the particles. This work employs a virial-Debye chain cluster expansion to reinterpret a collective coordinate approach to the microfield distributions developed by Hooper.

The electric microfield distributions have been used in the calculations of the broadening of spectral lines emitted by atoms or ions in a plasma. The application of these distributions to the line shape problem is usually accompanied with two assumptions: (1) neglect of ion motion, and (2) neglect of the ion-electron interactions and their effect approximated by a shielding of the ion-ion interactions. Here, the microfield distribution formalism for the line shape function is retained but without assumptions (1) and (2). With this approach it
is now possible to investigate an aspect of the line broadening problem which in the past has been frequently neglected in the usual line-shape theories. The point in question is the ad hoc introduction of the screened ion fields by the usual line-shape theories which treats incorrectly the electron width and shift operator. The systematic introduction of the shielded ion microfield clearly shows that the form of the electron width and shift operator is more complicated than in the usual theories.

Because of assumption (2), the ion electric microfield distribution used in the line shapes have a shielded ion field. The electron shielding of the ions is usually taken to be the Debye-Hückel result which applies for a classical picture of the electrons. A study of quantum corrections to the electron screening of the ions in the microfield distributions including numerical results is presented.

An integral equation method for evaluating the microfield distributions is proposed. The method is shown to simplify in the hypernetted-chain approximation.
CHAPTER I
CLUSTER EXPANSION FOR THE MICROWFIELD DISTRIBUTION IN A PLASMA

The electric microfield distribution function was first calculated by Holtsmark,\(^1\) who solved it by neglecting the correlations between the various charged particles producing the electric field. Since then, various attempts have been made to include these correlations.\(^2\)\(^-\)\(^8\) The purpose of this chapter is to reinterpret a collective coordinate approach to the microfield distribution developed by Hooper.\(^5\) We will show that the method employed in Ref.5, hereafter referred to as I, is equivalent to a combined virial-Debye expansion similar to that developed by Mayer.\(^9\)

The system that we deal with consists of \(N\) charge particles immersed in a uniform neutralizing background. In addition, when treating the problem of the electric field distribution at a charged point, a "zeroth" particle must be included. The \(N+1\) particles interact through the Coulomb potential. The total system is assumed to be in thermal equilibrium and macroscopically neutral.

The reinterpretation will start by expressing the high-frequency\(^3\) component electric microfield distribution in a cluster expansion similar to the classical expansions of Ursell and Mayer.\(^10\) Then, a split of the central interactions into a long-ranged and a short-ranged contribution is introduced as in I. A central interaction involves the zeroth particle and one of the \(N\) charged particles; a noncentral interaction involves any pair from the \(N\) charged particles. The
long-ranged central and noncentral interactions we treat in a Debye-chain expansion,\textsuperscript{11} since these interactions of infinite range display collective effects. The short-ranged central and the screened interactions from the Debye-chain sums we treat in a virial expansion.\textsuperscript{9} We stress that although similar in technique, the cluster expansion presented here is different from previous development.\textsuperscript{2,3,5} Corrections to \( I \) which result from retaining additional correlations are presented.

### I.1 Formalism

Define \( Q(E) \) as the probability of finding an electric field \( E \), at a singly charged point located at \( \mathbf{r}_0 \) due to \( N \) charged particles moving in a uniform neutralizing background and contained in a volume \( \Omega \). Then, if \( Z \) represents the configurational partition function of the \( N+1 \) particle system, we may write

\[
Q(E) = Z^{-1} \int \cdots \int d\mathbf{r}_0 \, d\mathbf{r}_1 \cdots d\mathbf{r}_N \, e^{-\beta V} \delta(\mathbf{E} - \mathbf{E})
\]  

(1.1.1)

where \( \mathbf{r}_j \) represents the coordinate of the \( j \)th particle, \( \beta = (kT)^{-1} \), \( V \) the potential energy of the system, and \( \mathbf{E} \) is the electric field at \( \mathbf{r}_0 \) due to the \( N \) charged particles in a given coordinate configuration.

The potential energy of the system, \( V \), is expressed as

\[
V = \sum_{0 \leq i < j}^N \frac{e^2}{r_{ij}} + V_B,
\]

(1.1.2)

where \( V_B \) represents the contributions to the potential energy due to the neutralizing background.
An expression for $V$ in terms of a Fourier expansion results in

$$V = \frac{4\pi e^2}{\Omega} \sum_{k \neq 0} \sum_{0=i<j}^N \frac{-i\mathbf{k} \cdot \mathbf{r}_{ij}}{k^2},$$

(1.1.3)

where the exclusion of the $k=0$ term in Eq.(1.1.3) accounts for the neutralizing background.

Assuming that our system is isotropic we may rewrite Eq.(1.1.1) as

$$P(\varepsilon) = 2\pi^{-1} \int_0^\infty d\ell T(\ell) \sin(\varepsilon \ell)$$

(1.1.4)

where $P(\varepsilon)$ is related to $Q(\varepsilon)$ by the relation,

$$4\pi Q(\varepsilon) \varepsilon^{-2} d\varepsilon = P(\varepsilon) d\varepsilon;$$

(1.1.5)

$T(\ell)$ is defined by,

$$T(\ell) \equiv Z(\ell)/Z,$$

(1.1.6)

$$Z(\ell) \equiv \int \cdots \int dr_0 \, dr_1 \cdots dr_N \, e^{-\mathbf{\beta} V(\ell)},$$

(1.1.7)

$$V(\ell) \equiv \sum_{0=i<j}^N v_{ij}(\ell) = \sum_{0=i<j}^N (1 - \frac{i \mathbf{\hat{r}}_0 \cdot \mathbf{\hat{r}}_{ij}}{\mathbf{\beta}^2}) v_{ij},$$

(1.1.8)

where $v_{ij} = e^2/\mathbf{r}_{ij}$ and $\mathbf{\hat{r}}_0$ is the gradient with respect to the zeroth particle.

The function $Z(\ell)$ has the form of a configurational partition function with the "potential energy" of the system $V(\ell)$, defined in Eq.(1.1.8). We proceed to calculate numerator and denominator of
Eq.(1.1.6) using the classical cluster expansions for configurational partition functions which were developed by Ursell and Mayer.\(^10\)

Again noting that the numerator \(Z(\ell)\) has the form of a configurational partition function, we write it in the form of a "Helmholtz free energy," \(F(\ell)\):

\[
Z(\ell) = e^{-\beta F(\ell)}; \quad (1.1.9)
\]

\(F(\ell)\) given by,

\[
-\beta F(\ell) = \Omega A(\rho, \ell). \quad (1.1.10)
\]

Now the quantity \(A\) can be expressed in terms of a cluster expansion,\(^10\)

\[
A(\rho, \ell) = \sum_{n=2}^{N} \frac{\rho^n}{n!} \prod_{j} R(n, \ell) \int \frac{d\mathbf{r}}{j}. \quad (1.1.11)
\]

Here, \(R(n, \ell)\) is the sum of all products of \(f\)-Mayer functions in which every particle in \(n\) is independently connected to every other particle in \(n\). The \(f\)-Mayer functions are defined as

\[
f_{ij}(\ell) = (e^{-\beta v_{ij}(\ell)} - 1) \quad (1.1.12)
\]

where

\[
n = \text{set of } n = n_o + n_i \text{ particles} \]

\[
n! = n_o! n_i!
\]

\[
\rho^n = \rho_o^n \rho_i^n ; \rho_o = z^{-1} , \rho = N/\Omega
\]
\[\int \cdots \int dr_j = \text{integrations over set} \]
\[\text{of } n \text{ particles} \tag{1.1.13}\]

\(n_0\) and \(n_1\) are the number of zeroth particles, here equal to 0 or 1, and \(N\) charged particles in the cluster \(R(n,\xi)\), respectively.

The clusters in the expansion of \(A(\rho,\xi)\) are of two types:

1. Clusters which do not contain the zeroth particle, \(n_0 = 0\).
2. Clusters which do contain the zeroth particle, \(n_0 = 1\).

If \(A_1(\rho)\) and \(A_2(\rho,\xi)\) denote the contributions from all type (1) and (2) clusters, respectively, then

\[Z(\xi) = \exp\{\Omega A_1(\rho) + \Omega A_2(\rho,\xi)\}. \tag{1.1.14}\]

A similar procedure can be applied to \(Z = Z(\xi = 0)\), with the result

\[Z(\xi = 0) = \exp\{\Omega A_1(\rho) + \Omega A_2(\rho,0)\}. \tag{1.1.15}\]

The term \(A_1(\rho)\) is independent of \(\xi\); in fact, \(\exp(\Omega A_1(\rho))\) is the configurational partition function for the plasma without the zeroth particle.

Substituting Eq.(1.1.14) and Eq.(1.1.15) in Eq.(1.1.6) allows us to write

\[T(\xi) = \exp\{\Omega A_2(\rho,\xi) - A_2(\rho,0)\}. \tag{1.1.16}\]

That is, all clusters not involving the zeroth particle cancel exactly in Eq.(1.1.16).
A graphical representation of some of the terms appearing in $A_2$ is shown in Fig. (1.1); a black vertex represents one of the $N$ charged particles, a white vertex the zeroth particle. Each f-Mayer function is represented by a heavy-solid line connecting two vertices.

As in I, we conjecture that quantitative features of the microfield distribution will be more sensitive to central than to noncentral interactions. A central interaction involves the zeroth particle and one of the $N$ charged particles; a noncentral interaction involves any pair of $N$ charged particles. Based on this conjecture, the details of the central interactions are treated with greater care. Therefore, we split the central interactions into long- and short-range contributions. The long-range central and all of the noncentral coulomb interactions we treat in a Debye-chain expansion. After the long-range contributions are renormalized, all the remaining short-range "interactions" are treated by means of a virial expansion. From an examination of the formalism it is clear that the two expansions are not independent, but involve a hybrid (virial/Debye) cluster expansion. It must be emphasized that the conjecture discussed above is based on a plausibility argument, which is justified by results.$^5$ To carry out this procedure, we first set

$$v_{oj} = u_{oj} + w_{oj} \quad (1.1.17)$$

where

$$w_{oj} = (e^2/r) e^{-\alpha r_{oj}/\lambda} \quad (1.1.18)$$

In Eq. (1.1.18) $\alpha$ is an arbitrary, real, positive parameter which will be independently determined, and $\lambda$ is the Debye length,
Fig. 1.1 Graphical representation of A₂. A black vertex represents an ion, a white vertex the zeroth particle. Each f-Mayer function is represented by a heavy-solid line connecting two vertices.
\[ \lambda = (4\pi e^2 \rho \beta)^{-1/2}. \]  

(1.1.19)

Substitute Eq. (1.1.17) into the expression for the f-Mayer functions, Eq. (1.1.12). This yields a result similar to one used by Mayer\(^9\) but with the difference that in the present paper only central interactions are split

\[ f_{ij}(z) = (e^{-\beta v_{ij}} - 1) \quad i,j \neq 0 \]

(1.1.20)

where

\[ x_{ij}(z) = (e^{-\beta u_{ij}} - 1). \]

(1.1.21)

With the aid of Eq. (1.1.20) we may further separate the products in \( R(\rho, z) \) into sums of products involving the f-function, \( \chi \)-function, and \( [-\beta u]^n/n! \) functions represented by heavy-solid lines, light-solid lines, and \( n \)-dashed lines, respectively. Clearly, there can be at most one f or \( \chi \) bond directly connecting two vertices. The result of splitting the central interactions is shown graphically for some 2 and 3 particle clusters in Fig. (1.2a). The two \(-\beta u\)-bonds with the triple dot in between represent the sum of graphs with all possible number of \(-\beta u\)-bonds as shown in Fig. (1.2b).

In order to perform a Debye-chain expansion on the long-range central and noncentral interactions we expand the noncentral f-Mayer functions in powers of \(-\beta v\). With the decomposition of the f-functions into powers of \(-\beta v\) functions we can sum simple chains of
(-βu)- and (-βv)-bonds as shown in Fig. (1.3). Two types of chains are possible: the first has the zeroth particle and one perturbing ion for endpoints, while the second has two ions for endpoints. It is understood that the two vertices at the endpoints of Fig. (1.3) are in general part of a more complicated graph. Hence, we are summing all graphs which are the same except for the one sum of interactions displayed. The intermediate ions in Fig. (1.3) do not interact with any particles except as explicitly shown in the figure. The final form for $A_2$ is an infinite series of integrals involving products of the functions, $\chi$, $u^S$, and $v^S$; $u^S$ and $v^S$ are defined graphically in Fig. (1.3) and evaluated in Appendix A. There is the restriction that no simple chains in the effective interactions $u^S$ and $v^S$ appear in $A_2$ because such a chain is in effect a simple chain in u and v interactions which have been already included in the summations. The new cluster expansion for $A_2$ is given by

$$\Omega A_2(p,\ell) = \ln T_0(\ell) + \sum_{n=1}^{\infty} \frac{p^n}{n!} h_n(\ell),$$

(1.1.22)

where $\ln T_0(\ell)$ is the contribution from the ring graphs presented graphically in Fig.(1.4a), and $h_n$ is the set of all $n+1$ particle clusters, excluding ring graphs, involving products of the functions $\chi$, $u^S$, and $v^S$ as described above and presented graphically in Fig.(1.4b) and (1.4c) for $n=1$ and 2.

In Fig.(1.4) we have separated the graphs for $n=1$ and 2 into the subsets (b1,b2) and (c1,c2). The separation is employed since it can be shown that only the graphs shown in (b1), (c1) are included in I. There, only the first term in the Gram Charlier$^{12}$ expansion series for
Fig. 1.2 Some 2 and 3 particle clusters in $A_2$ after the splitting of central interactions. The $f$-Mayer, $\chi$, and $(-\beta u)^n/!$ functions are represented by heavy-solid lines, and $n$ dashed lines, respectively.
Fig. 1.3 The effective interactions $u^s$ and $v^s$. 
Fig. 1.4  The contributions to $A_2$ up to $n=2$ of Eq. (1.1.22).  (a) The ring graphs.  (b1) and (c1) are the graphs included in the Jacobian approximation in I.  (b2) and (c2) are the neglected terms in I. The triple dot has the same meaning here as in Fig. (2), except now it involves $(-\beta u^2)$-bonds. Note that the noncentral bonds in the second bracket of (c2) have a minimum of two $(-\beta u^8)$-bonds. The graph in (b2) has a minimum of three $(-\beta u^8)$-bonds.
the Jacobian of the collective coordinate transformation is retained. We will show that the graphs (b2) and (c2) are neglected by such an approximation.

Splitting up the potential appearing in $Z(t=0)$ in the same manner as previously described in treating $Z(t)$, we are able to carry out a similar expansion program with the result

$$
\Omega A_2(p,0) = \ln T_0(0) + \sum_{n=1}^{\infty} \frac{\rho^n}{n!} h_n(0).
$$

(1.1.23)

The graphs representing the terms in Eq.(1.1.23) are topologically equivalent to those in Eq.(1.1.22) but with $\ell$ set equal to zero.

Combining Eqs.(1.1.16), (1.1.22), and (1.1.23) gives the following result for $T(\ell)$:

$$
T(\ell) = \frac{T(\ell)}{T_0(0)} \exp \left\{ \sum_{n=1}^{\infty} \frac{\rho^n}{n!} \left[ h_n(\ell) - h_n(0) \right] \right\}.
$$

(1.1.24)

Now consider the individual terms appearing in Eq.(1.1.24). In Appendix B we show that the first term, $T_0(\ell)/T_0(0)$, can be written as

$$
T_0(\ell)/T_0(0) = \exp\{-\gamma L^2\}.
$$

(1.1.25)

In Eq.(1.1.25),

$$
L = \ell \varepsilon_o, \quad \gamma = \alpha^3/4(\alpha^2 + 1)^2, \quad a = r_o/\lambda, \quad \text{and} \quad \varepsilon_o = e/r_o^2;
$$

(1.1.26)

$r_o$ is the ion sphere radius defined by the expression
Next, we consider the factors resulting from terms in the series exponent. For \( n=1 \), and considering only terms shown graphically in Fig. (1.4b1), we write

\[
I_1^{(1)}(\xi) = \rho \left[ h_1^{(1)}(\xi) - h_1^{(1)}(0) \right]
\]

\[
= \rho \int d^2 \mathbf{r}_{10} \left[ \chi_1(\xi) \phi_1(\xi) - \chi_1(0) \phi_1(0) \right]
\]

\[
= 3 \int_0^{\infty} dx \ x^2 \left[ e^{F(x)} \left( \frac{\sin[LG(x)]}{LG(x)} - 1 \right) - e^{s(x)} \left( \frac{\sin[Lq(x)]}{Lq(x)} - 1 \right) \right]
\]

(1.1.28)

where the angular integrations have been done. The functions in the second equality are defined by

\[
Q_1(\xi) = \exp \left\{ -8u^S(\mathbf{r}_{10}, \xi) \right\}
\]

(1.1.29)

\[
u^S(\mathbf{r}_{10}, \xi) = \left[ 1 - \frac{\mathbf{e}^S \cdot \mathbf{n}}{e^S} \right] u^S(\mathbf{r}_{10}).
\]

(1.1.30)

The functions in the third equality are defined in the next section, Eqs. (1.2.4), (1.2.5), (1.2.7) and (1.2.8).

For the second term in the series, \( n=2 \), we use the graphs in Fig. (1.4c1) to write

\[
I_2^{(1)}(\xi) = \frac{\rho^2}{2} \left[ h_2^{(1)}(\xi) - h_2^{(1)}(0) \right]
\]

\[
= \frac{\rho^2}{2} \iint d^2 \mathbf{r}_{10} d^2 \mathbf{r}_{20} \left[ \chi_1(\xi) \chi_2(\xi) \phi_1(\xi) \phi_2(\xi) - \right.
\]

\[
\left. \left( \frac{\sin[LG(x)]}{LG(x)} - 1 \right) - e^{s(x)} \left( \frac{\sin[Lq(x)]}{Lq(x)} - 1 \right) \right]
\]

(1.1.28)
Thus, the contributions to $T(l)$ from Figs.(1.4a), (1.4b1), and (1.4c1) are given by

$$-\chi_1(0)x_2(0)\phi_1(0)\phi_2(0)\left(e^{-\beta V_{12}} - 1\right). \tag{1.1.31}$$

The results in Eqs.(1.1.25-1.1.32) are identical to those in I for $T(l)$ as given in Eqs.(25-35) of I.

### 1.2 Corrections

In Section 1.1 we expressed the microfield distribution function in terms of a cluster expansion where the long-range interactions are treated in a Debye-chain expansion and the short-range interactions in a virial expansion. The two are not independent but involve a hybrid virial Debye-chain cluster expansion with the long-range collective effects of the Debye-chains modifying the short-range virial expansion.

As mentioned earlier, the graphs in Figs.(1.4b2 and 1.4c2) are not included in the results of Eq.(1.1.32). The neglected terms can be interpreted as correlations between the collective coordinates introduced in I. In this section we will evaluate these contributions to $T(l)$ for $n=1$ and 2 in Eq.(1.1.24).

The corrections to $I_1^2(l)$, shown graphically in Fig.(1.4b2), is given by
\[ I_1^{(2)}(\ell) = \rho [h_1^{(2)}(\ell) - h_1^{(2)}(0)] \]
\[ = \rho \int dr_{1} \left\{ e^{-\beta u_s(r_1,\ell)} - \frac{1}{2} (\beta u_s(r_1,\ell))^2 \right. \]
\[ + \left. \beta u_s(r_1,\ell) - 1 \right\} - [e^{-\beta u_s(r_1)} - \frac{1}{2} (\beta u_s(r_1))^2 + \beta u_s(r_1) - 1]. \]

(1.2.1)

Performing the angular integrations we get,

\[ I_1^{(2)}(\ell) = 3 \int_0^\infty dx \ x^2 \left\{ e^s(x) \left( \frac{\sin[Lq(x)]}{Lq(x)} - 1 \right) + \frac{L^2 q^2(x)}{6} \right\} \]

(1.2.2)

The functions that appear in the integrand are defined as follows:

\[ x = r/r_o \]  

(1.2.3)

\[ s(x) = \frac{a^2}{1-a^2} \left( \frac{a^2}{3x} \right) (e^{-ax} - e^{-aax}) \]  

(1.2.4)

\[ q(x) = \frac{a^2}{1-a^2} \left\{ \frac{1}{x} (e^{-aax} - e^{-ax}) - \frac{a}{x} (e^{-ax} - e^{-aax}) \right\}. \]  

(1.2.5)

Combining Eqs. (1.1.28) and (1.2.2) we find that

\[ I_1(\ell) = 3\int_0^\infty dx \ x^2 \left\{ e^F(x) \left( -\frac{\sin[LG(x)]}{LG(x)} - 1 \right) + \frac{L^2 q^2(x)}{6} \right\} \]

(1.2.6)

with

\[ F(x) = \frac{1}{1-a^2} \left( \frac{a^2}{3x} \right)(a^2 e^{-ax} - e^{-aax}) \]  

(1.2.7)

\[ G(x) = \frac{1}{1-a^2} \left\{ \frac{1}{x} (e^{-aax} - e^{-ax}) + \frac{a}{x} (ae^{-aax} - a^2 e^{-ax}) \right\}. \]  

(1.2.8)
Before evaluating the contributions from the graphs in Fig. (1.4c) we note that the sum of three particle clusters is a small correction to \( T(\ell) \). Hence, we only consider graphs with the lowest nonvanishing number of \((-\beta v^S)\)-bonds connecting particles 1 and 2. With this simplification the graphs in Fig. (1.4c) will be of two types: graphs with one \((-\beta v^S)\)-bond, and graphs with two \((-\beta v^S)\)-bonds.

The contribution to \( T(\ell) \) from graphs with one \((-\beta v^S)\)-bond is given by

\[
I^{(1)}_2(\ell) = -\frac{\beta \rho}{2} \int d\mathbf{r}_1 d\mathbf{r}_2 v^S(\mathbf{r}_{12}) \sum_{\ell' \ell''} \chi_1(\ell') \chi_2(\ell'') e^{\beta u^S(\mathbf{r}_1, \ell')} - e^{\beta u^S(\mathbf{r}_2, \ell'')},
\]

\[ \text{with } \chi_1(0) \chi_2(0) = \sum_{\ell' \ell''} \chi_1(\ell') \chi_2(\ell'') e^{\beta u^S(\mathbf{r}_1, \ell')} - e^{\beta u^S(\mathbf{r}_2, \ell'')}. \]

The quantity \( I^{(2,1)}_2(\ell) \) corresponds to the graphs in Fig. (1.4c1) and \( I^{(2,1)}_2(\ell) \) to the graphs in the first bracket of Fig. (1.4c2).

The integrands in Eqs. (1.2.9) and (1.2.10) are a product of functions of \((\mathbf{r}_1, \ell)\) and \((\mathbf{r}_2, \ell)\) with the exception of the \(r_{12}\) coupling term in \( v^S(\mathbf{r}_{12}) \). In order to uncouple the \(r_1, r_2\) dependence, we expand \( v^S(\mathbf{r}_{12}) \) in spherical harmonics.\(^{13}\)
\[ v_s(r_{12}) = - \sum_{k=0}^{\infty} (2k+1) v_s^k(r_1, r_2) p_k(\cos \theta_{12}) \quad \text{(1.2.11)} \]

where
\[
v_s^k(r_1, r_2) = \frac{a^2}{3} k^{1/2} (ax_1) I_k + \frac{1}{2} (ax_2)/(x_1 x_2)^{1/2} \quad \text{(1.2.12)}
\]

and \( x_j = r_j/r_0, \ x_1 > x_2, \) and \( k = 0, 1, 2, \ldots \). This method allows Eqs. (1.2.9) and (1.2.10) to be reduced to a tractable double integral where the angular integrations are readily performed to yield

\[
I_2^{(1)}(\theta) + I_2^{(2,1)}(\theta) = 3a^2 \sum_{k=0}^{\infty} (-1)^k (2k+1) \int_0^{\infty} dx_2 x_2^{3/2} I_{k + 1/2} (ax_2) \times \int_{x_2}^{\infty} dx_1 x_1^{3/2} K_k + \frac{1}{2} (ax_1) \{ i_k^{(1)}(x_1, x_2) + i_k^{(2,1)}(x_1, x_2) \} \quad \text{(1.2.13)}
\]

\[
i_k^{(1)}(x_1, x_2) = e^{-\beta w(x_1)} \left[ e^{-j_k(LG(x_1))} - j_k(Lq(x_1)) \right] - j_k(Lq(x_2)) - \delta_{k,0} \chi_1(0) \chi_2(0) \quad \text{(1.2.14)}
\]

\[
i_k^{(2,1)}(x_1, x_2) = e^{-\beta w(x_2)} \left[ e^{-j_k(LG(x_2))} - j_k(Lq(x_2)) - \delta_{k,0} (1+s(x_2)) \right] \left[ e^{-j_k(Lq(x_1))} - \delta_{k,0} \right]
\]

\[
- \delta_{k,0} \left[ e^{-j_k(Lq(x_1))} - \delta_{k,0} (1+s(x_2)) \right] \left[ e^{s(x_1)} - e^{s(x_2)} \right] - \delta_{k,0} \left[ e^{s(x_1)} - e^{s(x_2)} \right] - (1+s(x_2)) \]

\[ + s(x_1) e^{-\beta w(x_1)} \left[ 2e^{-2} (j_o(LG(x_2)) - 1) - (j_o(Lq(x_2)) - 1) \right] \]
The functions \( I \) and \( K \) refer to modified Bessel functions of the first and third kind, respectively, while \( j_k \) specifies a spherical Bessel function of order \( k \).\(^{14}\)

The second bracket in Fig.(1.4c2) shows the graphs with a minimum of two \((-\beta v^s)\)-bonds. Their approximate contribution to \( T(\ell) \) is given by

\[
I_2^{(2,2)}(\ell) = \frac{\rho^2 \beta^2}{2} \int dr_1^+ dr_2^+ v^s(r_{12})^2
\]

\[
\times \left[ \frac{\beta^2}{2} \left[ u^s(r_1,\ell)u^s(r_2,\ell) - u^s(r_1)u^s(r_2) \right] - \beta u^s(r_2,\ell)x_2(\ell) - u^s(r_1)e^{\beta u^s(r_2)}x_2(0) \right]. \tag{1.2.16}
\]

The first term in brackets in Eq.(1.2.15) may be evaluated by introducing the Fourier transforms as shown in Appendix C. Then,

\[
\frac{\rho^2 \beta^4}{4} \int dr_1^+ dr_2^+ v^s(r_{12})^2 \left[ u^s(r_1,\ell)u^s(r_2,\ell) - u^s(r_1)u^s(r_2) \right]
\]

\[
= -\gamma_1 L^2
\]

\[
\gamma_1 = \frac{-a^2 a^4}{12(a^2-1)^3} \left[ (a^2+1) \ln \left( \frac{3}{2+\alpha} \right) + \frac{(a^2-1)(2a+1)}{3(a+2)} \right]. \tag{1.2.17}
\]

The term in the second bracket in Eq.(1.2.16) may be reduced to a one dimensional integral by first integrating over \( r_1 \),
\[
\frac{d^2}{dx^2} \int [u^s_1(x) + e^{\theta_2} \cos \theta_2] \sin[Lq(x)] \left( F(x) s(x) \right) - Lp(x) e^{j \theta_2} \sin[Lq(x)] - 1
\]

The functions \( t(x) \) and \( p(x) \) are evaluated in Appendix D,

\[
t(x) = \frac{-a^2}{36x} \left( \frac{\alpha^2}{\alpha^2 - 1} \right)[e^{\alpha x} E_1(3ax) + e^{\alpha x} \ln 3 - E_1(ax)]
\]

\[
- \frac{e^{\alpha x}}{\alpha} E_1((2+\alpha)ax) - \frac{e^{-\alpha x}}{\alpha} \ln(\frac{2+\alpha}{2-\alpha}) - E_1((2-\alpha)ax)
\]

\[
- \frac{e^{\alpha x}}{\alpha} E_1((2+\alpha)ax)
\]

and

\[
p(x) = x^{-1} \left[ \frac{-a^4}{12} \left( \frac{\alpha^2}{\alpha^2 - 1} \right)[e^{\alpha x} E_1(3ax) - e^{-\alpha x} \ln(\frac{2+\alpha}{2-\alpha}) - E_1((2-\alpha)ax)]
\]

\[
- e^{\alpha x} E_1((2+\alpha)ax)
\]

\[
+ e^{-\alpha x} \ln(\frac{2+\alpha}{2-\alpha}) - E_1((2-\alpha)ax)] \right) - \frac{3t(x)}{a^2}
\]
Eqs. (1.2.19) and (1.2.20) are only valid for values of \( a \) less than 2.

The function \( E_1 \) is the exponential integral

\[
E_1(y) = \int_y^\infty dz \frac{e^{-z}}{z} \quad \text{for } y > 0.
\]  

(1.2.21)

Combining Eqs. (1.2.9), (1.2.10) and (1.2.16) we have

\[
I_2(\lambda) = I_2^{(1)}(\lambda) + I_2^{(2,1)}(\lambda) + I_2^{(2,2)}(\lambda)
\]  

(1.2.22)

Thus,

\[
T(\lambda) = \exp\left\{-\gamma'L^2 + I_1(\lambda) + I_2(\lambda)\right\}
\]  

(1.2.23)

with \( \gamma' = \gamma + \gamma_1 \) and \( I_1(\lambda) \) is given by Eq. (1.2.7) and \( I_2(\lambda) \) by Eq. (1.2.20).

The result in Eq. (1.2.22) is used in Eq. (1.1.4) to calculate \( P(\varepsilon) \) at a singly charged point in the next section.

### 1.3 Results

The first step in using and evaluating the present theory is to determine the parameter \( a \). In principle the expression for \( T(\lambda) \) in Eq. (1.1.24) is independent of the choice of \( a \). However, in a practical calculation the infinite series appearing in the exponent of Eq. (1.1.24) is terminated and \( T(\lambda) \) is then no longer independent of the value of \( a \). The procedure for selecting \( a \) is discussed in detail in I.

Briefly, it involves finding a distinct and extended range of \( a \) values over which the \( T(\lambda) \) curve, hence the \( P(\varepsilon) \) curve, remains stationary. In the stability region, or \( \alpha \)-plateau, the second term in the series is small and the series rapidly converges.
A justification for the $\alpha$ selection procedure follows. For a given 
$\alpha$, a particular choice of $\alpha$ determines how much of the central 
interaction is treated by a Debye-chain or by a virial-expansion. The 
validity and speed of convergence of such expansions depend on the 
detailed nature of the interactions treated. A best choice of $\alpha$ will be 
that which splits the central interactions so as to optimize both 
expsansions, thus giving a rapid convergence of Eq.(1.1.24). Then, a 
small variation of $\alpha$ about the best value should not significantly 
affect the results provided sufficient terms are retained in the 
infinite series.

Using this procedure we calculate $P(\epsilon)$ curves and compare them with 
the results of I. Figures (1.5) and (1.6) show $P(\epsilon)$ curves for $\alpha = 1.73$
and $\alpha = 2.45$, respectively. From the plots it can be seen that the 
corrections slightly lower and shift the peaks of the $P(\epsilon)$ curves to 
higher $\epsilon$ values. Although not shown here, the contribution from these 
corrections become smaller with decreasing values of $\alpha$. In Figure (1.5) 
we compare our curves with Monte Carlo results\textsuperscript{15} and in Figure (1.6) 
with Molecular Dynamic results.\textsuperscript{16} The agreement for $\alpha = 1.73$ is quite 
good. In this case, there exists a well defined $\alpha$-plateau. For $\alpha = 
2.45$ the $\alpha$-plateau reduces to the point where the existence of a plateau 
is in question; further, our results are not in agreement with the 
computer experiments. The lack of agreement, together with our earlier 
discussion of the $\alpha$ selection procedure would indicate the need to 
retain more terms in the series of Eq.(1.1.24) for $\alpha \geq 2.0$.

I.4 Conclusion

We have shown that the previously developed collective coordinate 
approach to microfield distributions is equivalent to a hybrid
The two expansions are not independent; the long-range collective effects of the Debye-chains modify the short-range virial expansion. Hence, the range of validity of this formalism, when applied to systems where particles interact through long-range potentials, exceeds that of theories that use either expansion separately. The hybrid virial/Debye expansion formalism can easily be extended to the low-frequency microfield distributions in a plasma containing multiply charged ions.\(^7\)

Numerical calculations of \(P(\varepsilon)\) curves including some corrections neglected in I are presented in graphical form. These corrections correspond to correlations between the collective coordinates. Their contribution can be shown to be equivalent to keeping the next term in the Gram Charlier expansion of the Jacobian of the transformation to collective coordinates. Even though the effect of the corrections is small, for \(a = 2.45\) they improve agreement with the results of computer experiment.

In Eq. (1.1.22) we have ordered the terms in the sum by number of particles in a cluster. We now propose a different ordering based on the splitting of the central interactions. This split separates the central interaction into a strong short-ranged and a weak long-range contribution. The long-range weakly coupled part requires a Debye-chain expansion since these infinite range interactions give rise to collective effects. The strongly coupled part given by the \(\chi\)-bonds and the effective interactions resulting from the summation of Debye-chains we treated in a virial expansion. However, instead we may identify a cluster by the number of \(\chi\)-bonds it contains, and by the complexity\(^{11}\) of the weakly coupled contributions. For example, the lowest order terms
in complexity are the ring graphs,\textsuperscript{11} and the simple chains in Fig. (1.3). Systematic correction procedures in Refs. 17-20 discuss at length the summation of graphs of higher order in complexity. Therefore, we propose to order the terms in Eq.(1.1.24) by the two parameters: \( \chi \)-bonds and complexity of the weakly coupled interactions.

In the preceding discussion we have implicitly assumed that the noncentral interactions constitute a weakly coupled system. This, of course, is only true for value of \( a \ll 2.0 \). However, our original conjecture is that the microfield distribution is not very sensitive to the noncentral interactions. In this sense the noncentral interactions can be weakly coupled to the zeroth particle.

From Fig. (1.4) we see that in this new ordering scheme the graphs in (b2) and (c2) are of zeroth and first order in the strong coupling parameter, the number of \( \chi \)-bonds. These graphs are higher order in complexity of the weakly coupled contributions than the graphs in (a), (b1), and (c1). We see that the graphs in (b2) and (c2) of zeroth and first order in \( \chi \)-bonds are to be grouped with the ring graphs in (a) and the graphs in (b1), respectively.

From our results in Sect. I.3, we believe that by including terms containing three \( \chi \)-bonds and lowest order in complexity in the Debye-chains we can extend the validity of our results to values of \( a \gtrsim 2.0 \).
Fig. 1.5 A comparison of $P(\varepsilon)$ curves for $a = 1.732$. The unmodified curve refers to the results of I. The modified curve includes the corrections in Sect. III. $\varepsilon$ is in units of $\varepsilon_0$. 
Fig. 1.6 A comparison of $P(\varepsilon)$ curves for $a = 2.45$. The unmodified curve refers to the results of I. The modified curve includes the corrections in Sect. I.3. $\varepsilon$ is in units of $\varepsilon_0$. 
CHAPTER II
LOW-FREQUENCY MICROFIELD

The spectral lines of radiating atoms or ions in a plasma are broadened due to the perturbation of the radiator by both the ions and the electrons of the plasma\[^{21}\] (assuming for simplicity a two component plasma). Studies of the plasma broadened spectral lines have been quite successful in determining temperatures and densities for laboratory and astronomical plasmas.\[^{22-25}\] In the past a number of fruitful results have been obtained in this area with the application of new methods developed in many-body physics and nonequilibrium statistical mechanics. Among these methods are propagator-operator equations,\[^{26}\] Green's function techniques,\[^{27}\] cluster expansions,\[^{28}\] and formal kinetic theory of time correlation functions.\[^{29}\] However, the problem of quantitatively predicting the line shape is difficult in general and is often simplified by reducing the calculation to one involving independent treatments of ion, electron, and radiator subsystems. Most past work has accomplished this under the following assumptions: (1) ions may be considered as static; (2) ion-electron interactions may be neglected and their effect partially accounted for by shielding the ion-ion interaction in an approximate fashion; and (3) electron-radiator interactions may be treated by perturbation theory. The first two assumptions allow the introduction of the low-frequency\[^{3}\] microfield distribution which yields the Stark broadening due to the average static electron-shielded ion field. This is not a weak interaction effect and may not be
obtained by finite perturbation theory. The third assumption allows the electron "width and shift" operator \(26\) to be treated by perturbation theory. The ions and electrons are thus treated very differently in their interactions with the radiator, since the strong static effect and weak dynamic effect are two different approximations. In order for this description to be useful, the part of the line being described must be such that the radiation occurs in a time short compared to the time required for an ion to move significantly. On the other hand, the time of radiation must be long compared to corresponding times for electron motion since in finite perturbation theory the electron static effects are not treated properly. Fortunately, due to the large ratio of ion to electron mass, these conditions are often met over an interesting portion of the line.

The low-frequency microfield distributions are calculated by considering a gas of ions interacting through an effective screened potential. The ion electric fields are also assumed to be screened. The shielding in this calculation is a way to include electron screening effects, since the ion electric fields vary slowly over times on the order of the electron relaxation times. It is necessary for the conventional line-shape theories to treat the ions through low-frequency instead of high-frequency microfields, which contain no electron screening, in order to obtain agreement with experiments.

The purpose of this chapter is to show that the ad hoc introduction of the low-frequency microfields by the conventional theories leads to an incorrect expression of the electron width and shift operator. We demonstrate this point by two similar, but different approaches to the line-shape problem. The first approach takes advantage of the cluster
expansions developed in Chapter I in order to systematically obtain the
electron screening of the ions in the microfield distribution. The
second approach introduces an arbitrary static-ion field which must be
defined at some point in the development. The ambiguity in the choice of
the ion field is troublesome, but it allows us a freedom which is
helpful in studying the dependence of the electron width and shift
operator on the choice of microfield distribution. Both methods
introduce the microfield distribution into the line-shape function
without simultaneously introducing assumptions (1) and (2) above. It is
then possible to neglect ion motion effects at the end of the
development and compare with the conventional theory results.

We will restrict our discussion to second-order theories which
assume that the perturber-radiator interactions are weak and treat the
width and shift operator to second order in these interactions. The
second order theories are useful in laser produced plasma experiments\(^{25}\)
since the observed part of the line profiles from high-Z radiators is in
the near wings, well inside the electron plasma frequency. Another
reason for only discussing second-order theories is that the diffi­
culties concerning the introduction of low-frequency microfields into
the line-shape formalism are present in the second-order theories.
Therefore, consideration of strong collisions, or so-called unified
theories, is not necessary for the purpose in mind here.

II.1 Line Shape Function

The radiation spectrum of a quantum system is determined
experimentally by measurement of the power radiated per unit time per
unit frequency interval, averaged over the polarization and the
direction of radiation. Since this quantity has been derived many times in a variety of ways, its derivation will not be included here. The power radiated when a particle makes a spontaneous dipole transition from one quantum state to another is,

\[
P(\omega) = \left( \frac{4\omega^4}{3c^3} \right) \sum_{i,f} |<i|\hat{d}|f>|^2 \delta(\omega - \omega_{if}) W_i. \quad (2.1.1)
\]

In the above, \( <i|\hat{d}|f> \) represents the matrix elements for the radiator. The frequency, \( \hbar \omega_{if} \), is the difference between the initial and final energies, \( E_i \) and \( E_f \), of the entire radiator-plasma system; and \( W_i \) is the probability of occurrence of the initial state in an ensemble. Eq.(2.1.1) may be manipulated to read as

\[
P(\omega) = \left( \frac{4\omega^2}{3c^3} \right) I(\omega) \quad (2.1.2)
\]

where \( I(\omega) \) is the line shape function defined by

\[
I(\omega) = \pi^{-1} \text{Re} \int_0^\infty dt \ e^{i\omega t} \text{Tr}_{Rp} \{ \rho_{Rp} \hat{d} \hat{d}(t) \} \quad (2.1.3)
\]

with (in units such that \( \hbar=1 \))

\[
\hat{d}(t) = e^{iHt} \hat{d} e^{-iHt} \quad (2.1.4)
\]

\[
\rho_{Rp} = |i\rangle W_i <i| \quad (2.1.5)
\]

Here, \( \rho_{Rp} \) is the equilibrium density matrix, \( H \) the total Hamiltonian, and \( \text{Tr}_{Rp} \) the trace over states of the radiator and plasma system. It
has been assumed from the outset that the momentum transferred to the radiator during the time of radiation is negligible, and therefore, that Doppler broadening due to the motion of the radiator is independent of the Stark broadening caused by the plasma.\textsuperscript{32} It can be shown, under such conditions that the final line shape may be obtained by convoluting $I(\omega)$ with the Doppler profile.\textsuperscript{33} In this situation, the operators appearing in Eq.(2.1.3) are dependent only upon the plasma degrees of freedom and the internal degrees of freedom of the radiator; there is no dependence on the center-of-mass variables of the radiator.

In a coordinate system with the origin at the radiator nucleus, the Hamiltonian may be written as

$$H = H_R + H_p + V_I$$  \hspace{1cm} (2.1.6a)

where

$$H_R = \text{Hamiltonian for the free radiator (no center-of-mass motion)}$$  \hspace{1cm} (2.1.6b)

$$H_p = \text{Hamiltonian for the plasma plus monopole term from the radiator-plasma interaction}$$  \hspace{1cm} (2.1.6c)

$$V_I = \text{radiator-perturber interaction (excluding monopole term already in } H_p \text{)}$$  \hspace{1cm} (2.1.6d)

We have included the monopole part of the radiator-plasma interaction in $H_p$ since in this frame it depends only on the plasma coordinates. The advantage in rearranging the Hamiltonian in this way is that the polarization of the plasma by the monopole part of the radiator-plasma interaction may be accounted for, while keeping the interaction $V_I$ short
ranged. It should be noted that if Eq.(2.1.3) were to depend on the center-of-mass variables of the radiator, such a convenient separation would not be possible.

We now introduce two approximations present in most line broadening calculations. The radiator-perturber interaction \( V_I \) is replaced by a dipole interaction

\[
V_I = V_{Re} + V_{Ri} \tag{2.1.7a}
\]

with

\[
V_{Re} = \hat{d} \cdot \hat{E}_e \tag{2.1.7b}
\]

\[
V_{Ri} = \hat{d} \cdot \hat{E}_i \tag{2.1.7c}
\]

and \( \hat{E}_e \) and \( \hat{E}_i \) are the electron and ion electric fields, respectively. This replacement of the actual charge configuration by a dipole remains valid only if the contribution from interactions closer than a distance \( r_{\text{min}} \), where the dipole approximation fails, are negligible. These conditions are satisfied for plasmas with densities such that the average interparticle distance is much greater than the size of the radiator.\(^{34}\)

In the second approximation, we assume that the operator \( \rho_{Rp} \) can be factored in the manner

\[
\rho_{Rp} = \rho_{R} \rho_{p} \tag{2.1.8}
\]

This approximation neglects initial correlations of radiator and plasma due to \( V_I \) only, not to the monopole contribution included in \( H_p \).
The factorization of $\rho_{R\rho}$ is a procedure which need not appear in the formal development of modern line shape broadening theories based on kinetic theory.\textsuperscript{29,35,36} However, the factorization in these theories is sometimes made for computational convenience.\textsuperscript{35}

The factorization in Eq. (2.1.8) allows us to express $I(\omega)$ in the form

$$ I(\omega) = \pi^{-1} \text{Re} \int_{-\infty}^{\infty} dt \ e^{i\omega t} < d \cdot \hat{D}(t) >_R. $$ \hspace{1cm} (2.1.9)

Here, $\text{Re}$ stands for the real part and the brackets $< \cdot \cdot \cdot >_R$ indicate an average over only the radiator subsystem. The operator $\hat{D}(t)$ is the time developed radiator dipole operator, averaged over perturbers

$$ \hat{D}(t) = < \hat{d}(t) >_p $$ \hspace{1cm} (2.1.10a)

$$ < \cdot \cdot \cdot >_p = \text{Tr}_p < \cdot \cdot \cdot > $$ \hspace{1cm} (2.1.10b)

The most general approaches to the theory of spectral line shapes have made use of either Green's function\textsuperscript{27} or Liouville operator\textsuperscript{26} techniques. For the purpose here, the latter seems to be the most economical and transparent way to proceed.

The Liouville operator is defined by its action on an arbitrary quantum mechanical operator.

$$ L_y = i[H,y]; $$ \hspace{1cm} (2.1.11)

that is, the Liouville operator gives the commutator with the Hamiltonian of the quantity on which it operates. Since
\[
\frac{\text{id} \frac{d\text{id}}{dt}}{dt} = [\text{id}, H], \tag{2.1.12}
\]

we have formally

\[
\dot{\text{id}}(t) = e^{Lt} \dot{\text{id}}. \tag{2.1.13}
\]

From the Hamiltonian given in Eq. (2.1.6), we have for the Liouville operator

\[
L = L_0 + L_I, \tag{2.1.14a}
\]

where

\[
L_0 = L_R + L_p, \tag{2.1.14b}
\]

\[
L_R y = i[H_R, y], \tag{2.1.14c}
\]

\[
L_p y = i[H_p, y], \tag{2.1.14d}
\]

\[
L_I y = i[V_I, y]. \tag{2.1.14e}
\]

The equation for the line shape can now be written in the form

\[
I(\omega) = \langle \dot{x}(\omega) \dot{\omega}(\omega) \rangle_R, \tag{2.1.15a}
\]

with
\[ \hat{D}(\omega) = \pi^{-1} \text{Re} \int_0^\infty dt \, e^{i\omega t} \langle \hat{d}(t) \rangle_p \]

\[ = -\pi^{-1} \text{Im} \langle (\omega - i\Lambda)^{-1} \rangle_p \hat{d} \]

(2.1.15b)

where the transform has been performed and Im stands for the imaginary part.

At this point the quasi-static ion approximation is introduced in conjunction with some approximation to account partially for the screening effect of electron-ion interactions.\textsuperscript{31,32} We first approximate the Hamiltonian for the system,

\[ H = H_R + H_e + H_1^S + \hat{d} \cdot (\hat{E}_e + \hat{E}_1^S), \]

(2.1.16a)

where

\[ H_e = T_e + V_{ee} + \phi_e \]

(2.1.16b)

\[ H_1^S = T_1 + V_{11}^S + \phi_1^S. \]

(2.1.16c)

In Eq. (2.1.16), \( T_e \) and \( T_1 \) are the kinetic energy of the electrons and ions, respectively. The \( V_{ee} \) and \( V_{11}^S \) are the electron-electron and ion-ion interactions, respectively; \( \phi_e \) and \( \phi_1^S \) the monopole radiator-electron and -ion interactions, respectively. The superscript \( S \) indicates that we consider the electron-ion interaction, \( V_{ei} \), to produce some shielding effect on the ions. Henceforth, the explicit electron-ion interaction is dropped from the Hamiltonian. The shielding is frequently taken to be the Debye-Hückel\textsuperscript{37} result. A similar identification follows for the electron- and shielded-ion-electric fields, \( \hat{E}_e \) and \( \hat{E}_1^S \). The subject of
the electron screening of the ion-ion interaction will be treated in
greater detail later in this chapter and in the next.

Next, we assume that because of their large mass, the ion distribu-
tion is static. That is, it does not change significantly during the
time of radiation,

\[
\frac{i}{\hbar} \frac{dH^S}{dt} = [H^S_1, H] \approx 0. \tag{2.1.17}
\]

As a consequence of Eqs. (2.1.16) and (2.1.17) we arrive at the results

\[
\hat{D}(t) = \text{Tr}_1 \{ \rho^{S}_1 \rho \exp \left[ (L_R + L_e + L^S_{Ri} + L^S_{Re}) t \right] \hat{d} \}, \tag{2.1.18a}
\]

where

\[
\rho_e = \exp[-\beta H^S_e] / Z_e \quad \text{and} \quad \rho^S_1 = \exp[-\beta H^S_1] / Z^S_1, \tag{2.1.18b}
\]

\[
Z_e = \text{Tr}_e \exp[-\beta H^S_e] \quad \text{and} \quad Z^S_1 = \text{Tr}_1 \exp[-\beta H^S_1], \tag{2.1.18c}
\]

\[
L^S_{Ri} y = i[\dot{y}^* E^S_{i}, y]. \tag{2.1.18d}
\]

We can introduce the low-frequency ion microfield by inserting into the
trace of Eq. (2.1.18a) a delta function \( \delta(\varepsilon - E^S_{i}) \) along with an integral
over the variable \( \varepsilon \). Then, because of the vanishing of the commutator
in Eq. (2.1.17), we may everywhere replace \( E^S_{i} \) by \( \varepsilon \) with the result

\[
\hat{D}(t) = \int d\varepsilon \ Q^S_1(\varepsilon) \left\langle \exp \left[ (L_R(\varepsilon) + L_e + L^S_{Re}) t \right] \hat{d} \right\rangle. \tag{2.1.19}
\]
Here the brackets $\langle \cdots \rangle_e$ indicate an average over the electron subsystem, $L_R^{\varepsilon}(\varepsilon)$ is the Liouville operator for the radiator in the external field $\varepsilon$, and the static low-frequency ion microfield distribution is defined as

$$Q^s_{\text{i}}(\varepsilon) = \langle \delta(\varepsilon - E^s_{\text{i}}) \rangle^s_{\text{i}},$$  \hspace{1cm} (2.1.20a)$$

where

$$\langle \cdots \rangle^s_{\text{i}} = \text{Tr}^s_{\text{i}} \rho^s_{\text{i}}(\cdots).$$  \hspace{1cm} (2.1.20b)$$

The result in Eq. (2.1.19) when substituted into the line shape expression, Eq. (2.1.19), provides the starting point for most line shape calculations,

$$I(\omega) = \int d\varepsilon Q^s_{\text{i}}(\varepsilon)J_e^s(\varepsilon, \omega),$$  \hspace{1cm} (2.1.21a)$$

$$J_e^s(\varepsilon, \omega) = -\pi^{-1} \text{Im} \langle \hat{d} \cdot [\omega - i(L_R^{\varepsilon}(\varepsilon) - L^\omega + L_{\text{Re}})]^{-1} \hat{d} \rangle_{\text{R}, \varepsilon}. $$  \hspace{1cm} (2.1.21b)$$

The expression for $J_e^s(\varepsilon, \omega)$ in Eq. (2.1.21) can be put in the form

$$J_e^s(\varepsilon, \omega) = -\pi^{-1} \text{Im} \langle \hat{d} \cdot [\omega - iL_R^{\varepsilon}(\varepsilon, \omega)]^{-1} \hat{d} \rangle_{\text{R}},$$  \hspace{1cm} (2.1.22)$$

where $L_R^{\varepsilon}(\varepsilon, \omega)$, which can be interpreted as a frequency dependent, effective radiator Liouville operator, is amenable to perturbation theory.\textsuperscript{31}
In this work we are interested in a second order theory; that is, we want an expression for \( L_R(\varepsilon, \omega) \) which is second order in the radiator-perturber interaction, \( V_I \). The procedure we follow is the same as that employed by Dufty. \(^3_8\) First, we introduce the coupling constant \( \lambda \),

\[
L_I + \lambda L_I, \tag{2.1.23}
\]

which serves as our expansion parameter and will be set equal to one at the end of the calculation. Now, we make the definition,

\[
\langle [\omega - i[L_R + L_e + \lambda (L_{Re} + L_{Ri})]]^{-1} \rangle_e = [\omega - i[L_R + L_e + \lambda L_{Ri} + H(\lambda, \omega)]]^{-1}, \tag{2.1.24}
\]

where we have temporarily suppressed the field dependence \( \varepsilon \). This expression formally defines the operator \( H(\lambda, \omega) \), a function of radiator coordinates only, but implicitly contains broadening effects due to the electrons. We now assume the operator \( H(\lambda, \omega) \) is analytic in \( \lambda \), namely,

\[
H(\lambda, \omega) = H^{(0)}(\omega) + \lambda H^{(1)}(\omega) + \lambda^2 H^{(2)}(\omega) + \cdots . \tag{2.1.25}
\]

The next step involves expanding both sides of Eq.(2.1.24) and equating terms with like powers of \( \lambda \) to identify terms in the perturbation expansion of \( H(\lambda, \omega) \). The left side of Eq.(2.1.24) may be expanded in a Lippmann-Schwinger expansion

\[
\langle [\omega - i[L_R + L_e + \lambda (L_{Re} + L_{Ri})]]^{-1} \rangle_e = \langle R^0_{Re}(\omega) \rangle_e
\]

\[
+ \lambda \langle R^0_{Re}(\omega) L_{Ri} R^0_{Re}(\omega) \rangle_e - \lambda^2 \langle R^0_{Re}(\omega)L_{Ri} R^0_{Re}(\omega)L_{Ri} R^0_{Re}(\omega) \rangle_e
\]
If we use the identity

\[ \langle L_e y(\text{Re}) \rangle_e = 0 \]  

(2.1.27)

where \( y(\text{Re}) \) is an arbitrary function of the radiator and electron coordinates, Eq.(2.1.26) reduces to

\[
\langle \omega - i [L_R + L_e + \lambda (L_{\text{Re}} + L_{R1})]^{-1} \rangle_e + R^0_R(\omega) \\
+ i \lambda R^0_R(\omega) \langle L_1 \rangle_e R^0_R(\omega) - \lambda^2 R^0_R(\omega) \langle L_1^2 \rangle_{\text{Re}} R^0_R(\omega) L_{1_e} R^0_R(\omega) \\
+ o(\lambda^3),
\]  

(2.1.28a)

with

\[
R^0_R(\omega) = [\omega - i L_R]^{-1}. 
\]  

(2.1.28b)

The right hand side of Eq.(2.1.24) may be expanded in powers of \( \lambda \) using the operator identity,

\[
\frac{\partial A^{-1}}{\partial \lambda} = -A^{-1} \frac{\partial A}{\partial \lambda} A^{-1}. 
\]  

(2.1.29)

Then,
Now by comparing Eqs. (2.1.28) and (2.1.30) we may identify $H^{(j)}(\omega)$ appearing in Eq. (2.1.25):

\begin{align}
H^{(0)}(\omega) &= 0 \\
H^{(1)}(\omega) &= \langle L_{Re} e \rangle \\
H^{(2)}(\omega) &= i \{ \langle L_{Re} R^0(\omega) L_{Re} e \rangle - \langle L_{Re} e R^0(\omega) L_{Re} e \rangle \}
\end{align} \hspace{1cm} (2.1.31a, 2.1.31b, 2.1.31c)

Before proceeding, we state that as a consequence of making the dipole approximation for the radiator-perturber interaction $V_I$, the average, $\langle L_{Re} e \rangle$, in Eq. (2.1.31) vanishes:

\begin{align}
\langle L_{Re} e \rangle &= 0. \hspace{1cm} (2.1.32)
\end{align}

Retaining the lowest nonvanishing contribution, $H(\lambda, \omega)$ is given by

\begin{align}
H(\omega) &\equiv H^{(2)}(\omega) = i \langle L_{Re} R^0(\omega) L_{Re} e \rangle. \hspace{1cm} (2.1.33)
\end{align}

The final result for the line shape function then becomes
\[ I(\omega) = \int d\varepsilon \, Q_i^s(\varepsilon) J_e(\varepsilon, \omega), \tag{2.1.34a} \]

where

\[ J_e(\varepsilon, \omega) = -\pi^{-1} \text{Im} \left\{ d \cdot \left[ (\omega - i L_R(\varepsilon)) + \langle L_{Re}^{0}(\omega) L_{Re} \rangle \right]^{-1} \right\} d \varepsilon. \tag{2.1.34b} \]

The essential feature of Eq.(2.1.34) is that the problem has been separated into two independent calculations. The broadening due to the ions is contained in \( Q_i^s(\varepsilon) \), while \( J_e(\varepsilon, \omega) \) contains the broadening due to the electrons. Since the range of the approximations used to obtain Eq.(2.1.34) are thoroughly discussed in the literature\(^30,31\); no further comments about them will be made here. Eq.(2.1.34) has been used by Hooper et al.\(^39,40\) to calculate Stark broadened Lyman profiles from high-Z hydrogenic radiators immersed in hot dense plasmas encountered in a number of pellet-implosion experiments.\(^25\)

**II.2 Method I: Classical Plasmas**

We return to the equation for the line shape function, Eq.(2.1.15),

\[ I(\omega) = \langle \hat{d} \cdot \hat{D}(\omega) \rangle_R \tag{2.2.1a} \]

\[ \hat{D}(\omega) = -\pi^{-1} \text{Im} \langle [\omega - i L]^{-1} \rangle_p. \tag{2.2.1b} \]

We wish to express the line shape in the form,
\[ I(\omega) = \int d\varepsilon \, Q(\varepsilon) J(\varepsilon, \omega), \quad (2.2.2) \]

without assumptions (1) and (2).

To obtain the form of Eq.(2.2.2) for the line shape we follow Dufty.\textsuperscript{38} There a method for introducing static microfield distributions was developed without neglecting electron-ion interactions or assuming static ions. Our development will closely follow that of Dufty.\textsuperscript{38}

Make the following definition

\[ \langle [\omega-iL]^{-1} \rangle_p \equiv \langle [\omega-i[L_R + L_I + H_I(\omega)]]^{-1} \rangle_p. \quad (2.2.3) \]

This expression formally defines the operator \( H_I(\omega) \): \( H_I(\omega) \) is a function of radiator coordinates only, but contains implicit broadening effects due to both ions and electrons. The Liouville operator \( L_I \) is defined in Eq.(2.1.14e). With the definition in Eq.(2.2.3), it is now possible to introduce a microfield function.

Consider the right hand side of Eq.(2.2.3)

\[ \langle [\omega-i[L_R + L_I + H_I(\omega)]]^{-1} \rangle_p \]

\[ = \int d\varepsilon \langle \delta(\varepsilon-E_e-E_i) [\omega-i[L_R + L_I + H_I(\omega)]]^{-1} \rangle_p \]

\[ = \int d\varepsilon \langle \delta(\varepsilon-E_e-E_i) [\omega-i[L_R + L_I(\varepsilon) + H_I(\omega)]]^{-1} \rangle_p \]

\[ = \int d\varepsilon \langle \delta(\varepsilon-E_e-E_i) \rangle_p [\omega-i[L_R + L_I(\varepsilon) + H_I(\omega)]]^{-1}. \quad (2.2.4) \]

Here, \( L_I(\varepsilon) \) is obtained by replacing \( E_e + E_i \) by \( \varepsilon \). The results in
Eq.(2.2.4) follow from the fact that the ion microfield commutes with
everything in $L_R$ and $H_I(\omega)$. Substitution of Eq.(2.2.4) into Eq.(2.2.1)
yields

$$I(\omega) = \int d\hat{\varepsilon} \braket{\delta(\hat{\varepsilon} - \hat{\varepsilon}_e - \hat{\varepsilon}_i)}_{p} J_I(\hat{\varepsilon}, \omega)$$

(2.2.5a)

$$J_I(\hat{\varepsilon}, \omega) = -\pi^{-1} \text{Im} \braket{\hat{\delta} \cdot [\omega - i[L_R(\hat{\varepsilon}) + H_I(\omega)]]^{-1} \hat{\delta}}_R.$$  

(2.2.5b)

The expressions in Eq.(2.2.5) are formally similar to those in
Eqs.(2.1.21) and (2.1.22) by construction. However, Eq.(2.2.5) follows
from Eq.(2.2.1) without approximation. We remark that the ensemble
average in the ion microfield distribution is over the entire plasma.

In order to determine $H_I(\omega)$, we use the same method discussed in
obtaining a perturbation expansion for $H(\lambda, \omega)$. Then, to second order in
radiator-perturber interaction,

$$H_I(\omega) = H_I^{(2)}(\omega) = i \braket{[L_I(\omega - iL_o)^{-1} L_I]_p - [L_I(\omega - L_R)^{-1} L_I]_p},$$

(2.2.6)

where use has been made of the fact that

$$\braket{L_I}_p = 0.$$  

(2.2.7)

With Eq.(2.2.6) we may write

$$I(\omega) = \int d\hat{\varepsilon} \, Q_I(\hat{\varepsilon}) \; J_I(\hat{\varepsilon}, \omega),$$

(2.2.8a)
where

\[ J_I(\vec{\varepsilon}, \omega) = -\pi^{-1} \text{Im} \langle \vec{d} \cdot \{ (\omega - iL_R) \} - 1 \vec{L}_I \rangle_p \]

and

\[ \langle L_I(\omega - iL_0)^{-1} \vec{L}_I \rangle_p = \langle \delta(\vec{\varepsilon} - \vec{E}_e - \vec{E}_i) \rangle_p . \]

The result in Eq. (2.2.8) is formally similar to the previous result in Eq. (2.1.34). However, ion motion as well as electron motion is accounted for in the term,

\[ \langle L_I(\omega - iL_0)^{-1} \vec{L}_I \rangle_p , \]

and the ensemble averages are now over the entire plasma with no assumptions about the ion-electron interactions. It will appear that the subtracted term in Eq. (2.2.6) removes the static part accounted for in the microfield function from \( H_I(\omega) \).

### II.3 Evaluation of \( Q_I(\varepsilon) \)

The result in Eq. (2.2.8) are equally applicable to a degenerate or classical plasma. In this section we assume a classical picture for the plasma, and find that the evaluation of the microfield distribution function is simplified.

As in Chapter I, we write for an isotropic plasma

\[ P_I(\varepsilon) = (2\varepsilon/\pi) \int_0^\infty d\ell \cdot \sin(\varepsilon \ell) T_I(\ell) \]

(2.3.1a)
where

\[ P_I(\varepsilon) \, d\varepsilon = 4\pi\varepsilon^2 \Omega_I(\varepsilon) \, d\varepsilon \]  

(2.3.1b)

and

\[ T_I(\varepsilon) = \frac{Z_P(\varepsilon)}{Z_P} \]  

(2.3.2)

\[ Z_P(\varepsilon) = \int d\vec{R}_0 d\vec{R}_1 \cdots d\vec{R}_N \, d\vec{r}_1 \cdots d\vec{r}_N \exp\{-\beta V(\varepsilon)\}. \]  

(2.3.3)

We have adopted the capitalization convention where, for example, \( \vec{R}_J \) denotes ion coordinates including the zeroth particle and \( \vec{r}_j \) denotes electron coordinates. \( V(\varepsilon) \) is the "potential" of the system

\[ V(\varepsilon) = \{1 - i(\varepsilon\chi)^{-1} \, \hat{\vec{I}} \cdot \hat{\vec{V}}\} V \]  

(2.3.4)

where \( \chi \) is the electric charge of the zeroth particle and \( V \) the sum of Coulomb interactions between pairs of particles,

\[ V = \sum_{i=1}^{N^e} v_{ee}(|\vec{r}_i - \vec{r}_j|) + \sum_{0}^{N^i} v_{ii}(|\vec{R}_I - \vec{R}_J|) \]

\[ + \sum_{I=0}^{N^i} \sum_{j=1}^{N^e} v_{ie}(|\vec{R}_I - \vec{r}_j|). \]  

(2.3.5)

The formalism developed in Chapter I is easily extended to the two component plasma. The evaluation of \( Z_P(\varepsilon) \) in Eq.(2.3.3) leads to results similar to those in Eqs.(1.1.12) through (1.1.16) with one modification: the clusters may now contain electrons. This is easily accomplished by rewriting Eq.(1.1.13),

\[ J = \text{set of } J = J_o + J_e + J_i \text{ particles} \]  

(2.3.6a)
\[ J! = J^0 J^! J^1 ! \]  \hspace{1cm} (2.3.6b) 

\[ \sum_{n} J^0_n J^e_n J^i_n \]  \hspace{1cm} (2.3.6c) 

where \( n^0 \), \( n^e \), \( n^i \), and \( J^0 \), \( J^e \), \( J^i \) are the density and number of zeroth particle, ions, and electrons in an \( n \)-particle cluster, respectively.

As in Chapter I, the clusters not containing the zeroth particle exactly cancel in the expression for \( T_I(\ell) \),

\[ T_I(\ell) = \exp\{\mathbb{N}[A_2(\rho,\ell) - A_2(\rho,0)]\}. \]  \hspace{1cm} (2.3.7)

The graphical representation for \( A_2 \) in Eq.(2.3.7) is topologically similar to the graphs representing \( A_2 \) in Eq.(1.1.16). The difference is that we replace the black vertices with black circles for the ions and black boxes for electrons. Some examples of the graphs are given in Fig.(2.1).

The next step requires some motivation. We wish to express the line shape function in a form similar to that in Eq.(2.1.34). That is, we wish to treat most of the ion broadening through an electron screened ion microfield distribution without ignoring ion motion. Hence we will shield the ions in \( Q_I(\epsilon) \) and at the same time remove the explicit electron broadening from \( Q_I(\epsilon) \), transferring it into \( J_I(\epsilon,\omega) \), where it may be treated by perturbation theory.

First, we observe that it is possible to separate the clusters appearing in \( A_2 \) into two subclasses:

(2a) clusters containing no ions except the zeroth particle.

(2b) clusters containing the zeroth particle plus at least one other ion.
The sum of clusters in subclass (2a) gives the electron microfield distribution if there were no ions. For the subclass (2b) clusters we use a seminodal expansion which is similar to the nodal expansions of Abe, Meeron, Friedman, and Buckholtz. Each subclass of (2b) graph is to be decomposed into a collection of graphs, each having potential–instead of f-Mayer bonds. The expansion is based on the definition of the f-functions,

\[ f = \{\exp(-\beta v) - 1\} = \sum_{j=0}^{\infty} \frac{(-\beta v)^j}{j!} \quad (2.3.8) \]

A graphical representation of the decomposition is given in Fig.(2.2a) where n dashed lines connecting two vertices represent the factor \((-\beta v)^j/j!\). In Fig.(2.2a) the two vertices are arbitrary; each may represent a radiator, ion, or electron.

The formidable number of clusters generated in the decomposition above, allows for a simplification which involves summing all simple electron chains. There are five cases which are shown schematically in Fig.(2.2b). The wiggly lines represent the screened interactions between the two vertices in the figure. The possibilities for the pairs of vertices in Fig.(2.2b) are radiator-ion, radiator-electron, ion-ion, ion-electron, and electron-electron. It is understood that the two vertices at the endpoints of Fig.(2.2b) are part of a more complicated graph. We are summing all terms for which the graphs are the same except for the one sum of interactions represented. The intermediate electrons in Fig.(2.2b) do not interact with any particles except as explicitly shown in the figure.
Fig. 2.1  Graphical representation of $A_2$ for a plasma of ions and electrons. A black circle represents one of the $N_1$ ions, a black box an electron, and a white circle the zeroth particle. The heavy solid lines represent $f$-Mayer functions.
Fig. 2.2 The black circles represent any particle in the system, and the black boxes represent electrons only. (a) The decomposition of a f-Mayer bond into powers of \(-\Sigma\)-bonds. (b) The effective interactions represented by a wiggly line is defined by sums of simple chains of electrons.
The screened interactions can be evaluated by introducing the Fourier transforms as in Appendix A. The effect of the screening is to introduce the dielectric function,

\[ \varepsilon_{\text{ee}}(q) = 1 + \rho_{\text{ee}} \beta v_{\text{ee}}(q) \]  

\[ v_{\text{ee}}(q) = 4\pi e^2/q^2. \]

Hence we find that

\[ -\beta v_{\sigma_1 \sigma_2}^s(q) = -\beta v_{\sigma_1 \sigma_2}(q)/\varepsilon(q); \sigma_1, \sigma_2 = \text{i, e}. \]

We have produced an expansion where at least three interaction bonds are connected to every electron vertex. Such vertices were defined in Ref. 41-44 as a node, hence the name nodal expansion has been adopted. In our case, an ion need only be twice connected. Therefore, we have developed a nodal expansion for only one species, or a seminodal expansion. 44

If we neglect all subclass (2b) graphs containing one or more electron nodes, we find that the remaining graphs contain only ions interacting through a screened Coulomb potential. The screening of the bare ion-ion interactions is due to the electrons and it is given by the Debye-Hückel result.

With this approximation, the subclass of (2b) graphs can be interpreted as a shielded ion microfield distribution. Furthermore, the electron microfield distribution and the shielded-ion microfield distribution are statistically independent,
\[
\langle \delta (\epsilon - \hat{E} - \hat{E}_i) \rangle_p = \text{Tr} \rho \, \delta (\epsilon - \hat{E} - \hat{E}_i)
\]

\[
= \text{Tr} \rho^s \, \text{Tr} \rho \, \delta (\epsilon - \hat{E} - \hat{E}_i^s)
\]

\[
= \int d\epsilon' \left[ \text{Tr} \rho^s (\epsilon' - \hat{E}_i^s) \right] \left[ \text{Tr} \rho \, \delta (\epsilon - \epsilon' - \hat{E}_i) \right]
\]

(2.3.11)

where \( \rho_e \) and \( \rho_i^s \) are defined in Eq. (2.1.18) with \( V_{ii}^s \) the sum of the Debye screened ion-ion interactions.

Substituting Eq. (2.3.11) into Eq. (2.2.8) yields

\[
I(\omega) = -\pi^{-1} \text{Im} \int d\epsilon d\epsilon' \, Q^s_i (\epsilon') \langle \delta (\epsilon - \epsilon' - \hat{E}_e) \rangle_e
\]

\[
\times \langle d^* [\omega - i[L_R (\epsilon) + H_I (\omega)]^{-1} d]\rangle_R
\]

\[
= -\pi^{-1} \text{Im} \int d\epsilon \, Q^s_i (\epsilon) \langle d^* [\omega - i[L_R (\epsilon) + L_{Re} + H_I (\omega)]^{-1} d]\rangle_R, e
\]

(2.3.12)

We can further manipulate Eq. (2.3.12) by introducing the projection operator \( P_e \) defined as

\[
P_e y = \text{Tr} \rho \, y.
\]

(2.3.13)

Then, using Zwanzig's projection operator techniques\textsuperscript{45-48} described in Appendix E, we get for Eq. (2.3.12), in a second order theory,

\[
I(\omega) = -\pi^{-1} \text{Im} \int d\epsilon \, Q^s_i (\epsilon) \langle d^* [\omega - i[L_R (\epsilon) + H_I (\omega)]
\]

\[
+ \langle L_{Re} (\omega - iL_R)^{-1} L_{Re} \rangle_R^{-1} d\rangle_R.
\]

(2.3.14)
where we have used the following properties of the projection operator

\[ P \left( \frac{\mathbf{L}}{2} \right) = 0, \quad (2.3.15a) \]

\[ P^2 = P, \quad (2.3.15b) \]

and

\[ P \left( \mathbf{L} \left( \mathbf{\hat{r}} \right) + H^{(2)}(\omega) \right) y(R) = \left[ \mathbf{L} \left( \mathbf{\hat{r}} \right) + H^{(2)}(\omega) \right] y(R). \quad (2.3.15c) \]

Here \( y(R) \) is an arbitrary function of the radiator coordinates.

The expression for the line shape given in Eq.(2.3.14) is of the form in Eq.(2.2.2), but is only applicable to classical plasmas. In addition, in getting to Eq.(2.3.14) we approximated \( Q_I(\mathbf{\hat{r}}) \). In Section II.7 we show that this approximation leads to complications.

II.4 Method II

In Section II.3 the classical treatment of the plasma considerably simplified the evaluation of \( Q_I(\mathbf{\hat{r}}) \). In particular, the identity

\[ \exp\left\{-\beta H_p\right\} \exp\left\{i\mathbf{\hat{r}} \cdot (\mathbf{E}_e + \mathbf{E}_i)\right\} = \exp\left\{-\beta H_p + i\mathbf{\hat{r}} \cdot (\mathbf{E}_e + \mathbf{E}_i)\right\} \quad (2.4.1) \]

holds true only in the classical limit. For the quantum case, Eq.(2.4.1) must be replaced by the Baker-Campbell-Hausdorff formula. In order to avoid this complication, we make the definition,

\[ \langle (\omega - iL)^{-1} \rangle_p = \langle (\omega - i\mathbf{L} + L^E_R + H^\Sigma(\omega))^{-1} \rangle_p. \quad (2.4.2) \]
This expression formally defines the operator $H_{\Sigma}^E(\omega)$, a function of radiator coordinates only, which contains broadening effects due to both ions and electrons. The Liouville operator $L_{\Sigma}^E$ is defined as

$$L_{\Sigma}^E y = i[\dot{x} \cdot \dot{E}_i^E, y]$$  \hspace{1cm} (2.4.3)$$

where the ion field $\dot{E}_i^E$ is arbitrary except that it only depends on ion coordinates. Clearly, $H_{\Sigma}^E(\omega)$ will depend on the choice of $\dot{E}_i^E$. With the definition in Eq. (2.4.2), it is now possible to introduce a microfield distribution function and write for Eq. (2.1.15),

$$I(\omega) = \int d\epsilon \quad \sum_{\lambda} \langle \dot{\epsilon} \cdot \dot{\epsilon} \rangle J^\Sigma(\dot{\epsilon}, \omega)$$  \hspace{1cm} (2.4.4a)$$

$$J^\Sigma(\dot{\epsilon}, \omega) = -\frac{1}{\pi} \text{Im} \langle \dot{\epsilon} \cdot \dot{\epsilon} \rangle \{\omega - iL_{\Sigma}^E(\dot{\epsilon}) - iH_{\Sigma}^E(\omega)\}^{-1} d\lambda$$  \hspace{1cm} (2.4.4b)$$

$$Q_{\text{opt}}^\Sigma(\dot{\epsilon}) = \text{Tr}_{\text{opt}} \delta(\dot{\epsilon} - \dot{E}_i^E).$$  \hspace{1cm} (2.4.4c)$$

By construction the result in Eq. (2.4.4) is formally similar to those in Eqs. (2.1.34) and (2.3.14), but Eq. (2.4.4) follows from Eq. (2.1.15) without approximation.

In order to determine $H_{\Sigma}^E(\omega)$, we use the same method previously used to obtain $H_{\Sigma}^E(\omega)$. Then, to second order in $V_I$,

$$H_{\Sigma}^E(\omega) = H_{\Sigma}^{(2)}(\omega) = i\{\langle L_I(\omega - iL_O)^{-1}L_I \rangle_p - \langle L_{\Sigma}^E(\omega - iL_R)^{-1}L_{\Sigma}^E \rangle_p\}.$$  \hspace{1cm} (2.4.5)$$

Use has been made of the fact that
\[ \langle L_{\text{i}1} \rangle_p = \langle L_{\text{ri}1} \rangle_p = \langle L_{\text{re}1} \rangle_p = 0. \] (2.4.6)

With Eq. (2.4.5), we may write for \( I(\omega) \),

\[
I(\omega) = -\eta^{-1} \text{Im} \int d\varepsilon \left\{ \varepsilon \langle \check{\sigma} \cdot (\omega-iL_{\text{ri}}(\varepsilon)) + \langle L_{\text{i}}(\omega-iL_{\text{o}})^{-1} L_{\text{i}} \rangle_p - \langle L_{\text{ri}}(\omega-iL_{\text{o}})^{-1} L_{\text{ri}} \rangle_p \right\}^{-1} d\varepsilon. \] (2.4.7)

Ion motion, as well as electron motion, is accounted for in the term,

\[ \langle L_{\text{i}}(\omega-iL_{\text{o}})^{-1} L_{\text{i}} \rangle_p, \] (2.4.8)

and the ensemble averages are over the entire plasma with no approxima­
tion on the electron-ion interaction. Note that the subtracted term in
Eq. (2.4.5) removes from \( H_{\text{i}}^{(2)}(\omega) \) the static part accounted for in the
microfield function.

Although Eq. (2.4.8) is formally similar to Eq. (2.3.14), there are
two important differences. The first is the arbitrary ion field \( E_{\text{i}}^\Sigma \).
The second is the difference in the subtracted terms that appear in
\( H_{\text{i}}^{(2)}(\omega) \) and \( H_{\Sigma}^{(2)}(\omega) \). In order to further discuss the differences, we
must first select \( E_{\text{i}}^\Sigma \).

II.5 Evaluation of \( \langle \delta(\varepsilon - E_{\text{i}}^\Sigma) \rangle_p \)

It remains to determine the ion field \( E_{\text{i}}^\Sigma \). In principle, \( I(\omega) \) is
not dependent on a particular choice of \( E_{\text{i}}^\Sigma \). In practice, however, \( I(\omega) \)
is calculated in some approximation scheme and it is no longer
independent on the choice of \( E_{\text{i}}^\Sigma \). A first and simplest selection for \( E_{\text{i}}^\Sigma \)
might be the electric field due to a collection of point charges. However, since $E_i^\Sigma$ is a static field it is expected that the fast moving electrons screen the ion static field. Therefore, a 'best' choice for $E_i^\Sigma$ could be an electron shielded static ion field. This, of course, is an ad hoc method of selection. Below we propose a plausibility argument for selecting the field $E_i^\Sigma$.

We start with the formal expression for the microfield distribution function

$$Q_i^\Sigma(\varepsilon) = \langle \delta(\varepsilon - E_i^\Sigma) \rangle_p$$

which for an isotropic system, can be written,

$$P_\Sigma(\varepsilon) = (2\varepsilon/\pi) \int_0^\infty dl \, l \sin(\varepsilon l) T_\Sigma(l)$$

$$T_\Sigma(\varepsilon) = \langle \exp[i\varepsilon \cdot E_i^\Sigma] \rangle_p.$$  

In Eq. (2.5.2) the ensemble average is over the entire plasma. But because the electric field $E_i^\Sigma$ depends only on ion coordinates it is possible to formally perform the trace over the electrons:

$$\langle e^{i\varepsilon \cdot E_i^\Sigma} \rangle_p = \text{Tr}_p \rho_p e^{i\varepsilon \cdot E_i^\Sigma}$$

$$= \text{Tr}_1(\text{Tr}_e \rho_{e p}) e^{i\varepsilon \cdot E_i^\Sigma}$$

$$= \text{Tr}_1 \rho_i e^{i\varepsilon \cdot E_i^\Sigma}$$

$$= \langle e^{i\varepsilon \cdot E_i^\Sigma} \rangle_i$$

(2.5.3)
which defines the brackets $\langle \hat{\Sigma} \rangle$ and $\rho_{\hat{\Sigma}}$, an effective ion density operator.

In order to make further progress with the operator $\rho_{\hat{\Sigma}}$ we use the second quantized representation of the equilibrium reduced density operators,\(^5\)

$$
\langle \hat{R}_1, \ldots, \hat{R}_{N_1} | \rho_{\hat{\Sigma}}(1, \ldots, N_1) | \hat{R}_1, \ldots, \hat{R}_{N_1} \rangle
$$

$$
= \langle \psi^+(\hat{R}_1) \ldots \psi^+(\hat{R}_{N_1}) \psi(\hat{R}_1) \ldots \psi(\hat{R}_{N_1}) \rangle_p \quad (2.5.4)
$$

The operators, $\psi^+(\hat{R}_1)$ and $\psi(\hat{R}_1)$, are the ion creation and annihilation operators for the spatial point, $\hat{R}_1$. Now the $N_1$-particle Green's function is defined by

$$
G(1, \ldots, N_1; 1', \ldots, N_1') = -\langle T_\tau [\psi(1) \ldots \psi(N_1) \psi^+(N_1') \ldots \psi(1')] \rangle_p 
$$

where $T_\tau$ orders the operators according to their value $\tau$, with the smallest at the right. The operator $T_\tau$ also carries the signature $(-1)^p$, where $p$ is the number of permutations of fermion operators needed to restore the original ordering. Therefore, Eq.(2.5.4) may be expressed as

$$
\langle \hat{R}_1, \ldots, \hat{R}_{N_1} | \rho_{\hat{\Sigma}}(1, \ldots, N_1) | \hat{R}_1, \ldots, \hat{R}_{N_1} \rangle
$$

$$
= -G(1, \ldots, N_1; 1^+, \ldots, N_{N_1}^+) = \tau^+_{N_1 - 1}
$$

$$
\tau_{N_1 - 1} = \tau^+_{N_1 - 2}
$$

$$
\tau_2 = \tau^+_1 \quad (2.5.6)
$$
The plus signs used as superscripts are intended to serve as reminders of the particular infinitesimal $\tau$ ordering required to reproduce the orders of the factors in Eq. (2.5.4).

To evaluate the many-particle Green's function in Eq. (2.5.5) we may use Feynman-Dyson perturbation theory. Each term in the perturbation expansion may be represented by a Feynman diagram. This perturbation theory is an expansion in the bare interaction. However, due to the long range of the Coulomb interaction the expansion diverges term by term and it is necessary to sum a selected class of diagrams, whose sum yields a finite contribution. After examining the perturbation expansion, the selected class of diagrams to be summed are the so-called ring diagrams, which are the most divergent set of diagrams. This frequently used approximation in the theory of Coulomb systems is equivalent to the random phase approximation (RPA) of Bohm and Pines.

In what follows, we will treat the electrons in the RPA. This approximation is most simply treated by introducing the effective two-body interaction defined in Fig. (2.3). This approximation to the effective interaction reduces in the classical limit to the Debye-Hückel result. It is understood that the Green's functions at the endpoints of Fig. (2.3) are part of a more complicated diagram. We are summing all electron terms for which the diagrams are the same except for the sum represented. The intermediate electrons in Fig. (2.3) do not interact with any other particles except as explicitly shown in the figure. The resummation formally eliminates all the electrons from the diagrams and replaces the bare Coulomb ion-ion and ion-radiator interactions with effective potentials. Note that in this method the electrons do not shield the ion field $E_i$, while in Method I the electrons do screen the bare ion field.
Fig. 2.3 The effective, temperature dependent ion-ion interaction is defined in terms of the electron proper polarization part $\pi_e^o$. 
The effective interactions may be expressed in terms of the electron proper polarization part,\(^5\text{2,}\text{53}\)

\[
U^{\Sigma}_\tau = \sum_{0 \leq I < J} u^\Sigma(R_1 - R_J; \tau) \tag{2.5.7a}
\]

\[
u_n = 2\pi n / \beta \tag{2.5.7c}
\]

where

\[
u_\Sigma^{\Sigma}_{IJ}(q; \nu_n) = \nu_{IJ}(q) \left[ 1 - \nu_{ee}(q)\Pi^0_e(q, \nu_n) \right]^{-1} \tag{2.5.7d}
\]

In Eq. (2.5.7) \(\Pi^0_e\) is the random phase approximation to the electron proper polarization part, \(\pi^*\), where \(\pi^*\) is defined\(^5\text{2,}\text{53}\) as the sum of all electron polarization parts that can not be separated into disconnected parts by cutting a single electron-electron interaction line.

Since the ion-ion and ion-radiator (monopole part) interactions have been screened by the electrons, it seems plausible to select \(E^E_I\) as follows,

\[
E^E_I = - V \cdot U^\Sigma_\tau \tag{2.5.8}
\]

This choice of \(E^E_I\) is certainly not unique and by no means has it been derived rigorously. Nevertheless, it seems plausible\(^3\) that if the ion-radiator monopole term is screened by the electrons, then the electric field at the radiator due to the ions should also be screened. Again we emphasize that \(E^E_I\) is arbitrary and the choice given in Eq. (2.5.8)
involves some hindsight. This particular choice for $E_1$ will allow us to consider systematic corrections to the "conventional" line shape theories discussed in Sect. II.1. Finally we remark that the effective potential has been evaluated in the ring approximation, but systematic corrections are possible by including corrections to $\pi^0_e$ in Eq.(2.5.8d).

II.6 The Classical Limit

Consideration of the classical limit of an interacting quantum mechanical system by looking at a Green's function formulation, in that limit, has been discussed by Smith. In Ref. 58, Smith starts with the usual Feynman rules for evaluating diagrams and derives a set of rules which apply in the classical limit. Application of these rules to the diagrammatic expansion of the Green's function leads to the equation of state in the cluster form.

In the grand canonical ensemble, thermodynamic quantities are functions of the volume $\Omega$, the temperature $T$, and the chemical potential $\mu$. For noninteracting bosons or fermions there are two length parameters, $\Omega^{1/3}$ and the thermal wavelength, $\Lambda_{\sigma}$, which for a particle of mass $m_\sigma$ is defined as,

$$\Lambda_{\sigma} = \left[2\pi\beta/m_\sigma\right]^{1/2}. \quad (2.6.1)$$

In the classical limit we let the fugacity, $z_\sigma = e^{\beta\mu/\sigma}$, go to zero while the quotient $(z_\sigma/\Lambda_{\sigma}^3)$ remains finite and is in fact equal to the particle density. For an interacting system the range of the potential, $\delta_0$, is another length parameter and the classical limit is defined by $z_\sigma \to 0$.
while \( (z_o \delta_o / \Lambda_o^3) \) remains finite for nonzero \( \delta_o \). Terms of higher order in \( (z_o \delta_o / \Lambda_o^3) \) will then be dropped. As a result, there are two basic simplifications over the quantum case. One is the restriction of diagrams that can contribute, and the other is the elimination of some terms in the free particle Green's function. The simplifications, summarized by Smith\textsuperscript{58} in the forms of rules which apply in the classical limit, are stated here without proof:

(1) The only diagrams which contribute are those for which there is some \( \tau \) ordering, such that, of all the free Green's functions in a loop, exactly one of them has \( \tau < 0 \). The chain of propagators running between two fixed points may have either zero or one propagator with \( \tau < 0 \), depending on whether the two fixed points are forward or backward in \( \tau \), with respect to each other. As a result of this rule, no interaction line can have both ends on the same loop.

(2) In any loop, all propagators with \( \tau > 0 \) may be replaced by \( -\delta(x) \) and the one propagator with \( \tau < 0 \) by \( \pm z_o / \Lambda_o^3 \), the (+) for fermions and the (-) for bosons. This implies that all space coordinates of a given loop are the same.

Since in a coordinate representation only the diagonal elements are required for the reduced operator \( \rho_1^\Sigma \) in Eq.(2.5.5), the diagrams associated with the reduced distribution functions only involve closed loops of the radiator, ions, and electrons. In particular, the diagonal elements will have chains of propagators running from a fixed point, say \((x, \tau^+)\), back to the fixed point \((x, \tau^+)\). The propagator returning to \((x, \tau^+)\), thus, contributes a factor \( \pm (z_o / \Lambda_o^3) \). This chain behaves now exactly as a loop. Rules (1) and (2) may now be used to evaluate \( \rho_1^\Sigma \) in the classical limit with the result,
where $V_{11}^S$ is a screened ion-ion interaction where the screening, due to the electrons, is treated in a Debye-chain expansion. Therefore, in the classical limit $Q_{11}^S(c)$ reduces to $Q_{11}^S(c)$. However, in this limit Eq. (2.4.7) does not reduce to Eq. (2.3.14). The difference appears in the subtracted terms:

$<L_{R_i}^E(\omega - iL_R)^{-1}L_{R_i}^E>_{\mathbf{p}}$ in Eq. (2.4.7),

as compared to

$<L_{I}^E(\omega - iL_O)^{-1}L_{I}>_{\mathbf{p}} - <L_{Re}^E(\omega - iL_R)^{-1}L_{Re}>_{\mathbf{e}}$, (2.6.3b)

appearing in Eq. (2.3.14).

### II.7 Comparison of the Methods

It is convenient to rewrite the results from the previous sections in order to compare them. First, for the conventional line shape formalism described in Section II.1, which assumes static ions and accounts for ion-electron correlations through a screening of the ion-ion interaction, we write

$I(\omega) = -\pi^{-1}Im \int dc^+ Q_{11}^S(c) <d^+[\omega - iL_R(c)] +$

\[+ <L_{Re}^E[\omega - i(L_R + L_e)]^{-1}L_{Re}>_{\mathbf{e}}]^{-1}\times d^+_R. \] (2.7.1)
The result of Method I, which takes advantage of a cluster expansion formulation of the microfield distribution in order to screen the ions, is given by

\[
I(\omega) = -\pi^{-1} \text{Im} \int d\xi \; Q^S_{1}^{\circ}(\xi) \left\{ [\omega - iL_{R}(\xi)] + [\omega - iL_{O}]^{-1}L_{I} \right\}_p - [L_{I}(\omega - iL_{R})^{-1}L_{I}]_p - [L_{Re}(\omega - iL_{R})^{-1}L_{Re}]_p \right\}^{-1} \partial_x^R. \tag{2.7.2}
\]

The second approach, Method II, introduces an arbitrary ion field. This field must then be chosen, and we have given plausibility arguments for our choice of \(E_{1}^{\Sigma}\). With this method, the resulting line-shape function is

\[
I(\omega) = -\pi^{-1} \text{Im} \int d\xi \; Q^S_{1}^{\circ}(\xi) \left\{ [\omega - iL_{R}(\xi)] - [\omega - iL_{O}]^{-1}L_{I} \right\}_p + [L_{R1}(\omega - iL_{R})^{-1}L_{R1}]_p \right\}^{-1} \partial_x^R. \tag{2.7.3}
\]

Since Eq.(2.7.2) applies only to classical plasmas, we temporarily restrict our discussion to such plasmas. The effective interactions in \(Q^S_{1}^{\circ}(\xi)\) of Eq.(2.7.1) are usually taken to be the Debye-Hückel result, therefore, all three microfield distribution functions in Eqs.(2.7.1) through (2.7.3) are equal in the classical limit. As mentioned before, there are differences in the denominators appearing in the curly brackets of these equations. Obviously, Eq.(2.7.1) is not expected to agree with the other two equations since it contains assumptions (1) and (2); the neglect of ion motion and electron-ion correlations. At this time, it is instructive to make these two approximations in Eqs.(2.7.2)
and (2.7.3). Then, for the denominator in Eq. (2.7.2), \([\cdots]^{-1}\), we get

\[
\{\omega - iL_R(\epsilon) + \langle L_I(\omega - iL_0)^{-1}L_I \rangle_p - \langle L_R(\omega - iL_R)^{-1}L_R \rangle_p - \langle L_R(\omega - iL_0)^{-1}L_R \rangle_e \}^{-1}
\]

\[+ \{\omega - iL_R(\epsilon) + \langle L_I(\omega - iL_0)^{-1}L_I \rangle_p - \langle L_R(\omega - iL_R)^{-1}L_R \rangle_p \}^{-1}
\]

(2.7.4)

and for the denominator in Eq. (2.7.3), \([\cdots]^{-1}\),

\[
\{\omega - iL_R(\epsilon) + \langle L_I(\omega - iL_0)^{-1}L_I \rangle_p - \langle L_R(\omega - iL_R)^{-1}L_R \rangle_p \}^{-1}
\]

\[+ \{\omega - iL_R(\epsilon) + \langle L_I(\omega - iL_0)^{-1}L_I \rangle_p - \langle L_R(\omega - iL_R)^{-1}L_R \rangle_p \}^{-1}
\]

(2.7.5)

Notice that in Eq. (2.7.3) the ion field \(\hat{E}^*_{\text{i}}\) is defined by Eq. (2.5.8), and is therefore dependent on the ion-electron interactions. Hence, \(\hat{E}^*_{\text{i}}\) goes over to \(\hat{E}_{\text{i}}\) when electron-ion interactions are neglected.

Clearly, both methods reduce to Eq. (2.7.1) with these two approximations.

Let us relax the approximations immediately preceding Eq. (2.7.4) and examine Eq. (2.7.2) in more detail. As indicated in Section II.3, an infinite number of graphs were neglected in getting to Eq. (2.3.11). In particular, all subclass (2b) graphs containing one or more electron nodes were neglected. Some neglected graphs contain the corrections to the simple chains of electrons: corrections to the Debye-Hückel screening.17-20 But more than corrections to the electron screening of the ions is neglected. For example, the ion screening of the electrons is not included. But in the left hand side of Eq. (2.7.4) the terms in brackets are subtracting from \(\langle L_I(\omega - iL_0)^{-1}L_I \rangle_p\) the broadening already
included in the microfield. Therefore, for a consistent treatment of
the line shape, we require that effects neglected in the microfield
distribution, $Q^S_i(\varepsilon^+)$, must also be neglected in the left hand side of
Eq.(2.7.4). As an example, consider two terms from Eq.(2.7.4)

$$\langle L_{Re} (\omega-iL_R)^{-1} \rangle_{Re,p} - \langle L_{Re} (\omega-iL_R)^{-1} \rangle_{Re,e}.$$  \hspace{1cm} (2.7.6)

If we define

$$\rho_{e}^{\text{eff}} \equiv \text{Tr}_{\rho_p} \rho_e$$  \hspace{1cm} (2.7.7)

then we may write for Eq.(2.7.6)

$$\text{Tr} \{ \rho_{e}^{\text{eff}} - \rho_e \} L_{Re} (\omega-iL_R)^{-1} \rho_{e}^{\text{eff}} L_{Re} = 0$$  \hspace{1cm} (2.7.8)

where we have neglected the ions screening in $\rho_{e}^{\text{eff}}$. For the remaining
terms in Eq.(2.7.4) we should also be careful and neglect similar contribu­
tions. Certainly, this leads to a complicated evaluation of
Eq.(2.7.2).

A similar complication does not occur in Eq.(2.7.3). The term
containing $\Sigma L_{R_1}$ in Eq.(2.7.5) exactly subtracts from $\langle L_{1} (\omega-iL_0)^{-1} L_{1} \rangle_{p}$
the broadening effects in $Q^S_{1}(\varepsilon^+)$ (in a second order theory). For con­
sistency all that is required is that the average over the plasma be
evaluated identically in both terms. Also, the range of validity of
Eq.(2.7.3) includes both quantum and classical plasmas. The difficulty
with this approach is in justifying the selection of $E^+_{1}$. 
II.8 Summary

The two methods developed in the previous sections demonstrate the problems involved with introducing low-frequency microfields in the line-shape function. Even though the formal expressions for the line-shape function derived from Methods I and II are not identical, it is clear that both methods modify the expression for the electron width and shift operator appearing in the conventional theories. In fact, the different forms of the width and shift operators resulting from the two approaches, emphasizes that the formal expression for the width and shift operator is very much dependent on the choice of microfield distribution.

We have demonstrated that the modifications to the electron width and shift operator vanish if ion-electron correlations are neglected. However, this approximation 'overcounts' the electrons. That is, if we neglect ion-electron correlations in the width and shift operator and not in the microfield, then the implicit electron broadening in the low-frequency microfield is also included, to second order, in the width and shift operator. This, of course, is not a consistent approximation. In this dissertation we will not study these corrections to the electron broadening any further. Our intention is to simply point out the difficulties involved with an ad hoc treatment of the line-shape function.

In the next chapter we assume that the complications discussed above will be resolved by future research. Having taking this point of view, we will proceed to investigate quantum mechanical corrections to the electron screening of the ions in the calculation of low-frequency microfields.
CHAPTER III
QUANTUM CORRECTIONS TO THE LOW-FREQUENCY COMPONENT MICROFIELD DISTRIBUTION

The spectral line shapes for an atom or an ion radiating in a plasma are determined by the interactions of the radiator with all of the components of the plasma. In relation to this problem, various theories of ion microfield distributions have been formulated. In these theories, electric fields of two types are considered: a high-frequency and a low-frequency component. The distribution of the high-frequency component is calculated by considering a gas of ions interacting through a Coulomb potential and immersed in a uniform neutralizing background. The distribution of the low-frequency component is determined by considering a gas of ions interacting through an effective, screened potential. The shielding of the ions in the latter case is a way to include electron screening effects, since the ion electric fields vary slowly over times on the order of the electron relaxation times. The effective potential is chosen to be the Debye-Hückel result, which applies to classical electrons and long times.

It is possible that the ions may be treated reasonably well with a classical picture, even when the density and temperature conditions require a quantum mechanical formulation of an electron gas. This dual behavior is due to the large ion-to-electron mass ratio. In this chapter we investigate such a situation and treat quantum mechanically the electron screening of classical ions.
III.1 Low-Frequency Microfield Distribution

The line shape function given by Eq.(2.7.1) involves the evaluation of the shielded, static ion distribution function

\[
Q_{i}^{s}(\epsilon) = \text{Tr}_{i} \rho_{i}^{s} \delta(\epsilon - E_{i})
\]  

(3.1.1)

The microfield distribution in Eq.(3.1.1) can be evaluated with the method developed in Chapter 1 with only simple modifications necessary in order to account for the effective potential.

As in Chapter 1, the problem is to determine the electric microfield distribution function \( P(\epsilon) \) at a point with charge \( \chi e \), which is found from an evaluation of Eq.(1.1.4),

\[
P(\epsilon) = (2\epsilon/\pi) \int_{0}^{\infty} \gamma d\gamma \sin(\epsilon \gamma) T(\gamma),
\]  

(3.1.2)

where \( T(\gamma) \) is given by

\[
T(\gamma) = Z_{N}^{-1} \int \cdots \int \hat{r}_{o}^{+} \hat{r}_{1}^{+} \cdots \hat{r}_{N}^{+} \exp\{-\beta V_{N} + i(\chi e)^{-1} \hat{r}_{o}^{+} \hat{v}_{o} V_{N}\}.
\]  

(3.1.3)

In Eq. (3.1.3) \( \hat{r}_{j}^{+} \) represents the position of the \( j \)-th particle, \( \beta = (kT)^{-1} \), and \( Z_{N} \) is the configurational partition function. The potential energy of the system, \( V \), is expressed as,

\[
V = \sum_{0<i<j} v_{ij}^{s}.
\]  

(3.1.4)

The two particle effective interaction, \( v_{ij}^{s} \), is usually taken to be the
Debye-Hückel result,$^4,^6$

$$v_{ij}^s(r) = z_i^*z_j^*e^2 \exp\left[-r/\lambda_e\right]/r,$$  \hspace{1cm} (3.1.5a)

where

$$z_i = \begin{cases} \chi & i=0 \\ 2 & i\neq0 \end{cases}.$$ \hspace{1cm} (3.1.5b)

Here, $Ze$ is the charge of one ion and $\lambda_e$ is the electron Debye length defined by,

$$\lambda_e = [4\pi e^2 \rho_e]^{1/2},$$ \hspace{1cm} (3.1.6)

where $\rho_e$ is the electron density. By requiring the total system to be neutral, the ion and electron densities are related by the expression,

$$\rho_i = Z\rho_e.$$

In what follows we assume the electrons to be quantum mechanical while still retaining a classical picture for the ions. With this assumption, the Debye-Hückel result of Eq.(3.1.5) is no longer valid.

**III.2 Effective Quantum Interaction**

In order to evaluate the effective quantum interaction, it is convenient to introduce the Fourier transform defined in Eq.(A-2), and the generalized dielectric function,$^{52}$

$$e_e(q,\nu_n) = 1 - \pi_e^*(q)\pi_e(q,\nu_n),$$ \hspace{1cm} (3.2.1)
where $\pi_\text{e}^*$ is the proper polarization part\textsuperscript{52} of the one component electron gas, and $v_{\text{ee}}$ is the Fourier transform of the electron-electron Coulomb interaction:

$$v_{\text{ee}}(q) = \frac{4\pi e^2}{q^2}. \quad (3.2.2)$$

In terms of the dielectric function the shielded interaction may be expressed as,\textsuperscript{52}

$$u_{ij}^{\Sigma}(q,\nu_n) = v_{ij}(q)e_\text{e}(q,\nu_n), \quad (3.2.3)$$

where $v_{ij}(q)$ is the Fourier transform of the bare Coulomb ion-ion interaction,

$$v_{ij}(q) = 4\pi Z_1 Z_2 e^2/q^2. \quad (3.2.4)$$

In Section II.5, we approximated the electron screening by the ring approximation,

$$\pi_\text{e}^*(q,\nu_n) = \pi_\text{e}(q,\nu_n) = -2(2\pi)^{-3} \int dp^+ \frac{n^0(p+q) - n^0(p)}{hv_n + i\eta - E(p+q) + E(p)}, \quad (3.2.5)$$

where $\eta$ is a small positive parameter. Let $\mu_\text{e}$ and $m_\text{e}$ represent the chemical potential and mass of the electron, respectively, then

$$n^0(p) = \exp\left[-\beta(E(p) - \mu_\text{e})\right] - 1, \quad (3.2.6a)$$
\[ E(\mathbf{p}) = \frac{\hbar^2 p^2}{2m_e}. \] (3.2.6b)

At this point we digress and examine the divergence difficulties that one finds in a simple perturbation expansion of the free energy of a system of classical point charges immersed in a uniform neutralizing background. The divergences are due to the long-range nature of the Coulomb interaction. Also there are short-distance divergences, again due to the Coulomb interaction which has an infinity at \( \mathbf{r} = 0 \). The divergences were removed by nodal expansions developed independently by Abe\(^{41}\), Meeron\(^{42}\), and Friedman\(^{43}\). In these developments the divergences are systematically removed in two steps: (1) chains of Coulomb interactions are summed to give screened interactions, and (2) the resulting ladder diagrams with screened interactions are summed. Step (1) introduces the Debye screening length, and step (2) gives \( \beta e^2 \) as the distance of closest approach.

We return to Eq.(2.5.7) and point out that the contributions from the retardation effects in \( U^R_\tau \). We point out that the contributions from the retardation effects, \( U^R_\tau (\nu \neq 0) \), play no role in cutting off\(^{57}\) the long range divergences. Also note that the electron proper polarization part introduced in Eq.(3.2.1) and evaluated in the ring approximation is given by\(^{54}\)

\[
\pi_0^{e}(q, \nu) = \left( z_e / \hbar^3 \right) \int_{0}^{\beta \hbar} d\tau \exp\left[ \frac{2 \hbar q \tau (\beta - \tau)}{2m_e \beta \hbar} + \frac{2 \pi \nu \tau}{\beta \hbar} \right].
\]

\[
= \left( z_e / \hbar^3 \right) \left[ 1 + \frac{\beta \hbar q 2}{4\pi m_e n} \right. - \frac{3 \beta \hbar q 4}{2\pi m_e n} + \ldots \right]; \text{ for } n \neq 0 \quad (3.2.7)
\]

Since the primary contribution in the integral in Eq.(2.5.7b) is for \( q < q_\Sigma \), where \( 1/q_\Sigma \) is the range of the interaction defined in Eq.(2.5.7d), we neglect all but the first term in Eq.(3.2.7) for \( 1/q_\Sigma \gg \Lambda_e \).
The accuracy of this assumption has not been determined for \(1/q_{\Sigma} \geq \Lambda_{e}\), however, the approximation \(U_{\tau}^{\Sigma}(\nu=0)\) appears to contain all the essential effects of correlations due to both the long range part of the Coulomb interaction and exchange.

With this simplification, the classical limit for the ions is easily taken using the rules in Section II.6. We find that the resulting expression for the microfield distribution \(Q_{i}^{\Sigma}(\epsilon)\) is similar to that in Eq. (1.1.1),

\[
Q_{i}^{\Sigma}(\epsilon) = z_{N}^{-1} \int \cdots \int d\mathbf{r}_{0} \cdots d\mathbf{r}_{N} \exp[-\beta V_{0}^{\Sigma}](\epsilon - E_{i}^{\Sigma}). \tag{3.2.8}
\]

However, the results in Eq. (3.2.8) involve the effective interaction

\[
V_{0}^{\Sigma} = \sum_{0=i<j} \Sigma_{ij}(\mathbf{r}_{i}^{\Sigma} - \mathbf{r}_{j}^{\Sigma}) \tag{3.2.9a}
\]

\[
u^{\Sigma}_{ij}(q) = v_{ij}(q)[1 - v_{ee}(q)\pi_{e0}(q, \nu=0)]^{-1} \tag{3.2.9b}
\]

where \(u_{ij}(q)\) is the Fourier transform of \(u_{ij}(\mathbf{r}_{i}^{\Sigma} - \mathbf{r}_{j}^{\Sigma})\).

The shielded interaction in Eq. (3.2.9) may be rewritten in the form

\[
u_{ij}^{\Sigma}(q) = 4\pi Z_{i}Z_{j}\epsilon^{2}[1 + \lambda^{2}(q)q^{2}]^{-1} \tag{3.2.10}
\]

where \(\lambda(q)\) can be interpreted as a \(q\)-dependent screening length defined by

\[
\lambda(q) = [-4\pi \epsilon^{2}\pi_{e0}(q, 0)]^{-1/2}. \tag{3.2.11}
\]
The numerical evaluation of \( \pi^0_e(q,0) \) is discussed in detail by C. Gouedard and C. Deutsch for an electron gas at any degeneracy. The \( q \)-dependence of \( \lambda(q) \) is very weak for values of the product \( q\lambda(q) \) less than 1. Therefore, it is possible to make the approximation

\[
\lambda_0 = \lambda(q=0)
\]

For values of the density and temperature considered here, the error introduced by the approximation in Eq.(3.2.12) is less than 1%.

The inverse Fourier transform of Eq.(3.2.12) is easily performed

\[
\sum_{ij} u^0_{ij}(r) = \frac{4\pi Z_i Z_j e^2}{\lambda_0^2} \exp\left(-r/\lambda_0^2\right)/r.
\]

The functional form of Eq.(3.2.13) is similar to Eq.(3.1.5) although there is a difference in the screening length. It can be shown that in the high temperature limit \( \lambda_0 \) goes to \( \lambda_e \).

In the next section we calculate the low-frequency microfield for a gas of ions but the ions interact through the effective interaction given in Eq.(3.2.13).

### III.3 Numerical Results and Analysis

The formalism developed in Ref. 6 is now easily extended to the case of ions interacting through \( V^0 \) as given in Eq.(3.2.9). The results are compared in Figs.(3.1) and (3.2) with a low-frequency microfield calculation which treats the electrons in a Debye-Hückel
theory. The plasma conditions in the figures are for values of the electron plasma parameter, $\Gamma_e = 0.125$ and 0.214, where

$$\Gamma_e = \frac{\beta e^2}{r_o} \quad (3.3.1)$$

and $r_o$ is the average electron interparticle distance which, for an electron density $\rho_e$, is defined by

$$4\pi\rho_e r_o^3/3 = 1. \quad (3.3.2)$$

The degeneracy parameter, $\gamma$, is defined as the ratio of the noninteracting electron gas Fermi temperature to the temperature of the system,

$$\gamma = \frac{T_F}{T}. \quad (3.3.3)$$

From the two figures we see that the quantum corrections to the Debye screening shift the peak of the $P(\varepsilon)$ curves to a higher value of $\varepsilon$. This behavior may be anticipated. In Eq.(3.2.13) $\lambda_o$ takes into account the fact that the electrons at the bottom of the Fermi momentum distribution are 'frozen' and cannot fully participate in the screening. Therefore, $\lambda_o$ is larger than $\lambda_e$ for a given electron temperature and density so that the electron screening is reduced and the ion electric fields are, on the average, larger.

For the cases presented here, the quantum corrections are small. In fact, only for $\gamma > 1$ are the effects of the corrections noticeable. It follows that the quantum corrections to the electron screening of the ions are negligible in recent laser-produced plasma experiments, since
in these experiments $\gamma < 0.05$. The results in Figs. (3.1) and (3.2) also indicate that even in future experiments, where denser plasmas are expected, the quantum corrections to the Debye screening will still be small.

Finally, we note that the low-frequency microfields are used in calculating line profiles which in turn are used as a diagnostic tool to measure electron densities and temperature. It is important to investigate how the quantum corrections in the microfield affects the line profiles. We have done this for the Lyman-\(\alpha\) and Lyman-\(\beta\) lines of \(\text{Ar}^{+17}\) and \(\text{Cl}^{+16}\). We were limited to electron densities of order $10^{25}$ electrons/cm$^3$ because for plasmas more dense than that, the structure of the profile is completely washed out. For the two cases we did calculate, the effect of the quantum corrections in the screening was small, less than 0.1%.
Fig. 3.1  $P(\varepsilon)$ curves for $\Gamma_0 = 0.125$. $\varepsilon$ is in units of $\varepsilon_0$.

For $\gamma = 0.43$; $\rho_e = 10^{25}$ part/cm$^3$, $\Lambda_0^T/\Lambda_0 = 0.70$.

For $\gamma = 1.01$; $\rho_e = 1.56 \times 10^{26}$ part/cm$^3$, $\Lambda_0^T/\Lambda_0 = 1.03$.

For $\gamma = 1.96$; $\rho_e = 10^{27}$ part/cm$^3$, $\Lambda_0^T/\Lambda_0 = 1.22$. 
Fig. 3.2  $P(\varepsilon)$ curves for $\Gamma_e = 0.214$. $\varepsilon$ is in units of $\varepsilon_o$.

For $\gamma = 0.67$; $\rho_e = 2 \times 10^{24}$ part/cm$^3$, $\Lambda_e / \Lambda_o = 1.13$.

For $\gamma = 1.23$; $\rho_e = 5 \times 10^{25}$ part/cm$^3$, $\Lambda_e / \Lambda_o = 1.41$. 
CHAPTER IV
INTEGRAL EQUATION METHOD

In this chapter we propose an integral equation approach to evaluate the microfield distribution function defined in Eq. (1.1.4). This involves expressing \( T(\mathcal{L}) \) in terms of a two-body function. This two-body function is formally identical to the radial distribution function (RDF), therefore, it is amenable to integral equation techniques.

The resulting expression for \( T(\mathcal{L}) \) involves an integration over a so-called coupling parameter. This integration may be performed in the hypernetted-chain \(^{62-65}\) (HNC) approximation to the two-body function, simplifying the expression for \( T(\mathcal{L}) \). For simplicity we treat the same system as in Chapter I.

IV.1 Connection with the Chemical Potential

It was first noted by Morita \(^8\) that the virial expansion for \( T(\mathcal{L}) \) is formally similar to that of the excess chemical potential, \( \delta \mu \), which is defined by

\[
\exp(\beta \delta \mu) = \frac{Z_N}{\Omega Z_{N-1}}. \tag{4.1.1}
\]

A comparison of Eqs. (1.1.6) and (4.1.1) shows that the two quantities are indeed similar.
It is possible to write $\delta\mu$ in terms of the RDF.\footnote{59} Introduce the coupling parameter $\zeta$, which varies from 0 to 1 and which has the effect of replacing the interaction of some particle, say 1, with the $j$th particle of the system by $\zeta v(r_{1j})$. In terms of this coupling parameter, then, the potential energy for the system is written in the form

$$V = \sum_{j=2}^{N} \zeta v(r_{1j}) + \sum_{2<j<j<N} v(r_{ij}). \quad (4.1.2)$$

Clearly,

$$Z_N(\zeta=1) = Z_N \quad (4.1.3a)$$

and

$$Z_N(\zeta=0) = \Omega Z_{N-1}. \quad (4.1.3b)$$

Eq. (4.1.3) can be used in Eq. (4.1.1) with the result\footnote{59}

$$\delta\mu = \rho \int_{0}^{1} d\zeta \int d^3r \ v(r) g(r;\zeta) \quad (4.1.4)$$

where $g(r;\zeta)$ is the RDF for particle 1 and any other particle.

The RDF can be evaluated with integral equation techniques. In the framework of the HNC approximation, it has been shown\footnote{65} that the integration over the parameter $\zeta$ can be done.

We have intentionally omitted details in this section since the steps are discussed elsewhere.\footnote{59,65} In addition, almost the identical steps will be shown in the next sections for the T($\lambda$) case.
IV.2 The Two-Body Function \( g(r; \xi) \)

Because of the similarity between \( T(t) \) and \( \delta \mu \), it is possible to write an expression like Eq.(4.1.4) for \( T(t) \). To do this we introduce the parameter \( \xi \) which is defined as the magnitude of the vector \( \hat{t} \),

\[
\xi = |\hat{t}|. \tag{4.2.1}
\]

We may rewrite the 'potential' \( V(t) \) defined in Eq.(1.1.8) as

\[
V(\xi) = V + i e^{-1} \xi \hat{t} \cdot \hat{E}, \tag{4.2.2a}
\]

where

\[
\hat{E} = \sum_{j=1}^{N} \hat{r}_{j0} \tag{4.2.2b}
\]

and \( \hat{E} \) is the unit vector in the direction of \( \hat{t} \). The definition of \( Z_{N}(\xi) \) follows from Eq.(4.2.2),

\[
Z_{N}(\xi) = \int d\hat{r}_{0} d\hat{r}_{1} \cdots d\hat{r}_{N} \exp\{-\beta V(\xi)\}. \tag{4.2.3}
\]

If we let \( \xi \) vary from 0 to \( \ell \) in Eqs.(4.2.2) and (4.2.3), then we can take the field in and out of the expressions by varying \( \xi \). This is useful since now we may write for \( T(\ell) \),

\[
\ln T(\ell) = \ln \left[ Z_{N}(\xi=\ell)/Z_{N}(\xi=0) \right]
= \int_{0}^{\ell} d\xi \frac{\partial \ln Z_{N}(\xi)}{\partial \xi}
\]
where

$$\psi(\mathbf{r}) = \frac{i \mathbf{q} \cdot \mathbf{e}(\mathbf{r})}{e}$$

and

$$g(\mathbf{r}; \zeta) = \frac{1}{2} \mathbf{d}\mathbf{r} \cdots \mathbf{d}\mathbf{r}_N \ e^{-\beta V(\zeta)}/Z_N(\zeta).$$

The function $g(\mathbf{r}; \zeta)$ reduces to the usual RDF for $\zeta = 0$. Hence, for arbitrary values of $\zeta$, $g(\mathbf{r}; \zeta)$ is simply the 'RDF' for the zeroth particle and any other particle where the system interacts through the 'potential' $V(\zeta)$.

In Eq. (4.2.4) the effect of the neutralizing background has not been included. The background term is given by

$$\int d\mathbf{r} \psi(\mathbf{r}) = \psi(\mathbf{q} = 0)$$

where $\psi(\mathbf{q})$ is defined as the Fourier transform

$$\psi(\mathbf{q}) = \int d\mathbf{r} \ e^{-i\mathbf{q} \cdot \mathbf{r}} \ i \mathbf{q} \cdot \mathbf{e}(\mathbf{r})$$

$$= \mathbf{e} \cdot \mathbf{q} v(q)/e$$
and

\[ v(q) = 4\pi e^2/q^2. \]  \hspace{1cm} (4.2.9)

With the background term included in Eq.(4.2.4), we may write

\[ 2nT(q) = \rho \int_0^2 d\xi \int \psi(\hat{r})h(\hat{r};\xi) \]  \hspace{1cm} (4.2.10)

where \( h(\hat{r};\xi) \) is the total correlation function and is defined by

\[ h(\hat{r};\xi) = g(\hat{r};\xi) - 1 \]  \hspace{1cm} (4.2.11)

Eq.(4.2.10) is the main result of this chapter; we have expressed \( T(q) \) in terms of a two-body function. This form has the advantage that knowledge of a two-body function gives \( T(q) \) exactly, in contrast to Refs. 3 and 5 which require knowledge of many-body functions. Of course, the price to be paid for this advantage is the integration over the parameter \( \xi \) which requires \( g(\hat{r};\xi) \) for all values of \( \xi \) between 0 and \( \ell \).

\section*{IV.3 The Holtsmark Limit}

It is instructive to examine Eq.(4.2.10) in the Holtsmark or high temperature limit where the total correlation function is given by,

\[ \lim_{T \to \infty} h(\hat{r};\xi) = e^{\xi\psi(\hat{r})} - 1; \]  \hspace{1cm} (4.3.1)

this expression can be substituted into Eq.(4.2.10) and we find
The expression for $T(\xi)$ is then given as

$$\ln T(\xi) = \rho \int_0^\infty d\zeta \int d\hat{r} \psi(\hat{r}) [e^{\xi \psi(\hat{r})} - 1]$$

$$= \rho \int_0^\infty d\zeta \int d\hat{r} \frac{\partial}{\partial \zeta} [e^{\xi \psi(\hat{r})} - 1]$$

$$= \rho \int d\hat{r} [e^{\xi \psi(\hat{r})} - 1]. \tag{4.3.2}$$

The expression for $T(\xi)$ is then given as

$$T(\xi) = \exp\{\rho \int d\hat{r} [e^{i\xi \cdot \hat{e}(\hat{r})} - 1]\} \tag{4.3.3}$$

which is the correct Holtsmark limit. $^5, ^{31}$

### IV.4 HNC Approximation

The total correlation function is amenable to integral equation techniques. In this section we evaluate the correlation function in the HNC approximation. As mentioned earlier, in this approximation the integration over the parameter $\zeta$ can be performed.

A second reason for treating Eq.(4.2.10) in the HNC approximation is the fact that this approximation has been successful in obtaining the RDF and the internal energy for the one component plasma for values of $a > 2.0$. It is possible that with the use of the HNC approximation we may be able to calculate microfield distributions for these values of $a$.

First, we write $h(\hat{r};\zeta)$ in the form

$$h(\hat{r};\zeta) = \exp\{-\beta v(\hat{r}) + \zeta \psi(\hat{r}) + \gamma(\hat{r};\zeta)\} \tag{4.4.1}$$

which formally defines $\gamma(\hat{r};\zeta)$. The function $\gamma(\hat{r};\zeta)$ is given by the sum
of nodal and bridge graphs,\textsuperscript{62-65}

\begin{equation}
\gamma(\mathbf{r}; \zeta) = N(\mathbf{r}; \zeta) + B(\mathbf{r}; \zeta) \tag{4.4.2}
\end{equation}

In Eq. (4.4.2) \(N(\mathbf{r}; \zeta)\) is the sum of the nodal graphs; nodal graphs are those irreducible graphs\textsuperscript{11} for which all possible paths from one rooted point\textsuperscript{11} to the other have at least one vertex in common. The term \(B(\mathbf{r}; \zeta)\) is the sum of the bridge graphs; bridge graphs are irreducible graphs and there are at least two alternate paths between the rooted vertices. Examples of nodal and bridge graphs are presented in Figs. (4.1a) and (4.1b), respectively.

In the HNC approximation\textsuperscript{62-65}, \(B(\mathbf{r}; \zeta)\) is set equal to zero. Then,

\begin{equation}
\gamma(\mathbf{r}; \zeta)|_{\text{HNC}} = N(\mathbf{r}; \zeta) = h(\mathbf{r}; \zeta) - c(\mathbf{r}; \zeta) \tag{4.4.3}
\end{equation}

where \(c(\mathbf{r}; \zeta)\) is the direct correlation function and is defined by the Ornstein-Zernike\textsuperscript{66} equation,

\begin{equation}
h(\mathbf{r}_{10}; \zeta) = c(\mathbf{r}_{10}; \zeta) + \rho \int d\mathbf{r}_2 \ c(\mathbf{r}_{12}) h(\mathbf{r}_{20}; \zeta) \tag{4.4.4a}
\end{equation}

\begin{equation}
h(r) = c(r) + \rho \int d\mathbf{r}' \ c(|\mathbf{r} - \mathbf{r}'|) h(r). \tag{4.4.4b}
\end{equation}

In Eq. (4.4.4b) \(h(r)\) and \(c(r)\) are the total and direct correlation functions for \(\zeta\) equal to zero.

Introducing the Fourier transforms and using the convolution theorem we get for Eq. (4.4.4)
Fig. 4.1  (a) Some examples of Nodal graphs.
          (b) Some examples of Bridge graphs.
\[ h(k;\zeta) = c(k;\zeta) + \rho c(k)h(k;\zeta) \quad (4.4.5a) \]

\[ h(k) = c(k) + \rho c(k)h(k). \quad (4.4.5b) \]

Using Eqs. (4.4.3) and (4.4.5) we may write

\[ N(k;\zeta) = \rho h(k;\zeta)[h(k) - N(k)], \quad (4.4.6) \]

where

\[ N(k) = N(k;\zeta=0) = h(k) - c(k). \quad (4.4.7) \]

It is now possible to simplify Eq. (4.2.10) by noting that we may write from Eq. (4.4.1),

\[ \frac{\partial h(r;\zeta)}{\partial \zeta} = \left\{ u(r) + \frac{\partial \gamma(r;\zeta)}{\partial \zeta} \right\} \left[ h(r;\zeta) + 1 \right], \quad (4.4.8) \]

\[ \psi(r)h(r;\zeta) = \frac{\partial h(r;\zeta)}{\partial \zeta} - \psi(r) - \frac{\partial \gamma(r;\zeta)}{\partial \zeta} - h(r;\zeta) \frac{\partial \gamma(r;\zeta)}{\partial \zeta}. \quad (4.4.9) \]

Substitution of Eq. (4.4.9) into Eq. (4.2.10) leads to

\[ \ln T(\xi) = \rho \int d\xi [h(r;\xi) - h(r)] - [\gamma(r;\xi) - \gamma(r)] \]

\[ - \rho \int_0^2 d\zeta \int d\xi h(r;\zeta) \frac{\partial \gamma(r;\zeta)}{\partial \zeta}. \quad (4.4.10) \]

In arriving at Eq. (4.4.10) we have used the identity,
\[ \int dr \psi(r) \sim \int_{r_{\min}}^{r_{\max}} dr \int_{-1}^{1} dn \eta = 0, \quad (4.4.11) \]

where \( r_{\Omega} \) is the radius of the volume of the system, \( \Omega \).

If we calculate \( \ln T(\lambda) \) in the HNC approximation, then

\[ \ln T(\lambda) \big|_{\text{HNC}} = \rho \int dr [h(\lambda; \lambda) - N(\lambda; \lambda)] - [h(r) - N(r)] \]

\[ - \rho \int_0^\infty d\zeta \int dr h(r; \zeta) \frac{\partial N(\lambda; \zeta)}{\partial \zeta}. \quad (4.4.12) \]

We can simplify the term involving the integration over \( \zeta \),

\[ \rho \int_0^{\Delta \lambda} d\zeta \int dr h(r; \zeta) \frac{\partial N(\lambda; \zeta)}{\partial \zeta} \]

\[ = (2\pi)^{-3} \rho \int_0^{\Delta \lambda} d\zeta \int d\kappa h(-\kappa; \zeta) \frac{\partial h(\kappa; \zeta)}{\partial \zeta} [h(\kappa) - N(\kappa)] \]

\[ = [2(2\pi)^3]^{-1} \rho \int_0^{\Delta \lambda} d\zeta \int d\kappa \frac{\partial}{\partial \zeta} h(-\kappa; \zeta) h(\kappa; \zeta) [h(\kappa) - N(\kappa)] \]

\[ = (\rho/2) \int dr [h(r; \lambda) N(r; \lambda) - h(r) N(r)]. \quad (4.4.13) \]

Substituting Eq.(4.4.13) into Eq.(4.4.12) gives

\[ \ln T(\lambda) \big|_{\text{HNC}} = \rho \{ [c(k=0; \lambda) - c(k=0)] \]

\[ - \frac{1}{2} \int dr [h(r; \lambda) N(r; \lambda) - h(r) N(r)] \quad (4.4.14) \]

The result in Eq.(4.4.14) can be used in Eq.(1.1.4) to evaluate the microfield distribution function. The quantities \( c, h, \) and \( N \) in
Eq. (4.4.14) are to be evaluated in the HNC framework. These quantities with \( \ell = 0 \) can be calculated to high accuracy by the method of Ng.\textsuperscript{67} The \( \ell \)-dependent quantities are directionally dependent which may lead to complications. Another source of difficulties are the quantities \( c(\ell = 0; \lambda) \) and \( c(\lambda = 0) \). Although their difference is finite, each one separately is divergent. This singular behavior is due to the long (non-integrable) range of the Coulomb interaction.

### IV.5 Alternate Approximation Schemes

Up to now we have emphasized the treatment of Eq. (4.2.10) by integral equations, in particular the HNC approximation. It is also possible that starting from Eq. (4.2.10) and some approximation to the correlation function other than HNC, we may obtain alternate methods for calculating microfield distribution functions for \( a > 2.0 \). We now discuss several such approximations.

The first and simplest approximation to \( g(\vec{r}; \zeta) \) is given by the Debye-Hückel theory. We obtain

\[
g(\vec{r}; \zeta) = \exp\{-\beta [1 + i \zeta \hat{\vec{r}} \cdot \hat{\zeta}] W(\vec{r})\}, \tag{4.5.1}
\]

where \( W(\vec{r}) \) is the potential of mean force\textsuperscript{59} which in this approximation is given by

\[
\beta W(\vec{r}) = -\Lambda \exp\{-\beta r/\lambda\}/r. \tag{4.5.2}
\]

The plasma parameter is defined by
where $\lambda$ is the Debye screening length. Because of the simple form of $g(r;\zeta)$ in Eq. (4.5.1), the $\zeta$-integration is easily performed in Eq. (4.2.10). The numerical results for the microfield distribution in this approximation are in good agreement with the results of Hooper\textsuperscript{5} only for values of $a < 0.4$. This is not surprising since the Debye-Hückel theory is only valid for weakly coupled plasmas, $\Lambda \ll 1$.

In order to improve the Debye-Hückel results, several theories\textsuperscript{7-20} have been proposed to compute higher order terms in the parameter $\Lambda$. The application of such theories to $g(r;\zeta)$ is complicated by the angular dependence of the field terms in $V(\zeta)$. As a simplification, we assume that $g(r;\zeta)$ has the functional form given in Eq. (4.5.1) and we evaluate $W(r)$ to second order in $\Lambda$. We found that the numerical results for $P(\epsilon)$ in this approximation do not sufficiently improve on the Debye-Hückel results.

Finally, we considered an analytic fit$\textsuperscript{68-70}$ to the Monte Carlo RDF data in order to obtain $W(r)$. For the one value of $a=5.0$, the results for $P(\epsilon)$ were not in good agreement with Monte Carlo calculations\textsuperscript{15} of the microfield distribution.

We believe that the reason that the latter approximation to $g(r;\zeta)$ fails to give good numerical results is due to the approximate functional form in Eq. (4.5.1). This functional form implicitly assumes that the field term in $V(\zeta)$ gives a weakly coupled 'interaction' and neglects ladders in this field terms. Consequently the strong fields are underestimated. In fact, all three approximations above give $P(\epsilon)$ curves which have a maximum at too small a value of $\epsilon$. At present we
are investigating how to incorporate strong field effects into $g(r;\zeta)$ without introducing cumbersome and lengthy numerical calculations.
APPENDIX A
DERIVATION OF EFFECTIVE INTERACTIONS

In this appendix we are concerned with explicit evaluation of the effective interactions, \( \beta u^S(r, \lambda) \), indicated in Fig.(1.3). The simple chain summation which produces \( -\beta u^S(r, \lambda) \) has the following analytic form

\[
-\beta u^S(r_{01}, \lambda) = -\beta u^S(r_{01}, \lambda) - \beta \sum_{j=2}^{\infty} (-\beta \rho)^{j-1} \int dr_2 \cdots dr_j \times \\
\times u(r_{02}, \lambda)v(r_{23}) \cdots v(r_{j1}) \\
= \left[ 1 - \frac{\mathbf{q} \cdot \mathbf{r}_0}{e\beta} \right] \left[ -\beta u^S(r_{01}) - \beta \sum_{j=2}^{\infty} (-\beta \rho)^{j-1} \int dr_2 \cdots dr_j \times \\
\times u(r_{02})v(r_{23}) \cdots v(r_{j1}) \right]. \tag{A-1}
\]

Introduce the Fourier transforms

\[
p^\ast(r) = \frac{1}{(2\pi)^3} \int dq^\ast e^{i\mathbf{q} \cdot \mathbf{r}} p(q^\ast), \tag{A-2}
\]

where \( p^\ast(r) \) stands for \( u, u^S, v, \) or \( v^S \). Then, using the Faultung (convolution) method obtain for the transform of \( u^S(r_{10}, \lambda) \)

\[
u^S(q, \lambda) = \left[ 1 - \frac{\mathbf{q} \cdot \mathbf{r}_0}{e\beta} \right] u(q)/\varepsilon(q). \tag{A-3}
\]

The dielectric response function \( \varepsilon \) and the transform of \( u(r) \) and \( v(r) \)
are defined by

\[ \epsilon(q) = 1 + \rho \beta \nu(q), \]

\[ u(q) = \frac{4\pi e^2 \alpha^2}{q^2 [\alpha^2 + (\lambda q)^2]}, \]

\[ \nu(q) = \frac{4\pi e^2}{q^2}. \]  \hspace{1cm} (A-4)

Similarly, for the noncentral effective interaction,

\[ \nu^s(q) = \frac{\nu(q)}{\dot{\epsilon}(q)}. \]  \hspace{1cm} (A-5)

Eqs. (A3) and (A5) may be inverse transformed to yield

\[ u^s(r) = \frac{\alpha^2}{\alpha^2 - 1} \left( \frac{e^2}{r} \right) \left\{ e^{-r/\lambda} - e^{-\alpha r/\lambda} \right\}, \]

\[ \nu^s(r) = \frac{2}{r} \frac{e^{-r/\lambda}}{e}. \]  \hspace{1cm} (A-6)
APPENDIX B
EVALUATION OF $T_o(\xi)/T_o(0)$

In this appendix we evaluate the term $T_o(\xi)/T_o(0)$. To do this we first evaluate the ring graph sum presented in Fig.(1.4a),

$$\ln T_o(\xi) = -\frac{\rho^2}{2} \sum_{j=1}^{\infty} (-\beta \rho)^{j-1} \frac{(j-1)!}{j!} \int \cdots \int d\vec{r}_1 \cdots d\vec{r}_j$$

$$\times u(\vec{r}_{01}, \xi) v(\vec{r}_{12}) \cdots v(\vec{r}_{j-1,j}) u(\vec{r}_{j0}, \xi)$$  \hspace{1cm} (B-1)

As in Appendix A, we make use of the Fourier transforms to write

$$\ln T_o(\xi) = -\frac{\rho^2}{2} \int \frac{dq^+}{(2\pi)^3} u(q^+, \xi) u(-q^+, \xi) \varepsilon^{-1}(q).$$  \hspace{1cm} (B-2)

Since $T_o(0)$ simply requires $T_o(\xi=0)$ it follows that

$$\ln \frac{T_o(\xi)}{T_o(0)} = -\frac{\rho^2}{2} \int \frac{dq^+}{(2\pi)^3} \varepsilon^{-1}(q) \left[ u(q^+, \xi) u(-q^+, \xi) - u^2(q) \right]$$

$$= -\frac{\rho^2}{2} \int \frac{dq^+}{(2\pi)^3} \varepsilon^{-1}(q) \left( \frac{\xi \cdot q}{e \beta} \right)^2 u^2(q)$$

$$= -\frac{\alpha^2 a L^2}{4(\alpha^2+1)^2} = -\gamma L^2,$$  \hspace{1cm} (B-3)

where in Eq.(B3)

$$L = \xi \varepsilon_o; \quad a = r_o / \lambda; \quad \varepsilon_o = e / r_o^2,$$  \hspace{1cm} (B-4)
and \( r_0 \) is the ion sphere radius defined by the expression

\[
\frac{4\pi}{3} r_0^3 \rho = 1. \tag{B-5}
\]
APPENDIX C
CALCULATION OF $\gamma_1$

In this appendix we evaluate the integrals in Eq.(1.2.17),

\[-\gamma_1 L^2 = \frac{\rho^2 \beta^2}{2} \int d\tau_1^+ d\tau_2^+ [\beta v^s(\tau_{12})]^2 / 2 \]

\[\times \{u^s(\tau_{10};\xi)u^s(\tau_{20};\xi) - u^s(\tau_{10})u^s(\tau_{20})\}.\]  \hspace{1cm} (C-1)

Introduce the Fourier transforms defined in Eq.(A-2), and get

\[\rho \mathcal{F}[\beta v^s(\tau)^2 / 2] = \frac{a^3}{6\lambda q} \tan^{-1}(\lambda q/2),\] \hspace{1cm} (C-2a)

\[\mathcal{F}[\beta u^s(\tau;\xi)] = \frac{-4\pi a^3 \lambda^3}{3[1 + (\lambda q)^2][a^2 + (\lambda q)^2]} \{1 + \frac{3\lambda}{a} \hat{L} \cdot \hat{q}\} \] \hspace{1cm} (C-2b)

where $\mathcal{F}$ denotes the Fourier transform. Substituting Eq.(C-2) into Eq.(C-1) we find

\[\rho \mathcal{F}[\beta v^s(\tau)^2 / 2] = \frac{a^3}{54\pi} \int dq^+ \frac{\tan^{-1}(\lambda q/2)}{\lambda q[1 + (\lambda q)^2][a^2 + (\lambda q)^2]^2} \]

\[\times \{(1 + \frac{3}{a} \hat{L} \cdot \lambda q)(1 - \frac{3}{a} \hat{L} \cdot \lambda q) - 1\} \]

\[= \frac{a^4}{8\pi^2} \int dq^+ \frac{\tan^{-1}(q/2)}{q(1+q^2)(a^2+q^2)^2} (\hat{L} \cdot \hat{q})^2 \]

\[= \frac{a^4}{12(a^2-1)^3} \left\{(a^2+1)\ln(a^2+1) + \frac{(a^2+1)(2a+1)}{3(a+2)}\right\} \] \hspace{1cm} (C-3)

which defines $\gamma_1$ as given in Eq.(1.2.17).
APPENDIX D

CALCULATION OF THE FUNCTIONS t(x) AND p(x)

In this appendix we evaluate the function t(x) and p(x). These functions appear as a result of performing the $r_1$ integrations in Eq.(1.2.16). The function $t(x)$ is defined as

\[
(1 - \frac{i \hat{r}}{\beta e \cdot \hat{v}_0})t(x_{20}) = \frac{-\rho \beta^3}{2} \int dr_1^+ u^s(r_{10})[v^s(r_{12})]^2
\]

or,

\[
(1 - \frac{i \hat{r}}{\beta e \cdot \hat{v}_0})(\frac{-\rho \beta^3}{2}) \int dr_1^+ u^s(r_{10})[v^s(r_{12})]^2.
\]  

From Eq.(D-1) we get for $t(x_{20})$

\[
t(x_{20}) = \frac{-\rho \beta^3}{2} \int dr_1^+ u^s(r_{10})[v^s(r_{12})]^2
\]

\[
= \frac{a^6}{72\pi} \cdot \int d^+ x_{10} \left\{ \frac{e^{-ax_{10}} - e^{-ax_{12}}}{x_{10}} \right\} \frac{e^{-2ax_{12}}}{x_{12}^2}.
\]  

Or,

\[
t(x) = \frac{a^5}{36\pi} \left\{ \frac{e^{ax} E_1(3ax) + e^{-ax}[\ln(3 - ax)]}{\alpha - \frac{2}{\alpha}} \right\}
\]

\[
- \frac{e^{ax}}{\alpha} E_1((2+\alpha)ax) + e^{-ax}[\ln(\frac{2+\alpha}{\alpha}) - E_1((2-\alpha)ax)],
\]

where in Eq.(D-2)
In getting Eq. (D-3) we used bipolar coordinates. The result in Eq. (D-3) is valid for \( \alpha < 2 \) only.

The function \( p(x) \) is defined as follows:

\[
(1 - \frac{i\xi}{\beta e \cdot \hat{\gamma}}) t(x_{20}) = t(x_{20}) + iLp(x_{20}) \frac{\hat{t}^* x_{20}}{|L| |x_{20}|} \quad (D-5)
\]

With the help of the identity

\[
\frac{3E_1(by)}{dy} = \frac{-e^{-by}}{y}, \quad (D-6)
\]

we get from Eq. (D-5)

\[
p(x) = x^{-1} \left[ -\frac{a}{2} \left( \frac{a^2}{\alpha} \right) \left( e^{ax} E_1(3ax) - e^{-ax}(\ln 3 - E_1(ax)) \right) - e^{ax} E_1((2+a)ax) - e^{-ax}(\ln \frac{2+a}{2-a} - E_1((2-a)ax)) \right] - \frac{3t(x)}{a^2}. \quad (D-7)
\]
A complete knowledge of the state of a system is not always necessary for the calculation of observable quantities pertaining to the system. A simple example is the case where the operator $D$ is diagonal in some representation, in that representation, we need only the diagonal part of the density operator to calculate,

$$\langle D \rangle = \text{Tr} p D. \quad (E-1)$$

Zwanzig\textsuperscript{45-48} has developed a formal procedure for obtaining an integro-differential equation which governs the time development of the 'relevant' part of any operator satisfying the equation (in units such that $\hbar=1$)

$$\frac{\partial}{\partial t} D(t) = i[H,D(t)]. \quad (E-2)$$

In the Liouville representation this equation takes the form

$$\frac{\partial}{\partial t} D(t) = LD(t), \quad (E-3)$$

where $L$ is the Liouville operator defined by

$$LD(t) = i[H,D(t)]. \quad (E-4)$$
Let the relevant part of the quantity \( D(t) \) be pulled out by a projection operator \( P \), and called it \( D_1(t) \). The remainder of \( D(t) \) is the irrelevant part \( D_2(t) \),

\[
D(t) = D_1(t) + D_2(t), \quad \text{(E-5a)}
\]

\[
D_1(t) = PD(t), \quad \text{(E-5b)}
\]

and

\[
D_2(t) = (1-P)D(t). \quad \text{(E-5c)}
\]

Assume that \( P \) is not a function of time. Then, we may operate on Eq. (E-3) and find

\[
\frac{\partial}{\partial t} D_1(t) = PL[D_1(t) + D_2(t)], \quad \text{(E-6)}
\]

and

\[
\frac{\partial}{\partial t} D_2(t) = (1-P)L[D_1(t) + D_2(t)]. \quad \text{(E-7)}
\]

The solutions to Eq.(E-7) are formally given by

\[
D_2(t) = \exp\{(1-P)Lt\}D_2(t=0)
\]

\[
+ \int_0^t \, ds \, \exp\{(1-P)Ls\}(1-P)L \, D_1(t-s). \quad \text{(E-8)}
\]

Substitution of Eq.(E-8) into Eq.(E-6) gives an integro-differential equation for \( D_1(t) \),
where we have assumed that $D_2(t=0)=0$. This condition is satisfied by all cases considered in this dissertation.

Now we define the Laplace transform

$$D_1(\omega) = \int_0^\infty dt \ e^{i\omega t} D_1(t). \quad (E-10)$$

Taking the Laplace transform of Eq. (E-9) and using the convolution theorem we get

$$-iD_1(t=0) + \omega D_1(\omega) = iPLD_1(\omega)$$

$$+ iPL \int_0^\infty dt \ exp\{i\omega + (1-P)L)t\}(1-P)LD_1(\omega)$$

$$= iP(\frac{1}{\omega} - \sum_{n=0}^{\infty} \frac{i(1-P)L}{n(1-P)L} D_1(\omega)). \quad (E-11)$$

Using the relation

$$\frac{1}{\omega} \sum_{n=0}^{\infty} \left[\frac{i(1-P)L}{\omega}\right]^n = \left[\omega - i(1-P)L\right]^{-1}, \quad (E-12)$$

we get after some algebra,

$$-iD_1(\omega) = [\omega - PT(\omega)]^{-1}D_1(t=0), \quad (E-13)$$

where
$$T(\omega) = iP[L + L[\omega - i(1-P)L]^{-1}(1-P)iL].$$ \hspace{1cm} (E-14)

The results in Eqs. (E-13) and (E-14) are used repeatedly in Chapter II.
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