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High-speed optical modulators are important components of wide-band single-mode optical communication systems. Such systems are very attractive for providing high capacity data links due to their small group velocity dispersion and low loss at 1.3 µm. Electrooptic external modulators using LiNbO₃ waveguides are potentially useful devices for high bit rate transmissions and signal processing.

Most intensity modulators are based on the theory of the uniform directional coupler. The traveling-wave electrodes are required to achieve the high-speed switching operation. There are a number of design parameters that determine the ultimate performance of Ti-indiffused LiNbO₃ modulators: namely, a good frequency response, a low switching voltage and a high extinction ratio. A trade-off is required depending on the parameter we emphasize.

We have developed several tools of theoretical analysis. These include the evaluation of the effective index method for step-index waveguides, new eigenvalue equations for the asymmetric directional coupler with graded-index profile using the WKB approach, nonuniform finite difference method
for modeling LiNbO₃ waveguides, and electrode analysis by conformal mapping in the case of an anisotropic substrate. Additionally, we have analyzed the frequency response of the traveling-wave electrode.

Based on the theoretical results obtained above, we designed a traveling-wave LiNbO₃ optical modulator using a Y-branch directional coupler. By employing the Y-branch directional coupler, we have reduced the device length by 30% as in comparison with the conventional uniform directional coupler. This enables us to achieve a device with large bandwidth. We have also designed a traveling-wave electrode of semi-infinite coplanar strip structure in order to achieve high-speed operation.

The dc test showed that the coupling length of the Y-directional coupler 1_y was about 3.25 mm. The switching voltage of the device was nearly 12.5 V and the extinction ratio was 17 dB. We have fabricated two samples with coupling lengths of 1_y and 0.75 1_y. The switching voltage and extinction ratio of the device of 0.75 1_y were 20 V and 13 dB, respectively. Since we emphasized the large band-width, the device of 0.75 1_y was chosen for the RF test at the cost of having a high switching voltage and a low extinction ratio. The projected band-width is around 23 GHz. The microwave test will be conducted in the near future.
CHAPTER 1
INTRODUCTION

Integrated optics has been an active research area for over two decades. Progress in the area of the optical switch/modulator has been significant in the last few years and is now at an advanced stage. The development in the integrated optics is strongly related to the rapid progress in low-loss, large bandwidth single mode fibers and semiconductor lasers. At the source end, a high speed modulator is needed to impress the electrical signal onto the lightwave carrier. Direct modulation of semiconductor lasers is efficient in the low-speed modulation case. However, this technique suffers from relaxation oscillation, spectral broadening and mixing phenomena in the case of high-speed modulation. Separation of the modulator from the spectrally pure laser source is necessary to achieve highly efficient modulation. This is especially true in coherent optical communications. External modulation/switching is accomplished through the refractive index change of the electro-optic material in the waveguide region by applying an external modulating electric field and modifying the propagation constant of the guided optical modes.

External modulators have been developed in both LiNbO₃ [1-5] and GaAs [6-10]. Initially, the poor material quality of GaAs gave rise to high insertion losses. The advent of new epitaxial growth technologies, such as MBE and MOCVD, has made it possible to fabricate optical devices with losses on the order of 0.2 dB/cm [11]. Since III-V materials offer the obvious
advantage of monolithic integration of photonic and electronic devices, optical modulators of these materials are the subjects of continuing research. Recently, a traveling-wave GaAs electrooptic waveguide modulator with a bandwidth in excess of 20 GHz has been achieved [10].

On the other hand, LiNbO$_3$ has been widely used to fabricate low-loss (0.2 dB/cm) passive and active devices including optical waveguides and directional couplers [12] since the in-diffusion of Ti in LiNbO$_3$ results in an increase of the refractive index while maintaining the good electro-optic properties. Both $\Delta n$ and the diffusion-length can be independently controlled by the Ti thickness, the diffusioin time, and the diffusion temperature. Extensive studies of the refractive index profile, waveguide dispersion, and propagation loss in Ti:LiNbO$_3$ have been reported [12-18]. A traveling-wave LiNbO$_3$ optical modulator using an asymmetric coplanar strip with a bandwidth of 22 GHz has been reported [19]. Comparison between GaAs and LiNbO$_3$ from the standpoint of modulation efficiency is illustrated as follows:

<table>
<thead>
<tr>
<th>LiNbO$_3$</th>
<th>GaAs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Microwave index $n_m$</td>
<td>4.22</td>
</tr>
<tr>
<td>Optical Index $n_o$</td>
<td>2.15</td>
</tr>
<tr>
<td>Electro-optic coeff. $r$</td>
<td>$30.8 \times 10^{-12} \text{m/V}$</td>
</tr>
</tbody>
</table>

The pertinent electro-optic effect for LiNbO$_3$ ($n_o^3 r_{33} \approx 306 \times 10^{-12} \text{m/V}$) is about 6.4 times higher than that of GaAs ($n_o^3 r_{41} \approx 48 \times 10^{-12} \text{m/V}$). However, a fair comparison must also include the bandwidth capability of the
traveling-wave modulators especially in terms of the velocity mismatch factor between the optical and RF signals [19–22]. The 3 dB bandwidth (BW) is inversely proportional to the mismatch factor \( |n_m - n_o| \). These factors for LiNbO\(_3\) and GaAs are 2.07 and 0.84, respectively, which means that the achievable BW of GaAs is higher than that of LiNbO\(_3\) by a factor of about 2.5 for the same geometry of electrodes. This suggests that the electrode length \( L \) in GaAs can be 2.5 times larger than in LiNbO\(_3\) for a given BW. We note that \( \Delta \beta \propto (n_o^3/V) L \). The voltage needed to induce a \( \pi \) phase shift, \( V_{\pi} \), is one of the factors in determining the device's performance. Since this voltage is inversely proportional to the coupling length of the device, \( V_{\pi} \) for LiNbO\(_3\) is 2.6 times smaller than that of GaAs for the same device dimension. The above discussion demonstrates that LiNbO\(_3\) is a better choice for high-speed modulators using traveling-wave electrodes.

Several types of optical switches/modulators including the cut-off type, the uniform directional coupler, the Mach–Zehnder interferometer, the alternating \( \Delta \beta \) directional coupler, the cross coupler, and the Y-branch directional coupler have been investigated. Brief pictures for each are illustrated in Fig.1.1.

The cut-off modulator [23] is constructed to operate near cut-off for the fundamental mode. When an electric field is applied, the refractive index is changed, causing a change in the confinement of the optical field. A negative voltage will cause cut-off, resulting in loss of optical power in the form of radiation to the substrate and a positive voltage will result in a high confinement of the optical field. This kind of modulator is lossy since the waveguide operates near cut-off and is, therefore, not practical.
Fig. 1.1 Types of optical modulators

(a) Cut-off

(b) Uniform directional coupler (DC)

(c) Alternating $\Delta\beta$ DC

(d) Mach-Zehnder interferometer

(e) Cross coupler

(f) Y-branch DC
The uniform directional coupler modulator [19-21] is one of the most widely used. Very high-speed devices are possible by combining this type with a traveling-wave electrode structure. The disadvantage of this type is that the extinction ratio of a device is degraded if the interaction length $L$ of a device is not equal to the coupling length $l_c$, which requirement is rather difficult to achieve.

The Mach-Zehnder modulator [2-4] utilizes the phase difference in two waveguides by applying voltage to the push-pull electrodes. Two parallel waveguides are placed far enough apart so that there is no interaction between them. The performance of the device is not sensitive to the tolerance of the device dimension since phase construction or destruction can be easily controlled by changing the applied voltage. This type of modulator is not suitable for high-speed operation since the device needs to employ a complementary coplanar electrode structure, which makes it difficult to apply a traveling-wave modulating signal.

The alternating $\Delta\beta$ directional coupler modulator [24,25] is an extension of the uniform directional coupler. It has two separated electrodes with opposite polarities so that the coupling length can be controlled without changing the coupler dimension. Although this type of modulator does not require tight tolerances in the coupling length, it cannot be used for high-speed modulation since it is difficult to employ traveling-wave electrodes due to some restrictions. Typical restrictions are that the device length becomes twice as long as that of a uniform directional coupler type and that split microwave signal for each half electrode section needs to be out of phase.
The cross coupler modulator [26,27] is promising since it has a coupling length of the order of micrometers while other types have a coupling length of the order of milimeters. The physics of the switching phenomenon is that a given normal mode of the optical field tends to preserve itself while propagating as long as the adiabatic condition is satisfied while the other types make use of the beating of the fundamental and first order modes of the guiding structure. The electrode structure for the device is not suitable for traveling-wave application. This cross coupler device is useful for an optical switch rather than a modulator.

The Y-branch directional coupler modulator [5,28-30] is similar to the uniform directional coupler modulator except that it has a Y-junction in the input section. The input optical fields are always symmetric due to its symmetric optical waveguide structure. Due to this symmetry, the coupling length of the device can be reduced to almost 70% of that of the uniform directional coupler type [28]. This reduction in the dimension of the device makes it possible to achieve a higher bandwidth. This type of device is very promising for high-speed optical modulation despite the fact that the device is sensitive to the tolerances in the coupling length.

The performance of the optical modulators can be evaluated from several points of view such as high-speed, low applied voltage and high extinction ratio. The switching speed of the device is directly related to parameters such as the electro-optic coefficient of the material, velocity mismatch between the optical and traveling-wave RF signals (transit time difference), the impedance mismatch between the electrode and feeding/terminating sections, the electrode conductor loss and the device length. Specifically,
the device length varies exponentially with the channel gap. The applied voltage is also related to the electro-optic coefficient of the material, the overlap between the optical and modulating RF fields, the channel width and channel gap. The extinction ratio is a function of the given channel width and channel gap. It is difficult to find optimal parameters that provide high-speed (wide bandwidth), low applied voltage, and high extinction ratio all at the same time. For example, when we widen a channel gap to increase the extinction ratio, applied voltage increases accordingly, and the speed of a device deteriorates due to its increased coupling length.

This dissertation deals with the design consideration of a high-speed Y-branch modulator/switch and is organized as follows:

Chapters 2, 3, and 4 deal with the waveguide theory and modeling using several different methods.

In chapter 2, the effective index method (EIM) for step-index waveguides is described, and the pertinent error of the method is evaluated. The results of the EIM for a rectangular channel waveguide are compared with those of the 2-D finite difference method (FDM). It is shown that the results of the EIM are not suitable, near the cut-off region.

In chapter 3, WKB theory is used to obtain the pertinent eigenvalue equations for a single channel waveguide, symmetric directional coupler and for an asymmetric directional coupler. A combination of the EIM and the WKB normal mode approach is used to calculate the coupling length of a directional coupler with a graded-index profile. This semi-analytical
technique involves the separation of a 2-D differential equation into two 1-D differential equations. This allows us to perform the analysis rather easily using a small desktop computer.

In chapter 4, the graded-index waveguides are modelled to obtain the refractive index distribution profile for the quasi-TM mode. The modeling is divided into two cases: the finite diffusant source case and the infinite diffusant source case. A 2-D nonuniform FDM was developed for an efficient application of the boundary conditions.

In chapter 5, the conformal mapping technique is used for the analysis of various electrode structures including the coplanar strip (CS) and the complementary coplanar strip (CCS). Using this technique, the optimal positions of electrodes in relation to those of waveguides are determined. The developed mapping technique can be applicable to the electric field analysis even for the case of anisotropic material. The overlap integral between the optical field and the modulating RF field is calculated based on the results of the above field analysis.

In chapter 6, the coupled mode theory is used to analyze the behavior of a uniform directional coupler (DC), alternating Δβ DC, and a Y-branch DC in a precisely normalized form. It is shown that the coupling length of a Y-branch DC is 70% of that of a uniform DC for the same channel width and gap. Based on this fact, the coupling length of a Y-branch DC can be obtained when the coupling length of a uniform DC is calculated using the theories of Chapter 2, 3, and 4.

In chapter 7, the analysis of a traveling-wave electrode is implemented via a transmission line approach. Modulation depth is a function of many
factors: microwave frequency, source impedance, electrode impedance, load impedance, transit time difference between the optical and RF field, electrode conduction loss, and electrode length. Through the analysis of the modulation depth, the bandwidth of the traveling-wave device can be estimated.

In chapter 8, the detailed design procedure of a Y-branch directional coupler is presented, and the design of a traveling-wave electrode is illustrated. The design procedure is based on the theories of Chapter 2 to Chapter 7. The fabrication process of the LiNbO₃ optical modulator is described in detail.

In chapter 9, a block diagram of an optical measurement set-up to test switching operation of the Y-branch optical switch is presented. The output power of one branch as a function of a normalized voltage is shown. The length of the devices, the switching voltages, the measured extinction ratios, and the estimated RF bandwidths are illustrated.

In our work, we have designed a Y-branch directional coupler optical modulator with a traveling-wave electrode to achieve the high-speed switching operation in Ti:LiNbO₃. By employing the Y-branch directional coupler, we have reduced the device length by 30% in comparison with the conventional uniform directional coupler. This enabled us to achieve a device with a large bandwidth. We have also designed a traveling-wave electrode of semi-infinite coplanar strip structure in order to achieve high-speed operation.

The dc test showed that the coupling length of the Y-directional coupler $l_y$ was about 3.25 mm. The switching voltage of the device was nearly 12.5 V
and the extinction ratio was 17 dB. We have fabricated two samples with coupling lengths of $1_y$ and $0.75 \, l_y$. The switching voltage and extinction ratio of the device of $0.75 \, l_y$ were 20 V and 13 dB, respectively. Since we emphasized the large bandwidth, the device of $0.75 \, l_y$ was chosen for RF test at the cost of having a high switching voltage and a low extinction ratio. The projected bandwidth of the device is about 23 GHz. The microwave test will be conducted in the near future.
CHAPTER 2
EFFICIENT INDEX METHOD (EIM) AND EVALUATION OF ERROR

Mathematical approaches to the mode dispersion in uniform rectangular waveguides have been attempted by extensive computer calculations such as the finite-difference method, the finite-element method, the variational method and so on. In 1969, Marcatili presented an approximate analysis of rectangular waveguides by assuming a simple field distribution [31]. In the same year, Goell provided a numerical solution for the propagation constant of rectangular waveguides by way of circular harmonic analysis [32]. Both the approximate analytical and numerical methods give reasonable and acceptable results. However, their applicability is limited to simple step-index rectangular waveguides.

In 1970, Knox and Toulios proposed the effective index method (EIM) which could be applied to any kind of structure [33]. This method is simple in its application but less accurate near the cut-off region. This method replaces the original Helmholtz 2-D differential equation with two 1-D equations. This allows estimation of approximate values of quantities such as the mode effective index and the propagation constant to be determined, thus eliminating the need for extensive computer calculations. This EIM involves considering a 1-D slab guide with respect to the y-direction as shown in Fig. 2.1. The eigenvalue calculated in Fig. 2.1b is now used to define the effective index of Fig. 2.1c. The propagation constant of this second slab guide, shown in Fig. 2.1c, represents the original rectangular
Fig. 2.1  (a) Rectangular dielectric waveguide  
(b), (c) Substituted slab waveguides for the EIM
waveguide of Fig. 2.1a. This approach gives somewhat closer results to the circular harmonic analysis of Goell than Marcatili's method for modes near cutoff. Although the error of the EIM in the vicinity of cut-off, especially for the fundamental mode and second-order mode, cannot be ignored, the method has been widely used since it is simple, useful, and has acceptable error in most cases. The same technique has been extended to the optical strip-loaded waveguide [34]. The technique has also been very useful to device designers and others interested in diffused channel waveguides [16, 35, 36].

We will describe the EIM for a step-index waveguide and evaluate the pertinent error of the method. The scalar Helmholtz equation for the modal field is as follows

$$\nabla^2 E + V(E \cdot \nabla n^2/n^2) + k^2 n^2 E = 0$$

(2.1)

Since $\nabla n^2 = 0$ in each medium of Fig. 2.1a, the original wave equation reduces to

$$\frac{\partial^2}{\partial x^2} E(x,y) + \frac{\partial^2}{\partial y^2} E(x,y) + k_0^2 [n^2(x,y) - N_{mn}^2] E(x,y) = 0$$

(2.2)

where $\beta_{mn} = kN_{mn}$. $k$ is the free space wave number and $n(x,y)$ is the refractive index distribution of a given waveguide. $\beta_{mn}$ and $N_{mn}$ are propagation constant and mode index ($m$-th in $y$-direction and $n$-th in $x$-direction), respectively.
The EIM essentially uses the method of separation of variables to solve the Helmholtz equation, assuming that the given index profile can be written as [37]

\[ n^2(x,y) = n_1^2(y) + n_2^2(x) \quad (2.3) \]

If we write the dominant optical field as \( E(x,y) = E_1(y) \cdot E_2(x) \),

\[ \frac{E_1''(y)}{E_1(y)} + \frac{E_2''(x)}{E_2(x)} + k_o^2 \left( n_1^2(y) + n_2^2(x) - N^2_{mn} \right) = 0 \quad (2.4) \]

where '' denotes second order differential with respect to the each direction. Consider first a 1-D slab guide with respect to the y-direction as shown in Fig.2.1b. The eigenvalue calculated in Fig.2.1b will be used to define an effective index of Fig.2.1c. Therefore, Eq.(2.4) can be rewritten as the following.

\[ \frac{E_1''(y)}{E_1(y)} + \frac{E_2''(x)}{E_2(x)} + k_o^2 \left( n_1^2(y) - N_m^2 + (n_2^2(x) + N_m^2 - N_{mn}^2) \right) = 0 \quad (2.5) \]

By the method of separation of variables, Eq.(2.5) will be separated into two equations.

\[ \frac{E_1''(y)}{E_1(y)} + k_o^2 (n_1^2(y) - N_m^2) \quad (2.6) \]
\[
\frac{E_2''(x)}{E_2(x)} + k_0^2 \left[ (n_2^2(x) + N_m^2) - N_{mn}^2 \right] = 0
\]

(2.7)

where \( N_m \) is the \( m \)-th mode index of the slab waveguide of Fig.2.1b, the refractive index profile of which is

\[
\begin{align*}
n_1^2(y) & = n_1^2 & y > 0 \\
& = n_2^2 & -d < y < 0 \\
& = n_3^2 & y < -d
\end{align*}
\]

(2.8)

Equation (2.7) shows that \( N_{mn} \) is the mode index of the \( m \)-th mode of a slab waveguide whose index distribution is given by \( (n_2^2(x) + N_m^2) \). According to the EIM, the index distribution of Eq.(2.7) is equivalent to putting

\[
\begin{align*}
n_2^2(x) + N_m^2 = N_{mn}^2 & & 0 < x < a \\
& = n_4^2 & \text{elsewhere}
\end{align*}
\]

(2.9)

which means

\[
\begin{align*}
n_2^2(x) & = 0 & 0 < x < a \\
& = n_4^2 - N_m^2 & \text{elsewhere}
\end{align*}
\]

(2.10)

By substituting Eq.(2.8) and (2.10) into Eq.(2.3), we have the index profile \( n^2(x,y) \) of Fig.2.2, which is different from the actual index profile of Fig.2.1a. From Fig.2.2 of the EIM, we see that \( n^2(x,y) \) has a lower value in
Fig. 2.2 Dielectric constant distribution $n^2(x,y)$ described by Eqs. (2.3), (2.8) and (2.10)

\[
\begin{align*}
\text{Fig. 2.3 Comparison of results between the EIM and the 2-D FDM where } V &= k a (n_2^2 - n_3^2)^{1/2}, \\
&= (N_{mn}^2 - n_3^2)/(n_2^2 - n_3^2)
\end{align*}
\]
the corner region than in the original case of Fig. 2.1a by the amount of
\((N_m^2 - n_4^2)\). However, since the effect of the corner region is negligible,
this index difference can be ignored. We also see that \(n^2(x,y)\) has a higher
value in the cladding region next to the core region than in the original
case by the amount \((n_2^2 - N_m^2)\). This explains why the EIM gives higher
values of the propagation constants for various guided modes than other
rigorous solutions. When the field profile is highly confined, \(N_m\)
approaches core index \(n_2\), and the index error in the cladding region,
\((n_2^2 - N_m^2)\), goes to zero. As a result, the index profile (Fig. 2.2) of EIM
approaches the original index profile of Fig. 2.1a and, therefore, the
eigenvalues of EIM are almost exact. In the case of a weakly confined field
profile, \(N_m\) approaches the index of a cladding layer with increasing index
error. Thus, the index profile of EIM deviates from the actual index
profile, resulting in increased error in the eigenvalues. The results of
EIM are illustrated in Fig. 2.3, where results of the finite difference
method (FDM) are also shown for comparison. A modified EIM has been
suggested that showed significant reduction of error near the cut-off [38].
The phenomenon of coupled waves between two adjacent channels has been investigated extensively by a number of authors [39-42]. Analysis of the directional coupler can be carried out either by the normal mode approach of the overall coupler or by the coupled mode approach of the separate waveguides. Relationship between the normal mode and the coupled mode theory in case of weak coupling is already available [41]. For a strong coupling case, error in the coupled mode approach increases [43].

In this chapter, the eigenvalue equations for a symmetric coupler with graded-index profile are presented using the WKB approximation with the aid of Airy function. We assume each of the diffused waveguides comprising the coupled structure to have a Gaussian index profile in the depth direction and a composite error function index profile in the lateral direction. We analyze both a single channel waveguide and the symmetric directional couplers through a combination of the effective index method and the WKB method [16].

**WKB Theory**

In a planar waveguide with arbitrary index profile, the equation for the field distribution is
where \( V \) is an arbitrary constant, \( H(x) \) is an eigenfunction, and \( b \) is an eigenvalue to be determined. Equation (3.1) is the normalized 1-D scalar Helmholtz equation for the field distribution and is also the Shrodinger equation when \( V^2[H(x)-b] \) is replaced by \((2m/h^2)[E-U(x)]\). Referring to Fig.3.1a, the approximate WKB solutions are given [44]

\[
\begin{align*}
E(x) &\sim c_1 P(x)^{-1/2} \exp[\int P(x)dx] \quad \text{for region I and III} \\
E(x) &\sim c_2 Q(x)^{-1/2} \exp[\int Q(x)dx] \quad \text{for region II}
\end{align*}
\]

where \( Q(x) = V^2[H(x)-b], \ P(x) = V^2[b-H(X)] \).

The solution for region III will be of the same form as for region I. The accuracy of these WKB solutions can be guaranteed when the variation of dielectric permittivity is small over distances of the order of the wavelength. However, at the turning point, the approximation fails because Eqs.(3.2) diverge. The asymptotic solutions can be useful if we know how to connect two field solutions on each side of the turning point. Substituting \( V^2[H(x)-b] \sim -c(x-x_2) \) around \( x \sim x_2 \) and performing the differentiation, we obtain

\[
\frac{d^2 E}{dz^2} - zE = 0 \quad \text{where } z = c^{1/3}(x-x_2)
\]
Fig. 3.1 Index distribution and the turning points in (a) Graded-index channel waveguide, (b) Graded-index guide with a discontinuity, (c) Graded-index directional coupler.
The same procedure can be carried out near \( x \sim x_1 \).

The solution of Eq. (3.3) is the Airy function. This function has two independent solutions, viz., \( \text{Ai}(z) \) and \( \text{Bi}(z) \). Both of them are continuous through the turning point \( z = 0 \). The asymptotic forms of the Airy functions [44,45] are given by

\[
\text{Ai}(z) \sim e^{-\gamma/(2\pi^{1/2}z^{3/4})} \quad (3.4a)
\]

\[
\text{Ai}(-z) \sim \sin(\gamma + \pi/4)/(\pi^{1/2}z^{1/4}) \quad (3.4b)
\]

\[
\text{Bi}(z) \sim e^{-\gamma/(\pi^{1/2}z^{3/4})} \quad (3.4c)
\]

\[
\text{Ai}(z) \sim \cos(\gamma + \pi/4)/(\pi^{1/2}z^{3/4}) \quad (3.4d)
\]

where \( \gamma = \frac{2}{3} \frac{3}{2} z^{3/2} \) and \( z > 0 \).

Considering the continuity of the fields at the turning points and using Eqs. (3.4), we find two independent connection formulae relating the fields on either side of the turning point.

For \( x = x_1 \) of Fig. 3.1a,

\[
P^{-1/2} \exp\left(-\int_x^{x_1} P \, dx\right) \quad \text{-----} \quad 2Q^{-1/2} \sin\left(\int_x^{x_1} Q \, dx + \pi/4\right) \quad (3.5a)
\]

\[
P^{-1/2} \exp\left(\int_x^{x_1} P \, dx\right) \quad \text{-----} \quad Q^{-1/2} \cos\left(\int_x^{x_1} Q \, dx + \pi/4\right) \quad (3.5b)
\]
For \( x = x_2 \) of Fig.3.1a,

\[
2Q^{-1/2} \sin \left( \int_{x}^{x_2} Qdx + \pi/4 \right) \quad \text{----} \quad p^{-1/2} \exp(- \int_{x_2}^{x} Pdx) \quad (3.6a)
\]

\[
Q^{-1/2} \cos \left( \int_{x}^{x_2} Qdx + \pi/4 \right) \quad \text{----} \quad p^{-1/2} \exp( \int_{x_2}^{x} Pdx) \quad (3.6b)
\]

where the upper bound of the integral is always greater than the lower bound.

Two Turning Points (Single Channel Waveguide)

In the case of guided modes in a channel waveguide of Fig.3.1a, turning points occur at \( x_1 \) and \( x_2 \) with oscillatory behavior in the region II and evanescent behavior elsewhere. Using the connection formulae, the solutions \( E(x) \) are

\[
I: \quad p^{-1/2} \exp(- \int_{x_1}^{x} Pdx) \quad (3.7a)
\]

\[
II: \quad 2Q^{-1/2} \left[ \sin A \sin( \int_{x}^{x_2} Qdx + \pi/4) + \cos A \cos( \int_{x}^{x_2} Qdx + \pi/4) \right] \quad (3.7b)
\]

\[
III: \quad p^{-1/2} \sin A \exp(- \int_{x_2}^{x} Pdx) + 2p^{-1/2} \cos A \exp(\int_{x_2}^{x} Pdx) \quad (3.7c)
\]
In the region III, the solution has to decay as \( x \rightarrow \infty \) for the guided modes. Thus

\[
\int_{x_1}^{x_2} Q \, dx = \int_{x_1}^{x_2} [H(x) - b]^{1/2} \, dx
\]

This eigenvalue equation can be applied to the analysis of a single optical waveguide with an arbitrary index profile. This equation can also be obtained by considering the total accumulation of the phase shift along the ray path and a phase shift of \( \pi/2 \) at the turning point [46].

**Two Turning Points with an Index Discontinuity (Diffused Planar Waveguide)**

When an index discontinuity occurs at \( x = x_2 \) shown in Fig. 3.1b, as is a case of a diffused surface planar waveguide, the eigenvalue equation of Eq. (3.8) reduces to

\[
\int_{x_1}^{x_2} [H(x) - b]^{1/2} \, dx = (n + \frac{1}{2})\pi
\]

As before, the equation can again be obtained from the ray treatment of a mode in the waveguide with a phase shift of \( \pi \) at \( x = x_2 \) [46].
Four Turning Points (Directional Coupler)

In the case of a guided mode in a directional coupler of Fig.3.1c, wave function is of oscillatory behavior in regions II and IV, and of evanescent behavior in regions I and V. In region III, wave function is a linear combination of exponentially decaying and growing waves. Using the connection formulae of Eqs.(3.5) and (3.6),

I, II and III: same as Eq.(3.7)

IV: \[ Q^{-1/2} \sin A \exp(-B)\left[ \cos C \sin(\int_x^{x_4} Q dx + \pi/4) - \sin C \cos(\int_x^{x_4} Q dx + \pi/4) \right] \]
+ \[ 4Q^{-1/2} \cos A \exp(B)\left[ \sin C \sin(\int_x^{x_4} Q dx + \pi/4) + \cos C \cos(\int_x^{x_4} Q dx + \pi/4) \right] \] \hspace{1cm} (3.10a)

V: \[ P^{-1/2} \sin A \exp(-B)\left[ \frac{1}{2} \cos C \exp(-\int_x^{x_4} P dx) - \sin C \exp(\int_x^{x_4} P dx) \right] \]
+ \[ P^{-1/2} \cos A \exp(B)\left[ 2\sin C \exp(-\int_x^{x_4} P dx) + 4\cos C \exp(\int_x^{x_4} P dx) \right] \] \hspace{1cm} (3.10b)

where \( A = \int_{x_1}^{x_2} Q(x)dx, \ B = \int_{x_2}^{x_4} P(x)dx, \ C = \int_{x_3}^{x_4} Q(x)dx \)

In region V, the solution has to decay as \( x \to \infty \) for guided modes. Thus, we obtain

\[ 4\cos A \cos C \exp(B) - \sin A \sin C \exp(-B) = 0 \] \hspace{1cm} (3.11a)
or, $\tan A \tan C = 4 \exp(2B)$ \hspace{1cm} (3.11b)

or, $(A + C) \pm \cos^{-1} \left[ \frac{1 - \rho}{1 + \rho} \cos(A - C) \right] = (2n + 1)\pi \hspace{1cm} (3.11c)$

where $\rho = \frac{1}{4} \exp(-2B)$

As seen from Eq.(3.11c), the modes are separated into quasi-even and quasi-odd modes. The plus and minus signs of denote the quasi-even and the quasi-odd modes, respectively. In order to have the eigenvalue equations for both modes in the simplest form, we will use Eq.(3.11b).

1. Symmetric index profile

Since $A = C$ for symmetric profiles, Eq.(3.11b) can be easily reduced to

$$W_{x_2}^{x_1} \left[ W_{x_2}^{x_3} [b-H(x)]^{1/2} \right] \pm \tan^{-1} \left[ \frac{1}{2} \exp\left\{ -W_{x_2}^{x_3} [b-H(x)]^{1/2} \right\} \right] = (n + \frac{1}{2})\pi \hspace{1cm} (3.12)$$

where the plus and minus signs denote the quasi-even and the quasi-odd modes, respectively. Under the condition stipulated by Eqs.(3.12), the field profile established in Eqs.(3.7) and (3.10) for the general case becomes symmetric or antisymmetric.

2. Asymmetric index profile

From Eq.(3.11b), we obtain the eigenvalue equations for the asymmetric coupled-structure with arbitrarily shaped index profiles.
Equations (3.13) constitute the quasi-even and quasi-odd mode eigenvalue equations. However, which of the two represents the even or odd mode cannot be predicted beforehand. That depends on the given index profile.

In summary, the differential equation (3.1) is converted to one of Eq.(3.8), Eq.(3.9), Eqs.(3.12), and Eqs.(3.13) depending on the guiding structure.

Analysis of Graded-Index Channel Waveguides

Consider a channel waveguide formed by diffusion of a titanium strip of width $w$ and thickness $\tau$ (prior to the diffusion) as in Fig.3.2a.

The optical index profile of the waveguide can be written as

$$n(x,y) = n_b + \Delta n \exp(-\eta^2)F(\xi,\delta)$$

where $F(\xi,\delta) = \frac{1}{2} \left[ \text{erf}(\xi + \frac{\delta}{2}) - \text{erf}(\xi - \frac{\delta}{2}) \right] / \text{erf}(\frac{\delta}{2})$, $\Delta n = n_s - n_b$, $\eta = y/d_y$, $\xi = x/d_x$, $\delta = w/d_y$, $d_y = 2(D_t)^{1/2}$, $d_x = 2(D_t)^{1/2}$.
Fig. 3.2 (a) Diffused channel waveguide, (b) $b-V$ curve for the diffused waveguide with $\delta = 1.5$. 
The variables \(d_x\) and \(d_y\) denote the diffusion lengths along the x and y axes, respectively while \(D_x\) and \(D_y\) represent the diffusion coefficients. The depth index profile is assumed to be Gaussian.

If we assume slowly inhomogeneity, i.e., \(\lambda |\partial k/\partial x| \ll k\), Helmholtz equation of Eq.(2.1) also reduces to Eq.(2.2). Letting the dominant optical field \(E_x(x,y) = E_1(y) \cdot E_2(x)\),

\[
\frac{E_1''(y)}{E_1(y)} + \frac{E_2''(x)}{E_2(x)} + k^2 [n^2(x,y) - N_e^2(x)] + k^2 [N_e^2(x) - N_m^2] = 0
\]  

(3.15)

where \(N_e(x)\) is a function of lateral effective index profile. The numbers, \(m\) and \(n\), correspond to the mode number with respect to variation in the depth and lateral direction respectively. Equation (3.15) can be separated into two 1-D differential equations by using the effective indexd method. The effective index essentially slices the 2-D graded index waveguide in the lateral direction. The mode index \(N_e(x)\) corresponds to a given thin slice at \(x = x_o\). However the guide with an index profile \(n(x_o,y)\) at \(x = x_o\) is now assumed to be infinite in extent for the purpose of evaluating \(N_e(x_o)\). \(E_1(y)\) corresponding to that of \(N_e(x)\) can be evaluated to obtain \(E_2(x)\). Thus the application of the effective index method results in the following separated equations.

\[
\frac{d^2}{dy^2} E_1(y) + k^2 [n^2(x,y) - N_e^2(x)] E_1(y) = 0
\]  

(3.16)
\[
\frac{d^2}{dx^2} E_2(x) + k^2 \left[ N_e(x) - N_{2 mn}^2 \right] E_2(x) = 0 \quad (3.17)
\]

In Eq. (3.16), since \( x \) is regarded as a constant, we can solve \( N_e(x) \) at each point of \( x \) by applying the boundary condition along \( y \), that is, along the depth direction. Equations (3.16) and (3.17) can be normalized after some algebraic manipulation.

\[
[\mathcal{V}_y^2 F(\xi, \delta)]^{-1} \frac{d^2}{d\eta^2} E_1(y) + \left[ \exp(-\eta^2) - b_m(\xi, \delta, V_y) \right] E_1(y) = 0 \quad (3.18)
\]

\[
\mathcal{V}_x^{-2} \frac{d^2}{d\xi^2} E_2(x) + \left[ F(\xi, \delta) b_m(\xi, \delta, V_y) - b_{mn} \right] E_2(x) = 0 \quad (3.19)
\]

where \( \mathcal{V}_x = k d x (n_s^2 - n_b^2)^{1/2} \), \( \mathcal{V}_y = k d y (n_s^2 - n_b^2)^{1/2} \), \( F(\xi, \delta) b_m(\xi, \delta, V_y) = (N_e(x) - n_b^2)/(n_s^2 - n_b^2) \), and \( b_{mn} = (N_{mn}^2 - n_b^2)/(n_s^2 - n_b^2) \). The variables \( \mathcal{V}_x \) and \( \mathcal{V}_y \) are the normalized frequencies in the \( x \) and \( y \) directions, respectively.

Note that Eq. (3.18) is for a diffused planar waveguide, and Eq. (3.19) is for a single channel waveguide. Therefore, by using Eqs. (3.9) and (3.8), Eqs. (3.18) and (3.19) reduce to the integral forms.

\[
\mathcal{V}_y F(\xi, \delta)^{1/2} \int_{-\infty}^{\infty} \left[ \exp(-\eta^2) - b_m(\xi, \delta, V_y) \right]^{1/2} d\eta = (m + \frac{3}{4})\pi \quad (3.20)
\]

\[
\mathcal{V}_x \int_{-\xi}^{\xi} \left[ F(\xi, \delta) b_m(\xi, \delta, V_y) - b_{mn} \right]^{1/2} d\xi = (n + \frac{1}{2})\pi \quad (3.21)
\]
where $\eta_t$ and $\xi_t$ are the depth and lateral turning point, respectively. By solving Eq. (3.20) using a combination of the shooting method and the least square method bound by an accuracy of $10^{-3}$, we have [36]

$$b_m(\xi, \delta, V_y) = \sum_{r=1}^{4} a_r (1 - (m+3/4)(2\pi)^{1/2}/[V_y F(\xi, \delta)^{1/2}])^r$$  \hspace{1cm} (3.22)$$

where $a_1 = 0.09837$, $a_2 = 1.57990$, $a_3 = -1.12123$, $a_4 = 0.44296$. After substituting Eq. (3.22) into Eq. (3.21), Eq. (3.21) can then be solved by the shooting method for a certain set of $\delta$, $V_y$ and $V_x$. For the sake of simplicity, we assume the diffusion to be isotropic and also uniform in the channel length. In Fig. 3.2b, dispersion curves are plotted for a typical strip width of $\delta = 1.5$, that is, $w/d_x = 1.5$, which is commonly encountered in titanium diffused LiNbO$_3$ channel waveguides. The dispersion curves vary on a small scale due to the change of strip width. For $\delta = 1.5$, the criterion for the waveguide to support a single mode is $2.69 < V_x < 4.04$.

**Analysis of Symmetric Directional Coupler**

A directional coupler with its identical, dual channel waveguides formed by diffusion of titanium strip of width $w$, and of separation $s$ is shown in the Fig. 3.3a. The optical index profile of a directional coupler can be written as

$$n(x, y) = n_b + \Delta n \exp(-\eta^2)G_8(\xi, \delta, \sigma)$$ \hspace{1cm} (3.23)
Fig. 3.3 (a) Diffused symmetric directional coupler, (b) Normalized propagation constants: even mode (solid), odd mode (dotted) (c) Normalized coupling lengths vs. normalized channel gap
where \( G_s(\xi, \delta, \sigma) = F(\xi + \frac{\delta}{2} + \frac{\sigma}{2}, \sigma) + F(\xi - \frac{\delta}{2} - \frac{\sigma}{2}, \sigma) \)
\[
F(\xi, \delta) = \frac{1}{2} \left[ \text{erf}(\xi + \frac{\delta}{2}) - \text{erf}(\xi - \frac{\delta}{2}) \right] / \text{erf}(\frac{\delta}{2}), \text{ and } \sigma = s/d_x.
\]

With the same procedure between Eq.\( (3.14) \) and Eq.\( (3.19) \), we obtain

\[
[V^2_y G_s(\xi, \delta, \sigma)]^{-1} \frac{d^2}{d\eta^2} E_1(y) + [\exp(-\eta^2) - b_m(\xi, \delta, \sigma, V_y)] E_1(y) = 0 \tag{3.24}
\]

\[
V^{-2}_x \frac{d^2}{d\xi^2} E_2(x) + [G_s(\xi, \delta, \sigma)b_m(\xi, \delta, \sigma, V_y) - b_{mn}] E_2(x) = 0 \tag{3.25}
\]

By use of Eq.\( (3.9) \) and \( (3.12) \), we get

\[
V[G_s(\xi, \delta, \sigma)]^{1/2} \int_0^{\eta_t} [\exp(-\eta^2) - b_m(\xi, \delta, \sigma, V_y)]^{1/2} d\eta = (m + \frac{3}{4})\pi \tag{3.26}
\]

\[
V \int_{\xi_1}^{\xi_2} Q(\xi, \delta, \sigma, V_y) d\xi \mp \tan^{-1} \left[ \frac{1}{2} \left[ \exp(V \int_{\xi_2}^{\xi_3} P(\xi, \delta, \sigma, V_y) d\xi) \right] \right] = (n + \frac{1}{2})\pi \tag{3.27}
\]

where \( Q(\xi, \delta, \sigma, V_y) = [G_s(\xi, \delta, \sigma)b_m(\xi, \delta, \sigma, V_y) - b_{mn}(e, o)]^{1/2} \)
\[
P(\xi, \delta, \sigma, V_y) = [b_{mn}(e, o) - G_s(\xi, \delta, \sigma)b_m(\xi, \delta, \sigma, V_y)]^{1/2}
\]

and the plus and minus signs of Eq.\( (3.27) \) denotes the case of even\( (e) \) and odd\( (o) \) modes respectively. Solving Eq.\( (3.26) \) leads to
\[
b_m(\xi, \delta, \sigma, V_y) = \frac{4}{\pi} \sum_{r=1}^{4} a_r \left(1 - (m+3/4)(2\pi)^{1/2}/[V_y G_s(\xi, \delta, \sigma)^{1/2}] \right)^r \quad (3.28)
\]

The coefficients \(a_r\) are the same as given in Eq.(3.22). Equation (3.28) is substituted in Eq.(3.27) and the resultant eigenvalue equation (3.27) is solved by way of the shooting method.

The coupling length of a symmetric, uniform directional coupler is written as one half of the beat period between even and odd mode.

\[
1_c = \pi (N_{mne} - N_{mno})^{-1} = \frac{\lambda}{2} (N_{mne} - N_{mno})^{-1} \quad (3.29)
\]

which is approximated as

\[
1_c = \frac{\lambda}{2\Delta n} (b_{mne} - b_{mno}) = \frac{\lambda}{2\Delta n} \mu \quad (3.30)
\]

where \(\mu = (b_{mne} - b_{mno})^{-1}\) and is the normalized coupling length.

Note that coupling length varies linearly with \(\mu\). We assume the diffusion to be isotropic, i.e., \(d_x = d_y\). In Fig.3.3b, eigenvalues of fundamental even and odd modes are plotted as a function of normalized channel gap \((\sigma = s/d_x)\). Normalized channel width \(\delta\) is fixed as 1.5. In Fig.3.3c, the normalized coupling lengths are plotted for a range of normalized frequencies. When the gap between channels gets wider for a fixed \(V_x\), overlapping of the evanescent field becomes weaker resulting in longer coupling lengths. From Fig.3.3c, it is seen that \(\mu\) increases exponentially with the gap, as expected from the viewpoint of the conventional coupled
mode theory. As $V_x$ gets higher for a fixed value of $\sigma$, the evanescent field tail of each channel becomes weaker and a similar result is obtained.
CHAPTER 4
MODELING OF QUASI-TM GRADED-INDEX WAVEGUIDES

As the dielectric waveguide structures (e.g., graded-index waveguide and step-index waveguide including quantum well structures) become more diversified, the need for efficient computer analysis becomes greater and more demanding. A typical graded-index waveguide structure in LiNbO$_3$ and a simple step-index waveguide of GaAs are illustrated in Fig. 4.1. In general, the solutions to the Helmholtz equation for these structures are not easily amenable to exact analysis [47].

A number of numerical methods have been proposed to obtain rigorous solutions to the wave equation with pertinent boundary conditions. Among the various computational methods, the finite difference method (FDM) has frequently been applied to various guided wave structures due to its simplicity [48-50]. One formalism of FDM utilizes the variational technique [48] and another scheme of FDM provides a solution of the wave equation directly in terms of the transverse component of the magnetic field [49]. Recently, semi-vectorial FDM with uniform discretization [50] has been introduced for the rib waveguide, where the waveguide is replaced by piecewise, continuous but constant refractive index. Finite element method has been also utilized to solve the wave equation by slicing the guided structure in arbitrary triangular forms [51,52].

In this work, first, we extend the conventional FDM to include variable grid spacing in both directions, facilitating the application of the
Fig. 4.1 (a) LiNbO₃ channel waveguide, (b) GaAs waveguide
boundary conditions across abrupt index-changes for both quasi-TM and quasi-TE modes. This technique is flexible in that the method permits non-uniform discretization, which allows us to increase the size of the metal box far away from the guiding region, where the field vanishes. The grid spacing increases monotonically with increasing distance from the guiding region. The grid lines can also be aligned with the boundaries of the step index-changes in conventional structures such as rib, ridge and strip-loaded waveguides as well as quantum well structures. Secondly, through a judicial placement of the grid lines and corresponding cell structure, we can reduce the required memory size and hence the redundant computer calculations, while maintaining the desirable accuracy. The memory size is reduced to approximately one fourth of that of the conventional, uniformly spaced FDM, with similar accuracy, and therefore the amount of calculations as well as the computing time is considerably reduced. Obviously, increasing the number of grid lines increases the accuracy of the solutions.

We restrict our attention to the quasi-TM mode case since, for the same waveguide, the quasi-TM mode is much smaller in size and farther from the cutoff than the quasi-TM mode. This difference is attributed to the fact that ordinary index change \((\Delta n)_o\) is much smaller than extraordinary index change \((\Delta n)_e\) for z-cut Ti-diffused LiNbO₃ waveguides.

2-D Finite Difference Method (2-D FDM)

We assume that the fields are polarized perpendicular to the crystal surface and that the major field components of the modes are perpendicular
to the direction of the propagation (quasi-TM). Under the condition of slowly varying inhomogeneity, wave equation for the dielectric waveguide with an arbitrary index profile is represented by

\[(\nabla_t^2 + k^2 n^2)E = \beta^2 E\]  

(4.1)

where $\nabla_t^2$ is the transverse Laplacian and $\beta$ is the propagation constant.

Figure 4.2a shows the grid lines used in the FDM formulation. The grid lines are placed in such a way that the spacing in the guiding region is rather small and increases gradually away from the waveguide. Boundaries of abrupt index-changes are straddled by the grid lines wherever necessary. A portion of the grid is re-drawn in Fig.4.2b for more detailed illustration. Each cell point is located in the center of each rectangle (cell). Each cell has sides of length $h_i$ and $h_j$ in horizontal and vertical directions, respectively. The refractive index within the cell is assumed to be uniform. Arbitrary spacing of the grid lines provides some flexibility in setting up the FDM. The non-uniform discretization with arbitrarily increasing spacing away from the guiding region permits the extension of the boundary (metal box in Fig.4.2), where the field are assumed to vanish.

Quasi-TM Mode

To apply the boundary conditions for the quasi-TM mode, we consider two adjacent cells $(i,j)$ and $(i,j+1)$ as shown in Fig.4.2b with the enlarged diagram in Fig.4.3. Note that the sequence of each cell’s subscription $(j)$
Fig. 4.2 (a) Non-uniform grid lines for the FDM,
(b) Detailed sketch of a part of grid lines
now increases with increasing \( y \). \( n_{i,j} \) and \( n_{i,j+1} \) are selected to represent each cell of the continuous refractive index profile \( n(x,y) \). The solid curves in Fig. 4.3 indicate the actual profile of electric field amplitude.

\( E_{i,j} \) and \( E_{i,j+1} \) are the field amplitudes representing each cell. \( E_n \) and \( E_s \) are the field amplitudes just to the north and south of the cell boundary. \( E_{i,j}^* \) and \( E_{i,j+1}^* \) are the virtual fields in the \((i,j)\)th and \((i,j+1)\)th cells, which are extensions of \( E_{i,j+1} \) and \( E_{i,j} \), respectively. \( n_n \) and \( n_s \) are the refractive index just to the north and south of the boundary. We again assume that \( n_n \) and \( n_s \) are approximately equal to \( n_{i,j} \) and \( n_{i,j+1} \), respectively. By applying the boundary condition along the boundary between two cells \((i,j)\) and \((i,j+1)\),

\[
\frac{2}{n_n} E_n = \frac{2}{n_s} E_s, \quad \frac{\partial}{\partial y} E_n = \frac{\partial}{\partial y} E_s = q_+ \tag{4.2}
\]

where \( q_+ \) is the field gradient at the boundary between the two cells. Equation (4.2) may be rewritten approximately as

\[
\frac{2}{n_{i,j}} E_{i,j} = \frac{2}{n_{i,j+1}} E_{i,j+1}, \quad \frac{\partial}{\partial y} E_{i,j} = \frac{\partial}{\partial y} E_{i,j+1} = q_+ \tag{4.3}
\]

Again, using the approximate relationship between \( E_{i,j} \), \( E_{i,j+1} \), \( E_{i,j}^* \), \( E_{i,j+1}^* \) we find

\[
E_{i,j} \sim E_n + (h_j/2) q_+ \quad , \quad E_{i,j+1} \sim E_n - (h_{j+1}/2) q_+ \\
E_{i,j}^* \sim E_s + (h_j/2) q_+ \quad , \quad E_{i,j+1}^* \sim E_s - (h_{j+1}/2) q_+ \tag{4.4}
\]
Fig. 4.3 Field discontinuity at the boundary between cells (i,j) and (i,j+1).
where \( h_j \) and \( h_{j+1} \) are the vertical lengths of cells \((i,j)\) and \((i,j+1)\). An algebraic manipulation of Eq.(4.4) renders

\[
q_+ = 2(E_{i,j} - E_{i,j+1}^*)/(h_j + h_{j+1}), \quad E_{i,j+1}^* = E_{i,j+1} + (E_s - E_i)
\]

\[
h_{j+1}(E_{i,j} - E_{s}) = h_j(E_s - E_{i,j+1}^*), \quad n_{i,j}^2 E_{i,j} = n_{i,j+1}^2 E_{s}
\]

Substituting Eq.(4.5) into Eq.(4.3),

\[
q_+ = 2(E_{i,j} - E_{i,j+1}^*)/(h_j + h_{j+1})
\]

(4.6a)

\[
E_{i,j+1}^* = \frac{n_{i,j+1}^2(h_j + h_{j+1})E_{i,j+1} + h_{j+1}(n_{i,j+1}^2 - n_{i,j}^2)E_{i,j}}{(n_{i,j}^2 h_j + n_{i,j+1}^2 h_{j+1})}
\]

(4.6b)

Similarly, for the cell \((i,j-1)\) and \((i,j)\), we obtain

\[
q_- = 2(E_{i,j}^* - E_{i,j-1})/(h_{j-1} + h_j)
\]

(4.7a)

\[
E_{i,j-1}^* = \frac{n_{i,j-1}^2(h_{j-1} + h_j)E_{i,j-1} + h_j(n_{i,j-1}^2 - n_{i,j}^2)E_{i,j}}{(n_{i,j}^2 h_{j-1} + n_{i,j-1}^2 h_j)}
\]

(4.7b)

where \( q_- \) is the field gradient at the boundary between cells \((i,j-1)\) and \((i,j)\). As before, quasi-TM electric field is continuous along y-direction although refractive index is discontinuous. Therefore,
\[ E_{i+1,j}^* = E_{i+1,j}, \quad E_{i-1,j}^* = E_{i-1,j} \] (4.8)

Formulating the approximate second derivative,

\[
\frac{\partial^2}{\partial x^2} E_{i,j} = \frac{1}{h_i} \left[ \frac{2(E_{i+1,j}^* - E_{i,j})}{h_{i+1} + h_i} - \frac{2(E_{i,j}^* - E_{i-1,j})}{h_i + h_{i-1}} \right] \quad (4.9a)
\]

\[
\frac{\partial^2}{\partial y^2} E_{i,j} = \frac{1}{h_j} \left[ \frac{2(E_{i,j+1}^* - E_{i,j})}{h_{j+1} + h_j} - \frac{2(E_{i,j}^* - E_{i,j+1})}{h_j + h_{j+1}} \right] \quad (4.9b)
\]

Substituting Eq. (4.6) and (4.7) into Eq. (4.9),

\[
\frac{\partial^2}{\partial x^2} E_{i,j} = \frac{1}{h_i} \left[ \frac{2(E_{i+1,j}^* - E_{i,j})}{h_{i+1} + h_i} - \frac{2(E_{i,j}^* - E_{i-1,j})}{h_i + h_{i-1}} \right] \quad (4.10a)
\]

\[
\frac{\partial^2}{\partial y^2} E_{i,j} = \frac{2 n_i^2}{h_j(n_i^2 h_j + n_i^2 h_{j-1})} E_{i,j} + \frac{2 n_i^2}{h_j(n_i^2 h_j + n_i^2 h_{j+1})} E_{i,j+1}
\]

\[- \left[ \frac{2 n_i^2}{h_j(n_i^2 h_j + n_i^2 h_{j-1})} + \frac{2 n_i^2}{h_j(n_i^2 h_j + n_i^2 h_{j+1})} \right] E_{i,j} \quad (4.10b)
\]

**Eigenvalue Matrix \([A]\)**

The refractive index profile for a weakly guiding channel waveguide is given by
\[ n(x,y) = n_b + \Delta n(x,y) \] (4.11)

where \( n_b \) is the refractive index of the bulk (substrate) and \( \Delta n(x,y) \) is the variation of the refractive index in the guiding region.

We assume that the grid is sliced into NX pieces along x-direction and NY pieces along y-direction. Equation (4.10) for the quasi-TM mode is substituted into Eq. (4.1). Each cell point yields a five-point linear equation in terms of \( E_{i+1,j}, E_{i-1,j}, E_{i,j+1}, E_{i,j-1}, E_{i,j} \). A set of linear equations for all the cell points \((i = 1 \sim NX, j = 1 \sim NY)\) may now be rewritten in the following vectorial form.

\[ \begin{bmatrix} A \end{bmatrix} \begin{bmatrix} E \end{bmatrix} = \beta^2 \begin{bmatrix} E \end{bmatrix} \] (4.12)

where the dimension of the matrix \([A]\) is \(NX \times NY\) by \(NX \times NY\). The matrix \([A]\) is a real asymmetric band matrix and the column vector \([E]\) is the corresponding eigenvector representing the field \(E(x,y)\). The vector element \(E_x\), i.e., \(E(x_i, y_j)\) in the column vector \([E]\), is the field amplitude in the cell \((i,j)\). The sequential arrangement of the field at each point is shown in Fig. 4.4a. A typical structure of the matrix \([E]\) of Eq. (4.12) is illustrated in Fig. 4.4b, where the column vector \([E]\) is represented by the set of elements

\[ [E] = \text{col}( E_1, E_2, E_3, \ldots, E_r, \ldots, E_{NX \times NY}) \] (4.13)

where \( r = (j-1) \times NX + i \), and \( i = 1,2,\ldots,NX, \ j = 1,2,\ldots,NY \)
Fig. 4.4  (a) Sequential arrangement of field points
(b) Illustration of a matrix with $NX = 5$ and $NY = 3$
The matrix \([A]\) becomes the input data to the IMSL subroutine EIGRF to produce the eigenvector \([E]\) and the eigenvalue \(\beta\). In this simulation, we use \(NX=22\) and \(NY=17\) with monotonically increasing spacing toward the metal box. The increase in spacing was chosen in a smooth but arbitrary fashion.

Modeling of Ti:LiNbO\(_3\) Channel Waveguides

We apply this nonuniform FDM to model Ti diffused LiNbO\(_3\) waveguides. In particular, we consider two cases: 1. finite source diffusion and 2. infinite source diffusion. In the case of diffusion time longer than that necessary to deplete the finite Ti source (finite source diffusion), index-distribution in the depth direction is Gaussian [53]. For the infinite source diffusion case, the complementary error function index profile is obtained in the depth direction [53]. Based on the above considerations, we model two cases:

1. small Ti thickness (700 Å), finite source case,
2. large Ti thickness (1100 Å), infinite source case,

Just-depleted case of intermediate thickness (800 Å) is also discussed for the purpose of comparison.

It is well known that the termination of the diffusion process when the Ti (finite thickness) is just depleted results in Ti:LiNbO\(_3\) waveguides with maximum index change at the surface. Optimization of the diffusion parameters and the channel width has resulted in minimum-mode-size waveguides [12] required for efficient overlap between the optical field and the modulating field. This allows us to fabricate high efficiency Ti:LiNbO\(_3\)
switches and modulators, with small voltage-length products. The minimum-mode-size waveguides with low-loss were fabricated by optimizing the fabrication parameters (Ti strip thickness of 800 Å and strip width of 4 μm, for 6 hours at 1025°C). For the quasi-TM mode, 1/e intensity full-width and full-depth were 3.9 μm and 2.8 μm respectively with low propagation loss (0.2 dB/cm) at 1.3 μm. Fabrication of such optical devices requires accurate knowledge of the refractive index profile, the diffusion lengths both in depth and lateral direction, and the surface refractive index change for the given set of fabrication parameters. Based on the knowledge above, we can estimate the electric field profiles of the waveguides and calculate the coupling-length of the directional couplers in terms of wavelength, guide dimension, peak index and channel gap.

Figure 4.5 shows the Ti:LiNbO₃ channel waveguide and the curved line indicates the graded-index profile in the lateral direction. In the figure, the propagation loss in terms of Ti strip width w are shown with the Ti strip thickness τ as a parameter [12]. We see that minimum propagation loss occurs when τ = 800 Å, which is the just-depleted case. Above 800 Å, we note that the propagation loss increases gradually with increasing thickness. The reason is that we still have a Ti residue on top of the crystal even after the diffusion. Below 800 Å, especially when the Ti strip width is narrow, Ti is fully diffused, resulting in weak guiding and close to the cut-off. As a result, mode sizes are considerably larger with decreasing Ti thickness. The propagation loss, therefore, becomes large as shown in the figure. As indicated previously, we consider the cases of τ = 700 Å (finite source), 800 Å (just depleted) and 1100 Å (infinite source)
Fig. 4.5 Quasi-TM propagation losses vs. Ti width w with a parameter of Ti thickness t. $\lambda = 1.3 \, \mu m$

$T = 1025 \, ^\circ C, \, t = 6 \, h$
for comparison between the experimental results and the theoretical simulation.

First, we consider the finite source case with the diffusion time larger than that required to just deplete the source.

1. Model 1: (diffusion time is longer than the exhaustion of Ti source)

The refractive index profile is described by an integration of Gaussian functions in the lateral direction, while the depth index profile is assumed to be a Gaussian function. This is true provided that the diffusant thickness is negligibly thin compared to the diffusion depth and that the diffusion time is long enough compared to that required to exhaust the Ti source [15-17].

\[
\Delta n(x,y) = \frac{dn}{dc} \tau \int \frac{w/2}{y} \exp\left[-\left(\frac{y}{y}\right)^2\right] \frac{1}{d\sqrt{\pi}} \exp\left[-\left(\frac{x-w}{d}\right)^2\right] \, du
\]

\[
= \Delta n_o \exp\left[-\left(\frac{y}{y}\right)^2\right] \frac{x+w}{d\sqrt{\pi}} \exp\left[-\left(\frac{x-w}{d}\right)^2\right] \frac{x-w}{2} \left[ \text{erf}\left(-\frac{2}{d}\right) - \text{erf}\left(\frac{2}{d}\right) \right] / \text{erf}\left(-\frac{2}{d}\right)
\]

where \( \Delta n_o = \frac{dn}{dc} \frac{\tau}{d\sqrt{\pi}} \frac{w}{d} \text{erf}\left(-\frac{2}{d}\right), \quad d_x = 2(D_t)^{1/2}, \quad d_y = 2(D_t)^{1/2}, \)

c is the Ti concentration, and \( \tau \) and \( w \) are the Ti strip thickness and width prior to the diffusion, respectively, as in Fig.4.5a.
2. Model 2: (diffusion time is shorter than the exhaustion of Ti source)

This model deals with the infinite source diffusant. The refractive index distribution for this case is given by an integration of the complimentary error functions in the lateral direction and the depth index profile is given by the complimentary function.

\[
\Delta n(x, y) = \frac{dn}{dc} \tau \int_{-w/2}^{w/2} \frac{\sqrt{\pi}}{d_y} \text{erfc}\left(\frac{y}{d_y}\right) \frac{\sqrt{\pi}}{2d_x} \text{erfc}\left(\frac{x - w}{d_x}\right) du
\]

(4.15)

\[
= \Delta n_o \text{erfc}\left(\frac{y}{d_y}\right) \left\{ (|x| + \frac{w}{2}) \text{erfc}\left(\frac{w}{2d_x}\right) + (\frac{w}{2} - |x|) \text{erfc}\left(\frac{|x| - \frac{w}{2}}{d_x}\right) \right\}
\]

\[
- \frac{d}{\sqrt{\pi}} \left\{ \exp\left[(-\frac{|x| + \frac{w}{2}}{d_x})^2\right] + \exp\left[(-\frac{\frac{w}{2} - |x|}{d_x})^2\right] \right\} + \frac{2}{\sqrt{\pi} d_x} \] / \( A_o \) \quad \text{for} \ |x| < \frac{w}{2}
\]

\[
= \Delta n_o \text{erfc}\left(\frac{y}{d_y}\right) \left\{ (|x| + \frac{w}{2}) \text{erfc}\left(\frac{w}{2d_x}\right) - (\frac{w}{2} - |x|) \text{erfc}\left(\frac{|x| - \frac{w}{2}}{d_x}\right) \right\}
\]

\[
- \frac{d}{\sqrt{\pi}} \left\{ \exp\left[(-\frac{|x| + \frac{w}{2}}{d_x})^2\right] - \exp\left[(-\frac{|x| - \frac{w}{2}}{d_x})^2\right] \right\} \] / \( A_o \) \quad \text{for} \ |x| > \frac{w}{2}
\]

where \( \Delta n = \frac{dn}{dc} \frac{\pi}{2} \frac{\tau}{d_y} \frac{A_o}{d_x} \), \( A = w \text{erfc}(\frac{w}{2d_x}) + \frac{2d_x}{\sqrt{\pi}} \) \{ 1 - \exp[(-\frac{w}{2d_x})^2] \}

and \( \Delta n_o \) is the surface index change after diffusion.
Fig. 4.6 (a) Modal width, (b) Modal depth for \( \tau = 700 \text{ Å} \)
Fig. 4.7 (a) Modal width, (b) Modal depth for $\tau = 1100\,\text{A}^0$
Fig. 4.8 (a) Modal width, (b) Modal depth for $\tau = 800 \text{ A}^o$.
We calculate the quasi-TM mode sizes in both the lateral direction and the depth direction for Ti:LiNbO$_3$ waveguides with diffusion time equal to 6 hours at 1025°C, Ti thickness $\tau$ ranging 700 - 1100 A°, and Ti strip width ranging from 2.5 to 4 µm. We use both the models to fit the experimental results. The value $dn/dc$, for the extraordinary axis, is assumed to be 0.625 [13,14,54]. Ti concentration $c(x,y)$ is expressed as a fraction of that of pure Ti metal. $d_x$ and $d_y$ are calculated from the work of Ref.[15]. The measured values at 1025°C were such that $D_x = 1.2 \times 10^{-4}$ µm$^2$/sec and $D_x = 1.2 \times 10^{-4}$ µm$^2$/sec, respectively. Therefore, $d_x = 3.2$ µm and $d_y = 3.2$ µm. Comparison of the calculated results with the experimental values is shown in Fig.4.6 through Fig.4.8 for $\tau = 700$ A°, 1100 A° and 800 A°.

For the 700 A° of Fig.4.6, as expected, we note that the model 1 of Gaussian index distribution fits very well with the experimental data. For 1100 A°, as shown in Fig.4.7, the model 2 of complementary error function distribution agrees well with the experimental data. In the case of 800 A° of Fig.4.8, we see the experimental results are between the model 1 and model 2. This is reasonable since the just depleted case is intermediate between the finite source case and the infinite source case.
The efficiency of the modulator depends, in part, on the relative position of electrodes with respect to the waveguides. The case of infinite electrodes over an isotropic electrooptic material was presented by Marcuse [55]. It was shown that, for a push–pull directional coupler, the optimum spacing of the electrodes occurs when the inner edges of the electrodes are shifted towards the common center rather than directly above each of the optical waveguide center. The case of symmetric coplanar strip electrodes as well as the semi–infinite case were analyzed by Ramer [56]. A rectangular dielectric waveguide in an isotropic substrate was assumed in his simulation.

In this chapter, we consider the problem of optimizing the electrode spacing and the relative position for the optical channel waveguides. The simulation is based on optimum, minimum mode size, well guided waveguides for single mode operation [12]. In the analysis of the modulating electric field, we use a general conformal mapping function which handles asymmetric electrode structures as well as symmetric ones. The general field equations corresponding to the mapping function are derived and the functions are extended to the case of anisotropic substrates as well.

In the symmetric coplanar strip (CS) structure on z–cut LiNbO₃, it is shown that the maximum overlap integral $I$ between the optical field and the modulating field occurs when the inner edge of the electrodes are aligned
with that of Ti-strips prior to diffusion. Even if the relative positions are shifted a little bit from that optimum alignment, the overlap integral factor is not sensitively affected. In case that the electrode width is much larger than the Ti-strip width, as is often the case, the peak of the overlap integral factor is not significantly affected even if we vary the electrode width. The ratio of $f$ to the gap between electrodes $S$ is actually a more important parameter than $f$ itself for modulator applications. It is also shown that, although $f$ increases with increasing gap, the resultant peak value of the ratio $f/S$ decreases. In the asymmetric CS, sum of two $f$ factors remains essentially constant with varying degree of asymmetry. In other words, the sum remains almost the same even though one electrode width is larger or smaller than the other while the width of the other electrode remains constant.

Conformal Mapping Technique for Electrode Analysis

Figure 5.1 shows the placement of waveguides and electrodes. The electrodes are assumed to be infinitely thin compared to the width. One electrode is at zero potential while the other is at the potential $V_0$. Since the index change and hence the change in the dielectric constant due to Ti diffusion used in fabricating the waveguides is rather small, its effect is neglected in the analysis. The permittivity tensor is diagonal and the electrostatic potential $\phi(x,y)$ is a solution of the Laplace equation.
Fig. 5.1  (a) Coplanar strip (CS) electrode  
(b) Complementary coplanar strip (CCS) electrode
\[
\varepsilon_x \frac{\partial^2 \phi}{\partial x^2} + \varepsilon_y \frac{\partial^2 \phi}{\partial y^2} = 0 \quad \text{for } y < 0 \tag{5.1a}
\]
\[
\frac{\partial^2 \phi}{\partial x^2} + \frac{\partial^2 \phi}{\partial y^2} = 0 \quad \text{for } y > 0 \tag{5.1b}
\]

Equation (5.1a) can be rewritten as
\[
\frac{\partial^2 \phi}{\partial x^2} + \frac{\partial^2 \phi}{\partial y'^2} = 0 \quad \text{where } y' = (\varepsilon_x/\varepsilon_y)^{1/2} y \tag{5.2}
\]

As seen from the Fig. 5.2, four-point representation a, b, c and d is versatile in that any two contiguous points can either represent an electrode or the gap between the electrodes. For the symmetric case, it is customary to solve the Laplace equation in the w-plane instead of the z-plane. For an arbitrary width of the strip electrode shown in Fig. 2, we can obtain the following general mapping function
\[
w = \int_{z_1}^{z} \frac{[(a-c)(b-d)]^{1/2}}{(z-a)^{1/2}(z-b)^{1/2}(z-c)^{1/2}(z-d)^{1/2}} dz = \int_{z_1}^{z} \frac{dw}{dz} dz \tag{5.3}
\]
where
\[
z = x + jy', \quad w = u + jv \tag{5.4}
\]

The lower bound of the integral \(z_1\) can be any arbitrary point in the z-plane. Here, we put \(z_1 = b\) for the sake of convenience. The mapping procedure from the original z-plane geometry into the w-plane [57-59] is...
Fig. 5.2 Conformal mapping for (a) CS electrode, (b) CCS electrode
shown in Fig. 5.2. In the figure, \( a_o, b_o, c_o, d_o \) in the \( w \)-plane correspond to \( a, b, c, d \) in the \( z \)-plane respectively. It follows then,

\[
\int_{b}^{c} \frac{dw}{dz} \, dz = 2F\left(\frac{\pi}{2}, k\right) = 2K(k) 
\]

(5.5a)

\[
\int_{c}^{d} \frac{dw}{dz} \, dz = \int_{b}^{a} \frac{dw}{dz} \, dz = j2F\left(\frac{\pi}{2}, k'\right) = j2K(k') = j2K'(k) 
\]

(5.5b)

\[
\int_{-\infty}^{d} \frac{dw}{dz} \, dz = \int_{a}^{\infty} \frac{dw}{dz} \, dz = F\left(\frac{\pi}{2}, k\right) = K(k) 
\]

(5.5c)

where

\[
k = \left[\frac{(b-c)(a-d)}{(a-c)(b-d)}\right]^{1/2}, \quad k' = \left[\frac{(a-b)(c-d)}{(a-c)(b-d)}\right]^{1/2} 
\]

(5.6a)

\[
k^2 + k'^2 = 1
\]

(5.6b)

\( F(\theta, k) \) is the elliptic integral of first kind and \( K(k) \) is the complete elliptic integral of \( F(\theta, k) \) in the special case \( \theta = \pi/2 \). \( k \) is the modulus of the elliptic integral function and \( k' \) is its complementary modulus. Noting that \( z_1 = b \) in Eq. (5.3), we have

\[
a_o = j2K(k') = j2K'(k) 
\]

(5.7a)

\[b_o = 0 \]

(5.7b)

\[c_o = 2K(k) \]

(5.7c)

\[d_o = 2K(k) + j2K(k') = 2K(k) + j2K'(k) \]

(5.7d)
where $K'(k)$ is the complementary function of $K(k)$. From the $w$-plane of Fig. 5.2, we have an approximate potential function $\phi(u, v)$, with the corresponding capacitance $C_o$ per unit length and the characteristic impedance $Z_c$.

For coplanar strip (CS) electrodes,

$$\phi(u, v) = V_o (1 - \frac{u}{|a_o|})$$  \hfill (5.8a)

$$C_o = \varepsilon_o \varepsilon_r \frac{|a_o|}{|c_o|} + \varepsilon_o \frac{|a_o|}{|c_o|} = (2\varepsilon_o \varepsilon_{\text{reff}}) \frac{|a_o|}{|c_o|}$$  \hfill (5.8b)

$$Z_c = \frac{1}{\nu \varepsilon_o C_o} = \frac{1}{\nu} \left(\frac{\mu_o}{\varepsilon_o \varepsilon_{\text{reff}}}\right)^{1/2} \frac{|c_o|}{|a_o|} = 60\pi (\varepsilon_{\text{reff}})^{-1/2} \frac{|a_o|}{|c_o|}$$  \hfill (5.8c)

where $\varepsilon_r = (\varepsilon_x \varepsilon_y)^{1/2}$, $\varepsilon_{\text{reff}} = (\varepsilon + 1)/2$, $\nu = (\varepsilon_o \mu_o)^{-1/2} (\varepsilon_{\text{reff}})^{-1/2}$

For complementary coplanar strip (CCS) electrodes,

$$\phi(u, v) = V_o (1 - \frac{v}{|a_o|})$$  \hfill (5.9a)

$$C_o = \varepsilon_o \varepsilon_r \frac{|c_o|}{|a_o|} + \varepsilon_o \frac{|c_o|}{|a_o|} = (2\varepsilon_o \varepsilon_{\text{reff}}) \frac{|c_o|}{|a_o|}$$  \hfill (5.9b)

$$Z_c = \frac{1}{\nu \varepsilon_o C_o} = \frac{1}{\nu} \left(\frac{\mu_o}{\varepsilon_o \varepsilon_{\text{reff}}}\right)^{1/2} \frac{|a_o|}{|c_o|} = 60\pi (\varepsilon_{\text{reff}})^{-1/2} \frac{|a_o|}{|c_o|}$$  \hfill (5.9c)
In Eqs. (5.8a) and (5.9a), we assume that the potential \( \phi \) varies linearly with \( u \) and \( v \), respectively. One side of the electrodes gap in the \( w \)-plane of Fig. 5.2 corresponds to the line between the electrodes in the \( z \)-plane. Along the side of the electrodes gap in the \( w \)-plane, the representation of \( \phi \) is not accurate due to the fringing electric field. The contribution of the electric field around the surface of the \( z \)-plane to the overlap integral factor is almost negligible. Therefore, we ignore the fringing field effect in calculating \( \| \) factor without the loss of generality. We are interested in solving the electric field in the substrate region, namely, \( y < 0 \) for calculating the overlap integral factor \( \| \) between the electric and optical fields. Since we have the solution \( \phi(u,v) \) in the \( w \)-plane, we need to derive the components of the electric field in the substrate region of the original \( z \)-plane from \( \phi(u,v) \) of \( w \)-plane.

\[
E = -\nabla \phi = -a \frac{\partial \phi}{\partial x} - a \frac{\partial \phi}{\partial y} = a E_x + a E_y \quad (5.10)
\]

where

\[
E_x = -(\frac{\partial \phi}{\partial u} \frac{\partial u}{\partial x} + \frac{\partial \phi}{\partial v} \frac{\partial v}{\partial x}) \quad (5.11a)
\]

\[
E_y = -(\frac{\partial \phi}{\partial u} \frac{\partial u}{\partial y} + \frac{\partial \phi}{\partial v} \frac{\partial v}{\partial y}) = -(e_x/e_y)^{1/2} (\frac{\partial \phi}{\partial u} \frac{\partial u}{\partial y} + \frac{\partial \phi}{\partial v} \frac{\partial v}{\partial y}) \quad (5.11b)
\]

On the other hand,

\[
dx + jdy' = [\text{Re}(\frac{dz}{dw}) + j\text{Im}(\frac{dz}{dw})]du + j[\text{Re}(\frac{dz}{dw}) + j\text{Im}(\frac{dz}{dw})]dv \quad (5.12)
\]
Accordingly,

\[ du + jdv = [\text{Re}(\frac{dw}{dz})dx - \text{Im}(\frac{dw}{dz})dy'] + j[\text{Im}(\frac{dw}{dz})dx + \text{Re}(\frac{dw}{dz})dy'] \]  

(5.13)

Applying Eq. (5.13) into Eqs. (5.11), we have

\[ E_x = [-\text{Re}(\frac{dw}{dz}) \frac{\partial \phi}{\partial u} - \text{Im}(\frac{dw}{dz}) \frac{\partial \phi}{\partial v}] \]  

(5.14a)

\[ E_y = (\varepsilon_x/\varepsilon_y)^{1/2} [\text{Im}(\frac{dw}{dz}) \frac{\partial \phi}{\partial u} - \text{Re}(\frac{dw}{dz}) \frac{\partial \phi}{\partial v}] \]  

(5.14b)

These equations are generally applicable, as far as the conformal mapping technique is concerned. We obtain the same results through Eq. (5.14) but in different form, if we now repeat the analysis by using \( x' = (\varepsilon_y/\varepsilon_x)^{1/2}x \). Note that, in this case, the original electrodes' positions are differently scaled and the mapping function \( dw/dz \) will have a different form.

Substituting Eqs. (5.8a) and (5.9a) into Eqs. (5.14), we obtain the following equations.

For coplanar strip (CS) electrodes,

\[ E_x = \frac{V_o}{|C_o|} \text{Re}(\frac{dw}{dz}) \]  

(5.15a)

\[ E_y = - (\varepsilon_x/\varepsilon_y)^{1/2} \frac{V_o}{|C_o|} \text{Im}(\frac{dw}{dz}) \]  

(5.15b)

For complementary coplanar strip (CCS) electrodes,
Semi-infinite electrodes and two-infinite electrodes are the special cases of the Fig. 5.2 so that the general equations (5.3)-(5.7) are useful for any electrode structure. For instance, we can apply the conditions \(a+d=0\), \(b+c=0\) in case of the symmetric structure and the mapping functions are reduced to the well-known sine amplitude function. We also have square of sine amplitude function in case of semi-infinite electrodes and cosine hyperbolic function in two-infinite electrode case. Details of the derivation of these functions are shown in the Appendix A.

In Fig. 5.3a, we show the electric field contours for the case of the symmetric CS structure. These field contours are plotted based on Eqs. (5.15) in conjunction with Eq. (5.3). As we see in the figures, field contours depend on the orientation of the crystal. The field contours of \(z\)-cut crystal are more oriented towards the depth-direction and those of \(x\)-cut crystal are rather strongly directed along the lateral direction as compared to those for the isotropic case. That is because the dielectric constant for polarization along \(z\)-axis is smaller than the other. In Fig. 5.3b, the asymmetric CS structure is dealt with. We recognize the same tendency of field orientation as in the symmetric case except that the field shape is no longer symmetric. In Fig. 5.3c, field contours are drawn for the case of the symmetric CCS structure. Contours are obtained based on Eqs. (5.16) in

\[
E_x = \frac{V_0}{|a_o|} \text{Im}(\frac{dw}{dz})
\]  

(5.16a)

\[
E_y = (\frac{\varepsilon_x}{\varepsilon_y})^{1/2} \frac{V_0}{|a_o|} \text{Re}(\frac{dw}{dz})
\]  

(5.16b)
Fig. 5.3 Electric field contours for (a) symmetric CS
(b) asymmetric CS, (c) symmetric CCS
conjunction with Eq. (5.3). Field contours indicate a similar tendency as in the case of CS structure. In z-cut crystals, fields are more directed along the depth direction. In x-cut, these are more oriented towards the lateral direction.

In Fig. 5.4, the amplitude of electric field components in symmetric CS structure are also plotted for z-cut LiNbO$_3$ substrate, where $\varepsilon_x = 43$ and $\varepsilon_y = 28$. The inner edge of one electrode is fixed at 2 $\mu$m and outer edge at 10 $\mu$m. The unique feature of these figures is the presence of a sharp peak near the edge of the electrode. As we shall see later, this peak does not influence the overlap integral factor $\bar{f}$ significantly.

### Overlap between RF field and Optical Field

To find the optimum placement of electrodes with respect to the position of channel waveguides, we need to know what the optical field profile will be. The change in the propagation constant $\Delta \beta$ of a guided mode due to a change in the extraordinary refractive index, in response to an externally applied voltage along the optical axis, is derived from a perturbation analysis:

$$\Delta \beta \approx \frac{2\pi \Delta n}{\lambda} = \frac{2\pi}{\lambda} \left( \frac{1}{2} n^3 \tau_33 \bar{f} \frac{V_0}{S} \right)$$

where $S$ is the gap between the electrodes and $V_0$ the applied voltage.

The overlap integral factor $\bar{f}$ is defined as
Fig. 5.4  (a) Symmetric CS on z-cut LiNbO$_3$
(b), (c) Field amplitudes in y and x directions.
\[ \left| \frac{S}{V_0} \right| \int \int \frac{E_{op}^2(x,y) E_{el}^1(x,y) \, dx \, dy}{\int \int E_{op}^2(x,y) \, dx \, dy} \] (5.18)

\[ \int \] equals \( \int_1 \) if we deal with a single waveguide channel 1 only. When we consider the push-pull electro-optic effect on the channel waveguides for the general electrode structure, we need to evaluate \( \int_1 \) and \( \int_2 \) and the sum \( \int_1 + \int_2 \) represents \( \int \). The subscripts 1 and 2 denote the cases of the channel 1 and 2, respectively. Specifically, in case of symmetric electrode structures, \( \int \) equals \( 2\int_1 \). \( E_{op} \) is the optical field and \( E_{el} \) the modulating electric field. When we consider a single channel waveguide 1, \( \int_1 \) is to be calculated for the optical field profile \( E_{op}^1(x,y) \) of channel waveguide 1 only. Note that, in case of the parallel electrode configuration like parallel capacitors, \( \int_1 \) is unity since the electric field \( E_{el}^1(x,y) \) is just a constant \( V_0/S \) independent of \( x \) and \( y \).

Prior to evaluation of \( \int \), we need to know about the guided optical field profile \( E_{op}^1(x,y) \). Field analysis for the diffused waveguides is easily simulated either by the effective index method or by the rigorous computational methods. However, it is well known that the fundamental mode field profile of the weakly guiding dielectric waveguides can approximately be represented by the Hermite-Gaussian function. Using this approximation for the transverse field profile in the optical waveguide located beneath the metal electrodes, we find

\[ E_{op}^2(x,y) = \frac{4y^2}{w_x w_y \pi} \text{exp}\left[-\left(\frac{x}{w_x}\right)^2\right] \text{exp}\left[-\left(\frac{y}{w_y}\right)^2\right] \] (5.19)
where \( p \) is the peak position of the optical field in the lateral direction. Note that the optical field is symmetric along the lateral direction. The widths of \( 1/e \) intensity of the above expression are \( 2w_x \) and \( 1.376w_y \) respectively.

It has been reported [12] that, for achieving minimum mode size, the diffusion of 4 \( \mu \)m wide and 800 \( \AA \) thick Ti-strip was carried out for 6 hours at 1025 \( \text{C} \). The experimental results showed that the quasi-TM mode had, in \( 1/e \) intensity, a width of 3.9 \( \mu \)m in the lateral direction and a width of 2.8 \( \mu \)m in the depth direction. For z-cut Ti-diffused LiNbO\(_3\) waveguides, quasi-TM modes are well guided and the mode sizes are much smaller than those of quasi-TE modes. This difference is due to the fact that the extraordinary index change \((\Delta n)_e\) is much larger than the ordinary index change \((\Delta n)_o\). Throughout this work, we will use the above data for the mode profile \( E_{op}^2(x,y) \). Therefore, we use \( w_x = w_y \approx 2 \mu \)m in the simulation. Since Eq. (5.19) is already normalized to unity, its direct substitution in Eq. (5.18) results in the overlap integral factor,

\[
|_1 = \frac{S}{V_0} \frac{4}{\pi} \int \int y^2 \exp\left[-\left(\frac{x-p}{w_x}\right)^2\right] \exp\left[-\left(\frac{y}{w_y}\right)^2\right] E_1(x,y) \, dx \, dy \tag{5.20}
\]

Figure 5.5a shows the case of symmetric CS electrodes on z-cut LiNbO\(_3\) substrate. Figs. 5.5b shows the overlap integral factor \( |_1 \) for the single waveguide as a function of the variable \( p \) (peak position of the optical field in the lateral direction) with parameters \( a \) and \( b \) (the electrode edge positions), respectively. As seen from [7], for typical directional
Fig. 5.5 (a) Symmetric CS on z-cut LiNbO$_3$
(b), (c) Overlap integral factors $\Gamma_1$
couplers, gap between the Ti strips ranges from 4 µm to 6 µm. Therefore, in Fig. 5.5b, point b is fixed at 2 µm so that the electrode gap is 4 µm and point a is varied from 4 µm to 14 µm. As seen from the figure, in general, the peak of $f_1$ always occurs away from the center of the electrode towards its inner edge. $f_1$ has a maximum value always around $p = 4$ µm. Exception to this case is when $a = 4$ µm, which is not actually useful since narrow electrodes in width result in high resistance and high impedance. The very interesting feature of Fig. 5.5b is that the maximum value of $f_1$ occurs when the point of $1/e$ intensity edge of the optical power, namely, $x = (p - w)_{x}$ is near the inner electrode edge b. In other words, we have the maximum $f_1$ when the electrode inner edge falls on the Ti inner edge prior to diffusion, although this maximum is rather broad and shows only a slight advantage over other placements of the electrodes. In Fig. 5.5c, we fix the width of the electrode as 12 µm, while varying the electrode gap. The maximum $f_1$ in each case still occurs at a point so that $1/e$ intensity edge of the optical power is near the electrode edge. Here, we see several curves of $f_1$ depending on the position of point b. However, we note that $f/S$ should rather be the standard of comparison, instead of $f$ itself, since the electric field which influences the change in the optical propagation constant is linearly dependent on $[V/\Sigma]$. We show the curves of $f_1/S$ in the bottom of the figure for comparison.

In Fig. 5.6, we show the asymmetric CS electrodes on a z-cut LiNbO$_3$ substrate, the variation of $f_1$, $f_2$, and $f$ ($= f_1 + f_2$). In the calculation, we use $d = -10$ µm, $c = -2$ µm, $b = 2$ µm so that the width of the left-side electrode equals 8 µm and $p = 4$ µm as this is the maximum point of overlap.
Fig. 5.6  (a) Asymmetric CS on z-cut LiNbO$_3$
(b) Overlap integral factor $\Gamma_1$, $\Gamma_2$, and $\Gamma_1 + \Gamma_2$
integral in the symmetric case as seen from Fig. 5.5b. We change the width of the right-side electrode, while keeping the electrode gap constant. The wider the electrode is, the weaker the modulating field beneath the electrode becomes and the narrower the electrode is, the stronger the modulating field becomes. This is the reason why the overlap integral factors $I_1$ and $I_2$ present a push-pull effect with the variation of the outer edge point $a$. The overall overlap integral factor $I$ gets slightly larger as the value of the outer edge of the electrode becomes smaller, which is actually not important because such a narrow width is not appropriate when considering the resistance and impedance of the electrodes. Even if the electric field intensity at the edge approaches infinity as shown in Fig. 5.4, the edge field effect on $I$ is almost negligible since the optical power goes to zero at an exponential rate. However, as seen from Fig. 5.6, it is clear that $I$ is insensitive to the degree of asymmetry of electrode width as long as the electrode width extends far beyond the optical mode field.
CHAPTER 6
COUPLED MODE THEORY FOR Y-BRANCH DIRECTIONAL COUPLER

Optical directional couplers usually consist of two waveguides placed parallel so that the fields of the fundamental modes in both waveguides overlap weakly. The presence of one waveguide now presents a small perturbation to the other and the power is exchanged between the transverse modes \( E_1(x,y) \) and \( E_2(x,y) \), where the numbers 1 and 2 denote the each waveguide. In the case of this weak perturbation, the propagating fields can be represented in complex notation [40],

\[
E_1(x,y,z,t) = A(z)E_1(x,y) \exp[j(\omega t - \beta_1 z)] \tag{6.1a}
\]

\[
E_2(x,y,z,t) = B(z)E_2(x,y) \exp[j(\omega t - \beta_2 z)] \tag{6.1b}
\]

where \( A(z) \) and \( B(z) \) are the normalized mode amplitudes of the electric fields in guides 1 and 2, respectively, and \( \beta \) is the propagation constant of the mode. The mode amplitudes \( A(z) \) and \( B(z) \) in each waveguide in this case are no longer constant but vary along \( z \). As shown in Appendix B, \( A(z) \) and \( B(z) \) obey the following coupled mode equations:

\[
dA/dz = -jk_{12} \exp(-j2\delta z)B \tag{6.2a}
\]

\[
dB/dz = -jk_{21} \exp(j2\delta z)A \tag{6.2b}
\]
where \( \delta = (\beta_2 - \beta_1)/2 = \Delta \beta/2 \), \( k = k_{12} = k_{21} \), \( k'^2 + \delta^2 = k''^2 \),

and \( k \) is the coupling coefficient. Using substitution [60] of,

\[
A = R \exp(-j\delta z), \quad B = S \exp(j\delta z)
\]

Equations (6.2) are transformed to

\[
\begin{align*}
\frac{dR}{dz} - j\delta R &= -jkS \quad (6.4a) \\
\frac{dS}{dz} + j\delta S &= -jkR \quad (6.4b)
\end{align*}
\]

Note that \( RR^* = AA^* \) and \( SS^* = BB^* \). For arbitrary input amplitudes \( R_o \) and \( S_o \), general solutions of Eqs. (6.4) are

\[
\begin{bmatrix} R \\ S \end{bmatrix} = \begin{bmatrix} \cosh k'z + \frac{j\delta}{k'} \sinh k'z & -\frac{j}{k'} \sinh k'z \\ -\frac{j}{k'} \sinh k'z & \cosh k'z - \frac{j\delta}{k'} \sinh k'z \end{bmatrix} \begin{bmatrix} R_o \\ S_o \end{bmatrix} \quad (6.5)
\]

Note that the matrix's determinant is unity.

**Uniform Directional Coupler**

The schematic diagram of a uniform directional coupler is shown in Fig.6.1a. Let's assume that we launch the light at the input of \( S \).

For \( R_o = 0, \ S_o = 1 \),

\[
R(z)R^*(z) = (k/k')^2 \sin^2 k'z, \quad S(z)S^*(z) = 1 - R(z)R^*(z) \quad (6.6)
\]
Fig. 6.1 (a) Uniform directional coupler, (b) Switching diagram, (c) Power output $SS^*$ for $L = l_c$. 
Complete power transfer first occurs when

\[ k' = k \ (\delta = 0) \quad \text{at} \quad z = l_c = \frac{\pi}{2k} \ (k=\pi/2l_c) \quad (6.7) \]

\( l_c \) is the coupling length of a symmetric uniform directional coupler.

We introduce the variables such as

\[ x = (\Delta \beta)L/\pi \ , \ y = L/l_c \quad \text{and} \quad r = x^2 + y^2 \quad (6.8) \]

\( y \) and \( x \) are called the normalized coupling length and the normalized voltage, respectively. We have, then,

\[ k = \pi/2l_c = (L/l_c)(\pi/2L) = y(\pi/2L) \quad (6.9) \]

\[ \delta = \Delta \beta/2 = (\Delta \beta L/2)(\pi/2L) = x(\pi/2L) \quad \text{and} \quad k' = r(\pi/2L) \]

where \( L \) is the actual interaction length of the coupler.

Equation (6.5) then can be converted to the normalized matrix form.

When \( z = L \) (interaction length),

\[
\begin{bmatrix}
R \\
S
\end{bmatrix} = [M] \begin{bmatrix}
R_0 \\
S_0
\end{bmatrix} = \begin{bmatrix} a & b \\ b & a^* \end{bmatrix} \begin{bmatrix}
R_0 \\
S_0
\end{bmatrix} \quad (6.10)
\]

where \([M]\) is called a transfer matrix and

\[ a = \cos(r\pi/2) + jx/r \sin(r\pi/2) \ , \ b = -jx/r \sin(r\pi/2) \ . \]
For $R_0 = 0$, $S_0 = 1 \ (z = L)$,

\[
RR^* = bb^* = (y/r)^2 \sin^2 \left( \frac{\pi r}{2} \right) \tag{6.11a}
\]

\[
SS^* = aa^* = 1 - bb^* = 1 - (y/r)^2 \sin^2 \left( \frac{\pi r}{2} \right) \tag{6.11b}
\]

To simplify the discussion, we denote the switching state where the light crosses over completely from one guide to the other as 'x', the cross state. We also call the state in which the light appears in the same guide at the output as '=' , the bar state. From Eqs.(6.9), we see the switching condition as

\[
'x' : |b| = 1 \tag{6.12a}
\]

\[
=' : |b| = 0 \tag{6.12b}
\]

In other words,

\[
'x' : x = 0, \ r = y \ \text{and} \ r = 2N + 1 \quad (N = 0,1,2,...) \tag{6.13a}
\]

\[
=' : x^2 + y^2 = r^2 \ \text{and} \ r = 2N \quad (N = 1,2,3,...) \tag{6.13b}
\]

The switching diagram is drawn in Fig.6.1b. From the figure, we notice that the state of $y = 1$ is the optimum condition for traveling back and forth between the 'x' state and '=' state.

For $y = 1 \ (L = 1_c)$, the power output $SS^*$ is, from Eq.(6.11b),
SS* = 1 - \frac{1}{x^2 + 1} \sin^2 \left[ \frac{\pi}{2} (x^2 + 1)^{1/2} \right] \tag{6.14}

SS* is plotted as a function of normalized applied voltage \(x\) with a parameter of \(y\) in Fig. 6.1c.

Alternating Δβ Directional Coupler

Figure 6.2a shows a sketch of an alternating Δβ directional coupler configuration. In the figure, the interaction length \(L\) is divided into two equally long sections of \(L/2\). We have \(+\Delta\beta\) in the left section and \(-\Delta\beta\) in the right section. We call the transfer matrix of the \(+\Delta\beta\) section as \([M^+]\) and that of the \(-\Delta\beta\) as \([M^-]\). Then, \([M^+]\) and \([M^-]\) have the forms of

\[
[M^+] = \begin{pmatrix}
a_1 & b_1 \\
b_1 & a_1^*
\end{pmatrix}, \quad [M^-] = \begin{pmatrix}
a_1^* & b_1 \\
b_1 & a_1
\end{pmatrix}
\tag{6.15}
\]

where \(a_1 = \cos(\frac{\pi}{4} x) + j \frac{x}{r} \sin(\frac{\pi}{4} x)\), \(b_1 = -j \frac{x}{r} \sin(\frac{\pi}{4} x)\)

The overall transfer matrix \([M]\) is obtained by matrix multiplication.

\[
\begin{pmatrix}
R \\
S
\end{pmatrix} = [M] \begin{pmatrix}
R_0 \\
S_0
\end{pmatrix} = [M^+] [M^-] \begin{pmatrix}
R_0 \\
S_0
\end{pmatrix} = \begin{pmatrix}
a_1 a_1^* + b_1 b_1 & 2a_1 b_1 \\
2a_1^* b_1 & a_1^* a_1 + b_1 b_1
\end{pmatrix} \begin{pmatrix}
R_0 \\
S_0
\end{pmatrix}
\tag{6.16}
\]
Fig. 6.2  (a) Alternating Δβ directional coupler, (b) Switching diagram (c) Power output $SS^*$ for $L = 21_c$
For $R = 0$, $S = 1$

\[ RR^* = 4|a_1|^2|b_1|^2 \quad (6.17a) \]
\[ SS^* = (|a_1|^2 - |b_1|^2)^2 = (1 - 2|b_1|^2)^2 \quad (6.17b) \]

From Eqs. (6.17), we have the switching condition as

\[ 'x' : |b_1| = 1/\sqrt{2}, \quad '=' : |a_1| = 0 \text{ or } |b_1| = 0 \quad (6.18) \]

Describing the above conditions in more detail,

\[ 'x' : \frac{(y/r)^2 \sin^2 (\frac{\pi}{4} r)}{2} = \frac{1}{2} \quad (6.19a) \]
\[ '=' : x = 0 \text{ and } r = 2(2N+1) \quad (N = 0, 1, 2, \ldots) \quad (6.19b) \]
\[ \text{or } x^2 + y^2 = r^2 \text{ and } r = 4N \quad (N = 0, 1, 2, \ldots) \]

The switching diagram is sketched in Fig. 6.2b. From the figure, we see that we have many options in selecting $y (= L/1_c)$. If we select $y = 1$, then we need to travel a long way back and forth between 'x' state ($x = 0$) and '=' state, which means that we have to apply high voltage to effect a large $\Delta \beta$. The choice of $y = 2$ is preferable since we do not need to travel long way between two states. Note that, in this case, the interaction length of a device is doubled, that is, $L = 21_c$.

For this $y = 2$, the power output $SS^*$ is then, from Eq. (6.17b),
\[
SS^* = \left[ 1 - 2 - \frac{4}{x^2 + 4} \sin^2 \left( \frac{\pi}{4} (x^2 + 4)^{1/2} \right) \right]^2
\]

(6.20)

SS* is plotted in Fig.6.2c.

**Y-Branch Directional Coupler**

The Y-branch directional coupler is illustrated in Fig.6.3a. Assuming that the coupling section of a Y-branch directional coupler has exactly the same geometry as that of the uniform directional coupler, the launched power will be divided evenly due to the symmetry of the coupling section.

For \( R_0 = S_0 = 1/\sqrt{2} \), Eqs.(6.10) reduce to

\[
RR^* = \frac{1}{2} \left[ 1 - (2xy/r^2) \sin^2 \left( \frac{\pi}{2} r \right) \right]
\]

(6.21a)

\[
SS^* = \frac{1}{2} \left[ 1 + (2xy/r^2) \sin^2 \left( \frac{\pi}{2} r \right) \right]
\]

(6.21b)

where \( x = (\Delta \beta / \pi)L, \ y = L/I_c, \ r^2 = x^2 + y^2. \)

Complete power transfer first occurs when \( x = y = 1/\sqrt{2} \) [or when \( \delta = \pi/21 = k, k' = \sqrt{2}k \)]. This can be expressed as

\[
RR^* = 0 \quad \text{at} \quad L = \frac{1}{y} = \frac{1}{2\sqrt{k}} = \frac{1}{c/\sqrt{2}}
\]

(6.22)

We note that \( 1_y \) is shorter than \( 1_c \) by a factor of \( 1/\sqrt{2} \).

This important result of a Y-branch directional coupler is one of the factors in achieving a high-speed and a large bandwidth.
Fig. 6.3 (a) Y-branch directional coupler, (b) Switching diagram, (c) Power output RR* for $L = \frac{1}{y}$ ($= \frac{1}{c/\sqrt{2}}$)
In a Y-branch directional coupler, we have two kinds of cross states since there is only one input. We can define two states such that the \( \uparrow \) state is the case when the total power comes out of the upper section and that \( \downarrow \) state is the case when the total power comes out of the lower section.

From Eqs. (6.21),

\[
\begin{align*}
\uparrow & : -x = y = \frac{r}{\sqrt{2}} \quad \text{and} \quad r = 2N + 1 \quad (N = 0, 1, 2, \ldots) \quad (6.23a) \\
\downarrow & : x = y = \frac{r}{\sqrt{2}} \quad \text{and} \quad r = 2N + 1 \quad (N = 0, 1, 2, \ldots) \quad (6.23b)
\end{align*}
\]

The switching diagram is illustrated in Fig. 6.3b. As seen from the figure, when \( y = \frac{1}{\sqrt{2}} \), we not only have the shortest coupling length but also have the lowest applied voltage. Note that, in this case,

\[
L = 1_y = 1_c / \sqrt{2}, \quad \Delta \beta = \pi / (\sqrt{2} \: 1_y) = \pi / 1_c \quad (6.24)
\]

For this \( y = \frac{1}{\sqrt{2}} \), the power output RR* is, from Eq. (6.21a),

\[
RR^* = \frac{1}{2} \left[ 1 - \frac{2x}{x^2 + \frac{1}{2}} \sin^2 \left( \frac{\pi}{2} \left( x^2 + \frac{1}{2} \right)^{1/2} \right) \right] \quad (6.25)
\]

The power output is plotted in Fig. 6.3c.
As defined previously, $\Delta \beta$ is the difference of the propagation constants between the two channels of the directional coupler. On the other hand, using Eq. (5.17),

$$
\Delta \beta = \frac{\pi}{1_c} - \frac{\pi}{21_y} = \frac{2\pi}{\lambda} \left( \frac{1}{2} n 3 r_{33} \int_t V_{sw} / S \right)
$$

(6.26)

$\int_t$ is the sum of the two overlap integrals, which are due to the push-pull field effect on the two channel waveguides. Therefore, from Eq. (6.26),

$$
V_{sw} = (\lambda S) / (n 3 r_{33} \int_t 1_c) = (\lambda S) / (\sqrt{2} n 3 r_{33} \int_t 1_y)
$$

(6.27)

The switching voltage is inversely proportional to the coupling length.
CHAPTER 7
TRAVELING-WAVE ELECTRODE AND MODULATION DEPTH

The aim of using traveling-wave electrode is to achieve a high-speed optical modulator with a large bandwidth [4,5,10,19-22]. The bandwidth of the traveling-wave electrode is not limited by RC constant as in the lumped-type (standing-wave) electrode. Ideally, the RF traveling-wave will propagate at the same speed as the optical beam propagating under the electrode. This RF signal induces an electric field across the optical channel waveguides and, therefore, changes the extraordinary refractive index of the z-cut substrate. The change in the propagation constant of the guided mode due to the electro-optic effect, $\Delta \beta$, will determine the power transfer, which eventually leads to the optical modulation.

In this work, we deal with the semi-infinite coplanar strip (CS) electrode structure shown in Fig.7.1a. This electrode structure has been used for traveling-wave modulators/switches because of its low propagation losses, and easy launching of microwave signal from an external coaxial cable [19-22]. The electrode structure of Fig.7.1a can be modelled as a transmission line as illustrated in Fig.7.1b. When the electrodes have the same characteristic impedance as the source and termination, the modulation speed is limited only by the transit time difference between the optical and the modulating RF signals.

Calculations of the characteristic impedance for several different electrode structures with infinitesimally thin electrodes have been
Fig. 7.1  (a) Semi-infinite coplanar strip electrode configuration  
(b) Equivalent transmission line  
(c) Characteristic impedances vs. $W/S$
performed by the conformal mapping technique \([56,59]\) A quasi-static analysis through an integral equation \([61]\) or the finite-difference method \([17,48-50]\) were used to calculate the impedance of the semi-infinite CS electrode with finite thickness. The characteristic impedance \(Z_m\) is illustrated as a function of \(W/S\) with a parameter of electrode thickness in Fig.7.1c \([61]\).

To be compatible with an external circuit, a characteristic impedance of 50 \(\Omega\) is desirable. Because of the high index of LiNbO\(_3\), the ratio of width to gap \((W/S)\) needs to be around 0.2 to achieve 50 \(\Omega\) when the electrode of typical thickness \((T/S = 0.5)\) is used. From a practical point of view, it is hard to preserve the ratio of \(W/S\) all along the feeding, transmitting and terminating sections of the electrodes. In the feeding and terminating sections, it is easy to control the ratio of \(W/S\) arbitrarily. However, in the transmitting section, the electrodes gap needs to be about 3 \(\mu\)m to 7 \(\mu\)m. In order to meet the condition of \(W/S = 0.2\) (50 \(\Omega\)), one of the electrodes should be very narrow. This means that, if we fix \(W\) at 15 \(\mu\)m (which is the minimum width required to have no more than 1.5 \(f^{1/2}\) dB/cm(GHz)\(^{-1/2}\) of electrodes conducting loss), we need to have around 1 \(\mu\)m electrode width to maintain 50 \(\Omega\). This 1 \(\mu\)m is far narrower than 5 \(\mu\)m, a typical width of optical waveguides. Assuming \(W = 15 \mu\)m and \(S = 5 \mu\)m to achieve not only the proper overlap integral between optical and modulating microwave field but also an acceptable electrode conducting loss, the characteristic impedance of the asymmetric transmission line with \(T/S = 0.5\) will be about 30 \(\Omega\).
Consider the transmission line of Fig. 7.1b. The voltage distribution $V(z)$ along the line is expressed as the sum of the forward and the backward traveling-waves.

$$V(z) = V_o \frac{Z_{\text{in}}}{Z_{\text{in}} + Z_s} \left[ \exp(-\gamma z) + \rho_L \exp(-\gamma L) \exp[\gamma(z-L)] \right]$$

$$= V_o \frac{Z_{\text{in}}}{Z_{\text{in}} + Z_s} \left[ \exp(-\gamma z) + \rho_L \exp(-2\gamma L) \exp(\gamma z) \right] \quad (7.1)$$

where $\gamma_m = \alpha_m + j\beta_m$, $\rho_L = \frac{Z_L - Z_m}{Z_L + Z_m}$, $\beta_m = k_0 \varepsilon_{\text{eff}}$, $Z_{\text{in}} = Z_m \frac{Z_L + Z_m \tanh(\gamma L)}{Z_m + Z_L \tanh(\gamma L)}$,

$\alpha_m$ and $\beta_m$ are the attenuation, and the propagation constant of microwave. $Z_s$, $Z_m$, and $Z_L$ are the microwave source impedance, the transmission section impedance, and the terminating shunt load impedance, respectively. $\rho_L$ is a reflection coefficient at $z = L$, $k_0 (= 2\pi f/c_0)$ is the wave number in the air, where $c_0$ is the light speed in vacuum, and $V_o$ is the open circuit driving voltage. The first term in the bracket of Eq. (7.1) is the forward traveling-wave while the second term is the backward traveling-wave.

The voltage $V'(z)$ from the standpoint of the optical field propagating under the coplanar metal electrodes is given as

$$V'(z) = V(z) / \exp(-i\beta_{\text{op}}) = V_o \frac{Z_{\text{in}}}{Z_{\text{in}} + Z_s} \left[ \exp(pz) + \rho_L \exp(-2\gamma L) \exp(qz) \right] \quad (7.2)$$

where $p = -\alpha_m + j(\beta_{\text{op}} - \beta_m)$, $q = \alpha_m + j(\beta_{\text{op}} + \beta_m)$, $\beta_{\text{op}} = k_0 n$. 
We call \( n_e \) and \( \varepsilon_{\text{eff}} \) the refractive index of an optical waveguide, and the effective dielectric constant in the microwave range. Note that \( n_e = 2.15 \), 

\[
\varepsilon_{\text{eff}} = \left[ 1 + \left( \varepsilon_x \varepsilon_y \right) \right]^{1/2} = 18.5,
\]

where \( \varepsilon_x = 43 \) and \( \varepsilon_y = 28 \).

The overall refractive index change \( \Delta n(f) \) induced by applied voltage is given by [20]

\[
\Delta n(f) = \int_0^L V(z)dz = \frac{Z_{\text{in}}}{Z_L + \frac{Z_s}{1 + \rho_L \varepsilon_p} \exp(-2\gamma L) \frac{\exp(pL)}{p} - 1} V_0 \quad (7.3)
\]

The modulation depth \( m(f) \) of the output intensity is expressed by

\[
m(f) = \frac{\Delta n(f)}{\Delta n(0)} = \frac{Z_{\text{in}}}{Z_L} \frac{Z_L + Z_s}{Z_{\text{in}} + Z_s} \frac{1}{1 + \rho_L \varepsilon_p} \left[ \frac{\exp(pL) - 1}{pL} + \rho_L \exp(-2\gamma L) \frac{\exp(pL)}{pL} - 1 \right]
\]

Equation (7.4) is the general expression for any type of traveling-wave electrode optical modulator regardless of the substrate material.

In the ideal case of \( \alpha_m = 0 \) and \( Z_o = Z_m = Z_L \), Eq. (7.4) becomes

\[
m(f) = \frac{\exp(pL)}{pL} - 1 = \frac{\exp(\nu)}{\nu} = \frac{\sin \nu}{\nu} \quad \text{where} \quad \nu = \frac{\beta_{\text{op}} - \beta}{2} m L \quad (7.5)
\]

In Fig. 7.2a, with \( n_e = 2.15 \) and \( \varepsilon_{\text{eff}} = 18.5 \) in LiNbO\(_3\), the modulation depth \( m(f) \) is plotted in Fig. 7.2a as a function of frequency-length product for the ideal case of no loss (\( \alpha_m = 0 \)) of Eq. (7.5). We note from the figure that \( fL = 6.5 \) GHz cm for 3 dB frequency-length product.
Fig. 7.2  Modulation depth for  
(a) $a_m = 0$, $Z_o = Z_m = Z_L$,  
(b) $a_m = 1.5$ dB/cm GHz$^{1/2}$, $Z_o = 50$ Ω, $Z_m = Z_L = 30$ Ω
The performance (especially, the switching speed) of the traveling-wave optical switch is limited by several factors as we see in the Eq.(7.4). One is the impedance mismatch between $Z_s$, $Z_m$ and $Z_L$, specially mismatch between $Z_m$ and $Z_L$. The other factors are the velocity mismatch between the optical wave and modulating microwave $\beta_{op} - \beta_m$, and the microwave loss $\alpha_m$ along the electrodes. As a practical example, consider a semi-infinite CS electrode on LiNbO$_3$ with a 15 µm wide, 2.5 µm thick gold narrow electrode and a 5 µm gap, which is a typical example of a semi-infinite CS electrodes structure. The electrode conductor loss is such that $\alpha_m \sim 2.6 f^{1/2} \text{dB/cm(GHz)}^{-1/2}$ in the low-frequency range (less than 1 GHz), and $1.3 f^{1/2} \text{dB/cm(GHz)}^{-1/2}$ in the high-frequency range (above 4 GHz) [20,61]. In this simulation, we take $\alpha_m = 1.5 \text{ dB/cm GHz}^{-1/2}$ in the high frequency range. The frequency response as a function of varying electrode lengths is drawn in Fig.7.2b based on Eq.(7.4). From the figure, we can see that the electrode length is one of the major factors that determine the performance of the optical modulators.
CHAPTER 8
DESIGN AND FABRICATION OF Y-BRANCH OPTICAL MODULATORS

Design of Y-branch Couplers and Electrodes

The optical modulator (Y-branch directional coupler and its corresponding electrodes) is drawn in Fig. 8.1 with all the details. The width of each of the optical waveguides is 5 μm and the directional coupler gap is 5 μm. Ti thickness prior to the diffusion is 700 Å°. The diffusion is performed at 1025 °C for 6 hours. Based on the modeling results of the diffused index profile in Chapter 4, the calculation of coupling length of the device was done using a combination of the effective index method (EIM) and the finite difference method. In the calculation, the presence of the 1250 Å thick SiO₂ buffer layer was ignored and the values used were λ = 1.3 μm, and the LiNbO₃ refractive index n_b = 2.15. The calculation showed that the coupling length of the device was 2.17 mm.

The detailed procedure of calculating the Y-branch directional coupler's coupling length is as follows:

1. With a Ti diffusion condition of T = 1025 °C, h = 6 hours, τ = 700 Å° and a directional coupler's geometry of w = 5 μm and s = 5 μm, we obtain d_x = d_y = 3.2 μm, Δn_o = 0.011 from Eq.(4.14). We also obtain δ = w/d_x = 1.55, σ = s/d_x = 1.55, and V_x = V_y = 3.40 from Eqs.(3.14) to Eq.(3.23).

2. The above data are substituted into Eq.(3.24) and Eq.(3.25). The differential equation (3.24) is transformed to the integral form of
Fig. 8.1  (a) Detailed measure of the Y-branch directional coupler
      (b) Detailed measure of the semi-infinite CS electrode
Eq. (3.26) by use of Eq. (3.9), the solution of Eq. (3.26) is Eq. (3.28). Substituting Eq. (3.28) back into Eq. (3.25) and solving Eq. (3.25) by use of 1-D FDM, we obtain even and odd fundamental modes' eigenvalues. Substituting the obtained eigenvalues into Eq. (3.30), we have the coupling length \( l_c = 3.07 \text{ mm} \).

3. The coupling length of the Y-branch coupler \( l_y = l_c / \sqrt{2} = 2.17 \text{ mm} \) is obtained from Eq. (6.22).

4. The overlap integral factor \( |t| = 0.515 \) is calculated from Eq. (5.20) in case of the semi-infinite CS electrodes, where the modal widths of \( 1/e \) intensity are taken as \( w_x = w_y \sim 2.5 \mu \text{m} \).

5. We finally obtain the switching voltage from Eq. (6.27) as

\[
V_{sw} = 12.5 \text{ V for } l_y = 2.17 \text{ mm.}
\]

We designed 1500 \( \AA \) thick SiO\(_2\) buffer layer on the substrate of optical waveguides to reduce the large optical loss due to the presence of the metal electrode.

Traveling-wave electrode is employed to obtain high-speed modulation and large bandwidth. The semi-infinite coplanar strip (CS) electrode structure is chosen as a trade-off between impedance and resistance. Although the finite CS structure is flexible in adjusting the impedance between 30 \( \Omega \) and 50 \( \Omega \), this structure tends to have high resistance due to its finite electrode width. By employing a semi-infinite CS structure, we lower the impedance slightly and reduce the resistance. The thickness of the Al electrodes is 2.5 \( \mu \text{m} \). The source impedance of the microwave feeding coaxial
cable is 50 Ω. The impedance of the electrode input section is 45 Ω and is tapered to 30 Ω toward the main coupling section. The electrode gap is 5 μm and the width of the finite electrode is 15 μm. The impedance of the electrode main section is, therefore, 30 Ω from Fig.7.1c and the load impedance is also designed to be 30 Ω.

Fabrication of LiNbO₃ Optical Modulators

First, a cleaning procedure for Z-cut LiNbO₃ was performed using soap, Trichloroethane (TCE), Acetone, Methanol and DI water in sequence. Ti metal of 700 Å thickness was deposited on a z-cut LiNbO₃ substrate using the thermal evaporation deposition of Fig.8.2. Standard photolithographic techniques were then used to form a photoresist pattern on the titanium film and a low-temperature wet-etching was used to remove the unwanted Ti metal from the surface. The photolithographic procedure is sketched in Fig.8.3. For diffusion, the temperature was ramped from room temperature to 1025°C in a 4 hour period. The patterned Ti was in-diffused at 1025 °C for 6 hours. The furnace was allowed to cool passively to room temperature. To minimize the out-diffusion of Li and to ensure that the LiNbO₃ remains fully oxidized, wet O₂ was bubbled through deionized water at 70 °C and through the furnace tube at the rate of 2000 cc/min during the entire diffusion process. The diffusion process diagram is illustrated in Fig.8.4.

To avoid the large optical loss that occurs when the quasi-TM mode optical field propagates under the metal electrodes, an intermediate dielectric buffer layer of SiO₂ is required between the optical waveguide
Fig. 8.2 Thermal evaporation system for the deposition of thin film
1. Clean sample
2. Deposit titanium

3. Spin positive photoresist (PR) and bake

4. Expose

5. Develop photoresist

6. Etch titanium

7. Remove photoresist

Fig. 8.3 Photolithographic procedure
Fig. 8.4 Diagram of diffusion process
and the metal electrode [5,62-64]. RF sputtering technique was used to
deposit SiO₂ on the substrate. The RF incident power was 500 W and argon
gas was flown at the rate of 20 cc/min. The pressure of the chamber due to
the argon plasma was kept constant at 3 mmHg during the operation by
controlling an orifice. The sputtering time was 35 min. and 1250 A° of SiO₂
film was deposited. However, the deposited SiO₂ film using RF sputtering
has a potential problem of charge leakage through the dielectric buffer
layer for low-frequency operation including dc operation [62]. Leakage
current through this SiO₂ film originates from the incomplete oxidation of
SiO₂. Such charge leakage can be eliminated by post-deposition annealing in
an oxygen atmosphere [63] or by etching the buffer layer in the gap between
the electrodes. Films of SiO₂ grown by chemical vapor deposition (CVD)
eliminate such possibility of charge leakage thanks to the high quality of
the SiO₂ film [5,21,64]. In our experiment, the device was annealed at 600
°C for 4 hours in an wet oxygen atmosphere to eliminate such leakage. We
confirmed that there were no current leakages through the SiO₂ thin films
for all devices.

Both ends of the device were polished to the order of 1/4 μm to enhance
the coupling between the device and a fiber.

In order to place the Al electrodes on the Y-branch directional coupler,
the photoresist lift-off technique was used at first. In this technique,
the cleaning procedure and the procedure for removing moisture are very
important. The processing data in the lift-off technique such as pre- and
post-baking time, UV exposure intensity, exposure time, and developing time
were not consistent in achieving a clean metal pattern. The procedure was
not reproducible as mentioned in Elliott [65]. The etching technique was then used to fabricate the electrodes after thin film of Al was deposited on the SiO$_2$ film.
CHAPTER 9
MEASUREMENT AND RESULTS

The final devices for the test are illustrated in Fig.9.1. Figure 9.1a is for the dc test and Fig.9.1b is for the microwave test. The modulator was evaluated at 1.3 \( \mu m \) wavelength for quasi-TM mode. The light was coupled into a polished waveguide input and, then, coupled out of the other waveguide ends to the detector by use of a focusing lens. The dc switching test for the device was carried out.

The block diagram for the optical measurement is sketched in Fig.9.2. Using this test set-up, we first measured the optical mode profiles, which are plotted in Fig.9.3. The quasi-TM mode of each waveguide showed, in \( 1/e \) intensity, a modal depth of 3.48 \( \mu m \) and a modal width of 4.95 \( \mu m \). The calculation by the 2-D FDM showed that the modal depth was 3.20 \( \mu m \) and modal width was 4.66 \( \mu m \). Field profiles from both waveguides output were confirmed to be symmetric.

Two samples were tested for dc switching operation. In Fig.9.4, the simulated power output \( R(x)R^*(x) \) of Eq.(6.25) is drawn with a parameter of the interaction length \( L \), which is based on Eq.(6.8). The measured data for the two samples are also illustrated in Fig.9.4. From the figure, we can estimate the extinction ratio. On the other hand, from Fig.7.2b in Chapter 7, we see the frequency response of the modulation depth with a parameter of the interaction length, which is calculated from Eq.(7.4). Using this
Fig. 9.1 LiNbO$_3$ optical modulators for (a) dc test, (b) RF test
Fig. 9.2 Block diagram for the dc test and the near-field measurement
Fig. 9.3 Measured field profiles (a) Horizontal, (b) Vertical
Fig. 9.4 Calculated (lines) and measured (dots) power output $P_R^*$. Solid (for $L = l_y$), dashed (for $L = 0.75 l_y$).
equation, we can estimate the expected bandwidth of the device. We summarize the above results as follows:

<table>
<thead>
<tr>
<th>Device length</th>
<th>( L = 1_y )</th>
<th>( L = 0.75 , 1_y )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Switching voltage</td>
<td>12.5 V</td>
<td>20 V</td>
</tr>
<tr>
<td>Extinction ratio</td>
<td>17 dB</td>
<td>13 dB</td>
</tr>
<tr>
<td>Expected bandwidth</td>
<td>17 GHz</td>
<td>23 GHz</td>
</tr>
</tbody>
</table>

The dc test showed that the actual Y-branch device's coupling length \( 1_y \) was around 3.25 mm, while the calculated coupling length was 2.17 mm. The source of the error can be interpreted from both theoretical and experimental points of view. Theoretically, the deviation could have been caused from the error in calculating the coupling length by the effective index method, and from the error caused by ignoring the presence of the \( \text{SiO}_2 \) buffer layer. Experimentally, there are several potential points where errors may occur: over- or under-developing of the photoresist, and over- or under-etching of the Ti pattern. Even with a perfect design of a device's interaction length, there should be minor coupling at the gradually branching-out section of the coupler's output.

For the RF test, we chose \( L = 0.75 \, 1_y \). This selection gives the good compromise between the large bandwidth (high-speed), the high extinction ratio, and the high switching voltage. Since we emphasized the large bandwidth, the device of \( 0.75 \, 1_y \) was chosen at the cost of having the high switching voltage and the low extinction ratio. The microwave test will be conducted in the near future.
In designing optical modulators and switches, there are three factors that determine the ultimate performance of the Ti-indiffused LiNbO$_3$ modulators: bandwidth (high-speed), switching voltage and extinction ratio. It is, however, difficult to design a practical device with good overall performance in all of the three parameters. For example, the bandwidth can be improved at the expense of switching voltage by shortening the coupling length of the device. Shortening the coupling section is achieved by reducing the electrodes gap, which in turn degrades the extinction ratio. Therefore, there needs to be trade-off to produce a device with superior performance in some particular aspect.

Several types of optical modulators including the cut-off, the uniform directional coupler (DC), Mach-Zehnder interferometer, the alternating $\Delta\beta$ DC, the cross coupler and the Y-branch DC were presented and discussed. The Y-branch directional coupler, among them, was the most promising not only because the device's coupling length is about 70% of that of the uniform DC, but also because it is easy to employ the traveling-wave electrodes. Reduction of the coupling length is very advantageous in achieving high-speed operation. This is the main reason why we selected this type of modulator to obtain a large bandwidth.

In this work, we have developed several analytical and numerical methods: 1) general WKB theory for the analysis of arbitrarily graded-index
waveguides including directional couplers 2) 2-D finite difference method (2-D FDM) for both analysis and modeling of waveguides 3) conformal mapping technique to solve several kinds of electrode structures 4) traveling-wave analysis to calculate the modulation depth.

Based on the developed theories and numerical techniques above, Y-branch directional coupler optical modulators using traveling-wave electrodes were designed, fabricated, and tested.

In Chapter 1, the material properties of LiNbO$_3$ and GaAs were compared from the viewpoint of high-speed optical modulation. Several factors including the loss, the electro-optic effect, and the velocity mismatch between the RF field and the optical field were discussed to evaluate the general performance of the optical modulator. The results indicated that LiNbO$_3$ is more suitable for high-speed modulators using traveling-wave electrodes. It is, however, hard to conclude which material is superior since GaAs appears to be in a better position from the viewpoint of optical circuit integration.

In Chapter 2, we have discussed the effective index method (EIM) and evaluated its pertinent error, especially near the cut-off region. The results of EIM were compared with those of 2-D FDM. The results indicate that EIM shows a large error around the fundamental mode cut-off region. However, EIM results for the well-guided fundamental mode, i.e., near the second mode cut-off region, are quite accurate. This fact is very important from a practical point of view.

In Chapter 3, the general eigenvalue equations of WKB theory were derived to solve the wave equation for arbitrarily graded-index directional couplers.
The theory is utilized for the coupling length calculations of directional couplers with aid of the EIM.

In Chapter 4, nonuniformly discretized 2-D FDM was developed to model a diffusion profile of a channel waveguide. The method took into account boundary conditions either for quasi-TM mode or for quasi-TE mode. The flexible discretization enabled us to put a metal box far away from the guiding region with a limited number of grid lines. The guiding region was sliced minutely, while the region outside was sliced more sparsely. Matrix size and corresponding computing time were reduced considerably. In the modeling, diffusion lengths in lateral and depth directions were also extracted to fit experimental results of mode profiles.

In Chapter 5, the conformal mapping technique was developed to find the static electric field distribution generated by the applied voltage on the electrodes. The method was powerful in that the field analysis is applicable even to the general cases of anisotropic materials. The analytical procedures were applied to find an optimal overlap integral between the modulating RF electric field and the propagating optical field. For the CS electrodes, the maximum overlap integral occurred when the inner edge of the electrode was positioned in alignment with the inner edge of the Ti strip prior to the diffusion.

In Chapter 6, the coupled mode theory was utilized to explain the coupling phenomenon in various coupling structures. The transfer matrix was derived in the normalized form relating both input port and output port of the device. The coupling length of the Y-branch directional coupler was compared with that of the uniform DC in case for the same channel width and
gap. The fact that the coupling length of the Y-branch directional coupler is about 70% of that of the uniform case is very important for high-speed operation.

In Chapter 7, wave behavior in a traveling-wave electrode was analyzed to calculate the modulation depth using a transmission line theory. The modulation depth is a function of source impedance, line impedance of a coupling section, load impedance, optical and microwave index of LiNbO₃, coupling length and microwave frequency. The band-width of an optical modulator could be predicted through the analysis.

In Chapter 8, based on the above discussion and theoretical analyses obtained, we designed a Y-branch directional coupler LiNbO₃ optical modulator with a traveling-wave electrode. We employed the traveling-wave electrode of a semi-infinite coplanar strip (CS) in order to achieve high-speed switching operation. The fabrication procedure for the designed optical modulators are described in detail.

In Chapter 9, the measurement and the results were presented. Using the optical measurement set-up of Fig.9.2, dc switching operation was tested. The optical field intensities of each channel waveguide were first measured. The Y-branch directional coupler is basically a 1x2 self biased switch. Without any applied voltage, the output field profiles of the two arms of the Y-branch directional coupler need to be symmetric. This symmetry and the switching operation were successfully confirmed.

There were many obstacles in performing the several steps of fabrication. We have experienced two especially troublesome steps: depositing the SiO₂ buffer layer using E-beam technique, and making the Al electrode pattern
using the lift-off technique. Three ways of depositing SiO$_2$ were available: liquid phase chemical vapor deposition (LPCVD), electron beam (E-beam) deposition and RF sputtering. We first tried E-beam deposition for depositing a thin SiO$_2$ layer. Even if we tried to bombard the SiO$_2$ source at the lowest speed (1-4 Å/sec) by a high energy electron beam, the deposited thin film appeared to be coarse. When the samples were soaked in acetone for the next step, the thin film immediately showed cracks. As this phenomenon happened repetitively, we gave up trying this technique and changed to the RF sputtering technique. The deposition rate depended on Argon flow rate, chamber pressure of Argon plasma, and incident microwave power. The deposition rate was kept at around 35 Å/min. by controlling a chamber orifice. The deposited SiO$_2$ were very stable and the samples were annealed at 600 °C for 4 hours to remove the possibility of a charge leakage.

In putting the semi-infinite CS electrodes on the Y-branch directional coupler, the lift-off technique was used first. In this technique, a cleaning procedure and a step to remove moisture were extremely important. Even with small amount of moisture, some part of Al patterns turned out to be lifted. The processing parameter in the lift-off technique such as pre- and post-baking time, UV exposure intensity, exposure time, and developing time were not consistent in achieving a clean Al pattern. The etching technique was then used to obtain the nice electrode patterns. The clean Al patterns could be obtained with an yield of almost 100%.

From the dc test, the actual coupling length $l_y$ was proved to be around 3.25 mm rather than a theoretically estimated value of 2.17 mm. The
discrepancy between the calculated coupling length and the fabricated device can be attributed to both theoretical and experimental reasons. In theoretical calculation, the deviation might be caused from the error in calculating the coupling length by the effective index method, and from the error caused by ignoring the presence of the SiO$_2$ buffer layer. However, the dominant causes of the deviation might result from the fabrication procedure in experiment. The potential causes in experiment are over- or under-developing of the photoresist, and over- or under-etching of the Ti pattern. These kinds of errors change the channel width and channel gap at the same time, which affect a strong influence on the actual coupling length. Even with a perfect design of a device's interaction length, some power transfer still occurs in the gradually tapered section of the coupler's output.

In testing the dc switching operation, applied voltage on the electrodes were varied from 0 V to 50 V. Two devices were tested in the dc switching: $l_y$ and 0.75 $l_y$. The experiment showed that, for the interaction length of $l_y$, the switching voltage was 12.5 V, and the extinction ratio was 17 dB. For the device of 0.75 $l_y$, the switching voltage and the extinction ratio were 20 V and 13 dB, respectively.

For the microwave test, the device of 0.75 $l_y$ was chosen. The selection was made at the cost of increasing the switching voltage and lowering the extinction ratio since we emphasized the high-speed modulation. The estimated bandwidth of the device of 0.75 $l_y$ is 23 GHz, while that of the device of $l_y$ is 17 GHz. The microwave test will be conducted in the near future.
APPENDIX A

CONFORMAL MAPPING FUNCTIONS

From Eq.(5.3) and Eq(5.7),

\[
\frac{dw}{dz} = \frac{[(a-c)(b-d)]^{1/2}}{(z-a)^{1/2}(z-b)^{1/2}(z-c)^{1/2}(z-d)^{1/2}}
\]  \hspace{1cm} (A.1a)

\[ a_o = j2K(k') = j2K'(k) \]  \hspace{1cm} (A.1b)

\[ c_o = 2K(k) \]  \hspace{1cm} (A.1c)

where

\[ k = \left( \frac{(b-c)(a-d)}{(a-c)(b-d)} \right)^{1/2}, \quad k' = [1 - k^2]^{1/2} \]

Symmetric CS or CCS Electrodes \((a + d = 0, \ b + c = 0)\)

Inserting the conditions, \(a + d = 0\) and \(b + c = 0\) into Eqs.(A.1)

\[
\frac{dw}{dz} = \frac{(a + b)}{(z-a)^{1/2}(z-b)^{1/2}}
\]  \hspace{1cm} (A.2a)

\[ a_o = j2K(k) \]  \hspace{1cm} (A.2b)

\[ c_o = 2K(k') = 2K'(k) \]  \hspace{1cm} (A.2c)
where \( k = (a - b)/(a + b) \)

or, \( k = W/(W + S) \) in the symmetric CS,

\( = S/(W + S) \) in the symmetric CCS.

\( W \) is the electrode width and \( S \) is the gap between the electrodes. We can verify that Eqs. (A.2) can be rewritten into equivalent forms by use of the elliptic function Identity.

\[
w = \int_{b}^{z} \frac{(a + b)}{(z - a)^{1/2}(z - b)^{1/2}} \, dz = \int_{1}^{z/b} \frac{dt}{(1-t^2)^{1/2}(1-k^2 t^2)^{1/2}} \quad (A.3a)
\]

\[
a_o = jK(k') = jK'(k) \quad (A.3b)
\]

\[
c_o = 2K(k) \quad (A.3c)
\]

where \( k = b/a \) and \( z = sn(w, k) \) sine amplitude function

or, \( k = S/(2W + S) \) in the symmetric CS,

\( = W/(2S + W) \) in the symmetric CCS.

Semi-Infinite Electrodes \((d = -\infty, c = 0)\)

Dividing both numerator and denominator of Eq. (A.1a) by \((-d)^{1/2}\) and setting \(d = -\infty\) and \(c = 0\), we have
\[ w = \int_{b}^{z} \frac{a^{1/2}}{(z-a)^{1/2}(z-b)^{1/2}} \, dz = \int_{1}^{(z/b)^{1/2}} \frac{dt}{(1-t^2)^{1/2}(1-k^2t^2)^{1/2}} \tag{A.4a} \]

\[ a_o = j2K(k') = j2K'(k) \tag{A.4b} \]

\[ c_o = 2K(k) \tag{A.4c} \]

where \( k = (b/a)^{1/2} \) and \( z = b \, \text{sn}^2 \left( \frac{w}{2}, k \right) \)

Two-Infinite Electrodes (\( a + d = 0, b + c = 0, a = \infty \))

This case is a special one for the symmetric CS finite electrodes.

Dividing the numerator and denominator of Eq.(A.2a) by \( a \), and setting \( a = \infty \), we obtain

\[ w = \int_{b}^{z} \frac{1}{(z-b)^{1/2}} \, dz = \cosh^{-1} \left( \frac{z}{b} \right) \tag{A.5a} \]

From Eq.(A.2b) and Eq.(A.2c), and taking \( a = \infty \)

\[ a_o = j2K(1) = j\infty \tag{A.5b} \]

\[ c_o = 2K'(0) = \pi \tag{A.5c} \]
APPENDIX B

PERTURBATION THEORY

A formalism of directional coupling between two adjacent waveguides can be developed from the Maxwell's wave equation of the form

\[ \nabla^2 E(r, t) = \mu \frac{\partial^2}{\partial t^2} [\varepsilon(r)E(r, t)] = \mu \frac{\partial^2}{\partial t^2} [\varepsilon_0 E(r, t) + P(r, t)] \]  

(B.1)

and

\[ P(r, t) = P_0(r, t) + \Delta P_0(r, t) \]  

(B.2a)

\[ P_0(r, t) = [\varepsilon(r) - \varepsilon_0]E(r, t) \]  

(B.2b)

\[ \Delta P_0(r, t) = \Delta \varepsilon(r)E(r, t) = \Delta n^2(r)\varepsilon_0 E(r, t) \]  

(B.2c)

where \( P_0(r, t) \) and \( P(r, t) \) are the unperturbed and the perturbed polarizations, respectively, in the guided structure. A transverse modal field \( E(r, t) \) is one of three components in the rectangular coordinate and \( P(r, t) \) is the component in the same polarization. Substituting Eqs. (B.2) into Eq. (B.1), we obtain

\[ \nabla^2 E(r, t) - \mu \varepsilon(r) \frac{\partial^2}{\partial t^2} E(r, t) = \mu \frac{\partial^2}{\partial t^2} [\Delta P(r, t)] \]  

(B.3)

Under the assumption that there is no variation of index in \( y \)-direction ( \( d/dy = 0 \)), we can expand the total field in the perturbed waveguide as a superposition of confined modes.
\[ E(\mathbf{r}, t) = \sum_m C_m(z) E_m(x) e^{j(\omega t - \beta_m z)} \quad \text{(B.4)} \]

where \( E_m(x) \) satisfies

\[ \left( -\frac{\partial^2}{\partial x^2} - \beta_m^2 \right) E_m(x) + \omega^2 \mu \varepsilon(x) E_m(x) = 0 \quad \text{(B.5)} \]

Substitution of Eq. (B.4) in Eq. (B.3) leads to

\[ -j\omega t e^{\sum_m C_m(z) \left[ \left( -\frac{\partial^2}{\partial t^2} - \beta_m^2 \right) E_m(x) + \omega^2 \mu \varepsilon(x) E_m(x) \right] e^{-j\beta_m z} \]

\[ + \left[ -j2\beta_m \frac{d C_m(z)}{dz} + \frac{d^2}{dz^2} C_m(z) \right] E_m(x) e^{-j\beta_m z} = \mu \frac{\partial^2}{\partial t^2} [\Delta P(x, t)] \quad \text{(B.6)} \]

Note that the sum of the first three terms in Eq. (B.6) is zero in view of Eq. (B.5). If we assume slowly varying inhomogeneity, i.e., \( \lambda |\partial A/\partial z|^2 \ll \partial A/\partial z \), Eq. (B.6) reduces to the approximate form

\[ -\sum_m j2\beta_m \frac{d C_m(z)}{dz} E_m(x) e^{j(\omega t - \beta_m z)} = \mu \frac{\partial^2}{\partial t^2} [\Delta P(x, t)] \quad \text{(B.7)} \]

We take the product of Eq. (B.7) with \( E_n(x) \). Then,

\[ -\sum_m j2\beta_m \frac{d C_m(z)}{dz} E_m(x) E_n(x) e^{j(\omega t - \beta_m z)} = \mu \frac{\partial^2}{\partial t^2} [\Delta P(x, t) E_n(x)] \quad \text{(B.8)} \]

With the orthogonality condition [40] of
\[
\frac{1}{2} \int_{-\infty}^{\infty} E_n^*(x) H_n(x) \, dx = \frac{\beta_n}{2 \omega} \int_{-\infty}^{\infty} E_n^*(x) E_n(x) \, dx = \delta_{mn}
\]  
(B.9)

where \( \delta_{mn} \) is Kronecker delta, we integrate Eq.(B.8) from \( -\infty \) to \( \infty \). Thus,

\[
\frac{d}{dz} C_n(z) e^{j(\omega t - \beta_n z)} - \frac{d}{dz} C_n(z) e^{j(\omega t + \beta_n z)} = I \frac{\partial^2}{\partial t^2} \int_{-\infty}^{\infty} \Delta P(x,t) E_n(x) \, dx
\]  
(B.10)

Here, we deal with the case of forward co-directional interaction only. Then, Eq.(B.10) becomes

\[
\frac{d}{dz} C_n(z) e^{j(\omega t - \beta_n z)} = I \frac{\partial^2}{\partial t^2} \int_{-\infty}^{\infty} \Delta P(x,t) E_n(x) \, dx
\]  
(B.11)

Consider the case of two planar waveguides illustrated in Fig.B.1. The refractive index distribution for each waveguide in the absence of the coupling is given by \( n_1(x) \) and \( n_2(x) \). The corresponding fields are denoted by \( E_1(x) \) and \( E_2(x) \). In most cases, the perturbation is small and the overall field in the guiding structure can be represented by the combined fields, \( E_1(x) \) and \( E_2(x) \), the local normal modes of the two isolated guides.

\[
E(x) = A(z) E_1(x) e^{j(\omega t - \beta_1 z)} + B(z) E_2(x) e^{j(\omega t - \beta_2 z)}
\]  
(B.12)

where \( \beta_1 \) and \( \beta_2 \) are the propagation constants of each waveguide. The perturbation polarization responsible for the coupling is calculated by substituting Eq.(B.12) into Eq.(B.2c). The result is
Fig. B.1 Refractive index profiles (a) Directional coupler: $n(x)$ (b), (c) Isolated waveguides: $n_1(x)$ and $n_2(x)$
\[ \Delta p = e^{j \omega t} \epsilon_0 [A(z)E_1(x)\left(n_1^2(x) - n_2^2(x)\right) + B(z)E_2(x)\left(n_1^2(x) - n_2^2(x)\right)e^{-j \beta_2 x}] \]

By replacing \( E_n(x) \) of Eq.(B.11) with \( E_1(x) \) and \( E_2(x) \), respectively, Eq.(B.11) reduces to two separate equations.

\[ \frac{d}{dz} A(z)e^{j(\omega t - \beta_1 z)} = \frac{i}{4\omega} \frac{\partial^2}{\partial t^2} \int_{-\infty}^{\infty} \Delta p(x,t)E_1(x)dx \]  

(B.14a)

\[ \frac{d}{dz} B(z)e^{j(\omega t - \beta_2 z)} = \frac{i}{4\omega} \frac{\partial^2}{\partial t^2} \int_{-\infty}^{\infty} \Delta p(x,t)E_2(x)dx \]  

(B.14b)

Note that the complex amplitude \( A(z) \) and \( B(z) \) replace \( C_n(z) \) of Eq.(B.11) in formulating Eqs.(B.14). Substitution of Eq.(B.13) into Eqs.(B.14) leads to

\[ \frac{d}{dz} A(z) = -jk_{12} B(z)e^{j(\beta_1 - \beta_2) z} - jM_1 A(z) \]  

(B.15a)

\[ \frac{d}{dz} B(z) = -jk_{21} A(z)e^{j(\beta_2 - \beta_1) z} - jM_2 A(z) \]  

(B.15a)

where

\[ k_{12} = \frac{\omega \epsilon_0}{4} \frac{\partial^2}{\partial t^2} \int_{-\infty}^{\infty} \left[n_1^2(x) - n_2^2(x)\right]E_1(x)E_2(x)dx \]  

(B.16a)

\[ k_{21} = \frac{\omega \epsilon_0}{4} \frac{\partial^2}{\partial t^2} \int_{-\infty}^{\infty} \left[n_1^2(x) - n_2^2(x)\right]E_1(x)E_2(x)dx \]  

(B.16b)
\[ M_1 = \frac{\omega \varepsilon_0}{4} \frac{\partial^2}{\partial t^2} \int_{-\infty}^{\infty} [n_2^2(x) - n_1^2(x)][E_1(x)]^2 \, dx \]  
(B.16c)

\[ M_2 = \frac{\omega \varepsilon_0}{4} \frac{\partial^2}{\partial t^2} \int_{-\infty}^{\infty} [n_2^2(x) - n_2^2(x)][E_2(x)]^2 \, dx \]  
(B.16d)

Since we deal with the weak coupling, \( M_1 \) and \( M_2 \) are almost negligible. Ignoring \( M_1 \) and \( M_2 \), we finally have

\[ \frac{d}{dz} A(z) = -jk_{12} B(z) e^{-j\Delta \beta z} \]  
(B.17a)

\[ \frac{d}{dz} B(z) = -jk_{21} A(z) e^{j\Delta \beta z} \]  
(B.17b)

where \( \Delta \beta = \beta_2 - \beta_1 \).
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