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<td>Biot number = (hL/k)</td>
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</tr>
<tr>
<td>Re</td>
<td>Reynolds number = (4\dot{m}/\pi \mu D)</td>
</tr>
<tr>
<td>S</td>
<td>Least squares value</td>
</tr>
<tr>
<td>T</td>
<td>Temperature ([\degree C or K])</td>
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\( \beta \) \hspace{1cm} \text{Grid stretching parameter}

\( \gamma \) \hspace{1cm} \text{Ratio of specific heats, Chapter 2}

\( \gamma \) \hspace{1cm} \text{Conjugation coefficient for Conjugate Gradient Method, Chapter 4}

\( \delta \) \hspace{1cm} \text{Deflection angle in radians, Chapter 2}

\( \delta \) \hspace{1cm} \text{Thickness [m], Chapter 3}

\( \delta \) \hspace{1cm} \text{Dirac delta function, Chapter 4}

\( \epsilon \) \hspace{1cm} \text{Stopping criteria value}

\( \eta \) \hspace{1cm} \text{Transformed z coordinate}
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Chapter</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\theta$</td>
<td>Oblique Shock wave angle in radians</td>
<td>2</td>
</tr>
<tr>
<td>$\theta$</td>
<td>Dimensionless temperature</td>
<td></td>
</tr>
<tr>
<td>$\lambda$</td>
<td>Lagrange multiplier</td>
<td>4</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>Effective time constant</td>
<td>5</td>
</tr>
<tr>
<td>$\mu$</td>
<td>Viscosity [Pa-s]</td>
<td></td>
</tr>
<tr>
<td>$\xi$</td>
<td>General parameter to be estimated</td>
<td>4</td>
</tr>
<tr>
<td>$\xi$</td>
<td>Dummy integration variable</td>
<td>5</td>
</tr>
<tr>
<td>$\rho$</td>
<td>Density $[\text{kg/m}^3]$</td>
<td></td>
</tr>
<tr>
<td>$\tau$</td>
<td>Dummy variable of integration</td>
<td></td>
</tr>
<tr>
<td>$\tau$</td>
<td>Time constant $[\text{s}]$</td>
<td></td>
</tr>
<tr>
<td>$\phi$</td>
<td>Heat transfer enhancement ratio</td>
<td>3</td>
</tr>
<tr>
<td>$\phi$</td>
<td>Dimensionless step response</td>
<td>4</td>
</tr>
<tr>
<td>$\omega$</td>
<td>Humidity ratio</td>
<td></td>
</tr>
</tbody>
</table>

**Subscripts**

<table>
<thead>
<tr>
<th>Subscript</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>D</td>
<td>Solid domain</td>
</tr>
<tr>
<td>T</td>
<td>Thermocouple measured quantity</td>
</tr>
<tr>
<td>a</td>
<td>Adiabatic quantity</td>
</tr>
<tr>
<td>air</td>
<td>Air quantity</td>
</tr>
<tr>
<td>exp</td>
<td>Experimental measurement</td>
</tr>
<tr>
<td>f</td>
<td>Fluid quantity</td>
</tr>
<tr>
<td>l</td>
<td>Liquid quantity</td>
</tr>
<tr>
<td>m</td>
<td>Measurement quantity</td>
</tr>
<tr>
<td>mix</td>
<td>Mixture quantity</td>
</tr>
<tr>
<td>mod</td>
<td>Modified quantity</td>
</tr>
</tbody>
</table>
o  Stagnation quantity, Chapter 2

o  Initial quantity, Chapter 4

rms  Root-mean-square value

s  Surface quantity

sat  Value at saturation conditions

sim  Simulated measurement

snd  Quantity at the speed of sound

v  Vapor quantity

w  Wall quantity

**Superscripts**

*  Critical quantity, Chapter 2

*  Dimensionless quantity
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This study investigates the heat transfer characteristics of a multi-phase supersonic jet impingement heat transfer facility. In this facility water droplets are injected upstream of a converging-diverging nozzle designed for Mach 3.26 air flow. The nozzle is operated in an overexpanded mode. Upon exiting the nozzle, the high speed air/water mixture impinges onto a heated surface and provides cooling. Steady state heat transfer measurements have been performed with peak heat transfer coefficients exceeding 200,000 W/m². These heat transfer coefficients are on the same order as some of the highest heat transfer coefficients ever recorded in the literature. Remarkably these heat transfer coefficients are obtained using liquid flowrates ranging from 0.2 to 0.7 g/s, in contrast to the several kg/s flowrates seen in studies that produce similarly high heat transfer coefficients.

During steady state operation it is noted that no evidence of phase change was experimentally observed. Preliminary investigations indicate that it may not be possible to obtain evaporative heat transfer in the current facility. In order to investigate this possibility higher surface temperatures are needed. However, designing a steady state experiment to achieve high temperature operation is rife with difficulties and is likely to be prohibitively expensive.
In order to overcome these challenges a transient inverse heat transfer (IHT) method has been developed. One of the important issues revealed during this investigation is that sensor dynamics will impact the measurements, thus diminishing the measurement reliability. To alleviate this issue, a method of incorporating sensor dynamics into the IHT method was developed. This type of method is not explicitly found in the literature to the author’s knowledge. A method for accurately determining the impulse response function of the thermocouples used in the transient IHT experiments yields good experimental results. Heat loss is discovered to be a critical factor in the IHT method, and a difference in temperature of 3 °C between that measured and the ideal case renders the IHT results unusable.

A parametric study was performed to determine the effects of: disc height, impulse response function, magnitude and shape of the heat transfer coefficient distribution, the number of temperature sensors used, and the magnitude of the error in the data acquisition system. It was discovered that the method was insensitive to noise levels found in laboratory conditions and the accuracy increases for a decreasing disc height. The relative slowness of the impulse response functions did affect the accuracy of the IHT method as long as the time constant of the functions is accurately known.
CHAPTER 1
INTRODUCTION AND LITERATURE REVIEW

Jet impingement produces high heat transfer coefficients, up to approximately $10^5 \text{ W/m}^2 \cdot \text{K}$. Liquid impinging jets have supported some of the highest recorded surface heat fluxes, ranging from 100 to 400 $\text{MW/m}^2$, [1]. Oh et al. [2] and Lienhard and Hadaeler [3] have studied liquid jets and arrays that can produce heat transfer coefficients of 200 $\text{kW/m}^2 \cdot \text{K}$. These high heat transfer rates are accompanied by high liquid flowrates of up to several kg/s of water, and such high water consumption may be undesirable in some industrial settings. The current study proposes to use a supersonic multiphase jet impingement facility designed after an experiment by Klausner et al. [4], which uses the addition of liquid droplets to the impinging air-stream to enhance the heat removal rate of the supersonic jet. The liquid flowrate will be orders of magnitude lower than that used by the studies mentioned above, with less than one g/s, which may be very desirable in applications where minimal water consumption is a concern.

Supersonic two-phase jet heat transfer is a field that has not been previously studied. The contribution of the current study will largely consist of characterizing the heat transfer capabilities of such a system including the effects of air and liquid mass flowrates and nozzle spacing. Additionally, evaporative heat transfer capabilities of the jet will be studied; in this scenario the latent heat of vaporization could potentially greatly enhance the heat removal capabilities of the facility. However, it is not known whether or not liquid evaporation can be achieved due to the high stagnation pressure. Due to high impact pressures near the jet centerline, phase change is not likely in this region; however, the conditions far removed from the impingement point may allow phase change to occur.
1.1 Literature Review

Jet impingement heat transfer is a very diverse field and consists of single-phase heat transfer and evaporative heat transfer, spray/mist cooling, and supersonic jet impingement heat transfer. A brief review of jet impingement heat transfer is provided.

1.1.1 Single-Phase Jet Impingement

The analytical study of stagnation point flows largely begins with Hiemenz [5] who studied the flow field of a laminar impinging jet by modifying the Blausis boundary layer solution. Homann [6] extended this analysis to axisymmetric flows. These flows are part of the Falkner-Skan boundary layer equations, which take the general form

\[ f''' + \beta_o f'' f - \beta (1 - f'^2) = 0 \]

where

\[ f(0) = f'(0) = 0 \quad \text{and} \quad f(\infty) = 1. \]

(1–1)

The velocities \( u \) and \( v \), and the similarity variable, \( \eta \), are defined as

\[ u = axf'(\eta) \]
\[ v = -\beta_o \sqrt{\frac{a}{\nu}} f(\eta) \]
\[ \eta = y \sqrt{\frac{a}{\nu}} \]

where \( a \) is a proportionality constant and \( \nu \) is the kinematic velocity of the fluid. Note that in the radial case the variable \( x \) is the radial distance from the origin. The particular values of \( \beta \) and \( \beta_o \) are 1 and 1 for Hiemenz flow and 1 and 2 for Homann flow. The variable \( f'' \) is proportional to the shear stress, \( f' \) is the non-dimensional velocity \( u/U_\infty \), and \( f \) is the stream function. Equation (1–1) represents a non-linear ordinary differential equation (ODE) which must be solved numerically. The shooting type method is generally used as the value of \( f'' \) is unknown at the origin. The values of \( f'' \) at the origin
obtained numerically are 1.2325 for Hiemenz flow and 1.3120 for Homann flow, as found in [7]. The solution for Hiemenz and Homann flow are shown in Figure 1-1. It is evident that the flow fields behave very similarly; however, the free stream velocity and shear stress are reached for smaller values of the similarity variable for axisymmetric stagnation point flow. A full derivation of these and other stagnation point flows using a similarity type approach as that above can be found in the book by Schlichting and Gersten [8].

Figure 1-1. Solution of a) Hiemenz stagnation point flow and b) Homann stagnation point flow.
While the above analysis is sufficient for completely laminar impinging jets, jets which find industrial application must deal with the boundary layer approaching the free surface of the jet far removed from the centerline as well as the transition to turbulence. Due to the different flow regimes the jet analysis is typically broken up into several different regions and analyzed through the use of a von Kármán momentum integral analysis; for an analysis of stagnation region see [9).

The analysis of the temperature field within the boundary layer for these types of flows is complicated due to the behavior of the thermal boundary layer that develops on the surface. It is further complicated by the nature of the fluid itself as flows with larger Prandtl (Pr) number behave very differently than flows with small ones. As the boundary layer moves away from the centerline, the hydrodynamic boundary layer reaches the free surface before the thermal boundary layer for Pr < 1 while the converse is true for Pr > 1. Liu et al. have analyzed the flow in each of these regions for single phase jets with constant surface temperature and heat fluxes, mostly through the use of the von Kármán-Pohlhausen integral solution [10, 11]. They were able to model the transition to turbulence and the subsequent turbulent flow as well. Their solutions agree exceptionally well with experimental results. In general the solutions have the form of

The analysis of the above flow field is not limited to integral solutions or to constant boundary conditions. Wang et al. [12, 13] studied the effects of a spatially varying surface temperature and heat flux on the solution using a perturbation method. They found that the direction of increasing temperature affects the Nusselt number of the flows, notably that increasing the wall temperature or heat flux with radial distance from the origin will decrease the Nusselt number in the stagnation zone. Conversely it increases the Nusselt number in the boundary layer region. Wang et al. additionally studied the conjugate heat transfer problem where the temperature field is determined in the liquid and solid simultaneously, [14]. They found that thickness of the heater can be a contributing factor for the heat removal capability of the jet.
There are several additional phenomena that impact the cooling rates of impinging jets. These include the effects of the jet nozzle diameter [15], hydraulic jump [16], and the splattering of liquid from the resulting free surface [17]. In cases with sufficiently high surface temperature, phase change can be observed under impinging jets including the regions of nucleate boiling, departure from nucleate boiling, and transition boiling [18]. While most studies of liquid jet impingement find no appreciable effect on the nozzle height above the heat surface, Jambunathan et al. [19] noted that some studies do show an effect most notably at higher Reynolds numbers. An empirical correlation based on heat transfer data available in the literature was proposed however, it provides no physical insight of the flow field and heat transfer taking place.

Liquid jet impingement can support exceptionally high surface heat fluxes. Liu and Lienhard [1] used a liquid jet with velocities exceeding 100 m/s, liquid supply pressures of up to approximately 9 MPa, and flowrates of approximately 300 g/s to remove heat fluxes of at least 100 MW/m$^2$. These experiments were novel in the fact that they used a plasma torch as a heat source. Surface temperatures were determined by coating the top surface with a material of known melting temperature and completing several experimental runs until the surface temperature could be isolated to lie within a range of temperatures. Melting of the heated surface occurred due to the use of the torch and the back wall temperature was assumed to be essentially the melting temperature of the solid. The heat flux was determined by using the minimum thickness of the solid where it had melted and then assuming a linear temperature profile. Because of the coarse nature of the measurements, uncertainty is hard to quantify and heat transfer coefficients were not reported. However, the heat fluxes measured are the highest steady state values recorded in the literature. To further enhance the study of high heat flux removal Michels, Hadeler, and Lienhard [20] and Lienhard and Napolitano [21] designed thin film heaters using vacuum plasma spraying and high velocity oxygen fuel spraying. These heaters are supplied with dc electrical power of up to 3,000 A and

23
24 V, producing heat fluxes of up to 17 MW/m². Lienhard and Hadeler [3] were able to construct an array of liquid jets with liquid supply pressures of approximately 2 MPa and flowrates of approximately 4 kg/s. These impinging jet arrays were able to support heat fluxes of 17 MW/m² with an average heat transfer coefficient of 200 kW/m² with uncertainties of ±20%. Similar results were found in a study by Oh et al. [2]. These studies help illustrate the high heat removal capabilities of jet impingement technology.

For an extensive review of the subject of liquid jet impingement the author recommends the review articles of Liendhard [22], Webb and Ma [23], and Martin [24]. These articles offer a complete review of the subject and include many effects not discussed in this brief literature survey.

1.1.2 Mist and Spray Cooling

Mist/spray cooling of a heated surface is largely different from jet impingement due to the fact that the liquid impinging on the surface is in the form of disperse droplets. These droplets are usually generated by forcing liquid through very small orifices within a nozzle which atomizes the liquid. The primary benefit of using this technique is that the disperse droplets generally allow for evaporative heat transfer to dominate. Mist/spray cooling produces heat transfer coefficients on the order of those found during pool boiling. However, the critical heat flux can be several times higher [25].

The droplet size is an important parameter in mist/spray cooling, Estes and Mudawar [26] correlated the critical heat flux (CHF) with the Sauter mean diameter of the sprays; they also found that the apparent density of the spray can be an important factor in mist/spray cooling as denser sprays are less effective. Mist/spray cooling can also be applied to surfaces lower than the boiling point of the liquid. The reduced evaporation can lead to a buildup of a liquid film on the heated surface which can have a thickness less than the size of the droplets. Graham and Ramadhyani [27] performed an experimental study which shows that increasing the amount of droplets on the surface can lead to thicker films which may increase the thermal resistance at the surface;
however, this thick film may be able to convect the heat away better due to an increased velocity. They were able to develop a simple model of the thin film dynamics and the resulting heat transfer which had approximately 4% error for heat flux predictions with an air/methanol mixture but, only provided qualitative agreement when used with air/water data. It is noted here that because of the evaporation taking place in mist/spray cooling, the heat transfer coefficient does not vary appreciably with the radial distance, a feature quite different than that found in jet impingement heat transfer. Readers desiring a comprehensive review of mist spray cooling are encouraged to consult the review article of Bolle and Moureau [28].

1.1.3 Supersonic Jet Impingement

The flow field of a supersonic jet exhibits very complex phenomena. The nature of the flow can change dramatically as the nozzle exit to ambient pressure ratio changes, sometimes quantified by the stagnation to ambient pressure ratio. When the nozzle exit pressure is lower than the ambient pressure oblique shock waves form at the edge of the nozzle in order to compress the flow. These shock waves become Prandtl-Meyer expansion fans when they meet at the jet centerline. This process leads to a series of reflected shock waves and expansion fans forming in the flow field at the exit of the nozzle, including the formation of normal shocks in the flow known as Mach disks. When the jet exit pressure is larger than the ambient pressure, Prandtl-Meyer expansion fans form at the exit of the nozzle and a similar series of events take place. The flow field of the jet changes dramatically in the axial direction. Zapryagaev et al. [29] noted that for overexpanded jets the radial pressure distribution upstream of the first shock cell contains several local maxima with very sharp discontinuities present. These discontinuities disappear downstream of the first shock cell and generally a non centerline maximum appears in the pressure distribution. These features are present in underexpanded jets as well, [30]. While these features are complex they can be
modeled somewhat accurately by a method of characteristics approach as noted by Pack, [31, 32] and Chu [33], among others.

Underexpanded impinging jets have been extensively studied in the literature as they pertain to the launching of rockets and spacecraft, whereas overexpanded impinging jets are relatively uncommon in industrial settings. When a jet impinges upon a flat plate, a complex shock structure is formed. This shock structure forms several complex features including a triple shock structure, where three shock waves intersect near the impingement surface, a bow shock, also known as a plate shock in the literature, as the flow must come to rest in the stagnation point on the surface, and the shock waves which radiate from the triple shock point and slow the flow along the plate to subsonic speeds. These features appear in all types of supersonic impinging jets including underexpanded, ideally expanded, and overexpanded. The bow shock, if curved, can form a recirculating stagnation region in the area of the center of the jet to the edge of the nozzle. An illustration of the complex shock structure of the flow at larger radial distances along the impingement plate is shown in Figure 1-2.

The stagnation region is very complex due to the formation of the above mentioned bow shock and stagnation bubble. Donaldson and Snedeker [30] studied underexpanded jets from a converging nozzle and performed many different measurements to help
characterize some of the important features of the flow including impingement angle and nozzle pressure ratio. They were able to observe stagnation bubbles forming, but noted that this phenomenon did not occur in every experiment. Schlieren photographs were taken as well as total pressure measurements along the jet centerline, and it was observed that the velocity and pressure vary greatly in the axial direction. The velocity in the radial wall jet region was measured via the use of pitot-static pressure tube measurements along the impingement surface, the effects of surface curvature were also characterized. Gummer and Hunt [34] also studied the flow of uniform axisymmetric ideally expanded supersonic jets with low nozzle to height spacing and noted the presence of the bow shock and complex shock structure in the wall jet region. They attempted to use a polynomial and integral relation method to model the bow shock height and the pressure distribution under the nozzle. Some success was seen for high Mach numbers but not in the region of the triple shock. Low Mach number calculations contained as much as 60% error. Carling and Hunt [35] performed a theoretical and experimental investigation using the nozzles of Gummer and Hunt. Their study mostly comprised of the region just outside of the nozzle along the impingement plate. They were able to note the presence of the stagnation bubble for some of their experiments, but not all. The presence of the stagnation bubble can severely influence the pressure distribution on the plate and an annular maximum is possible for some jet spacings. Attempts were made to model the shock structure in the wall jet region using the method of characteristics. Qualitative features of the flow were able to be reproduced. However, there appears to be some error in the region near the triple shock region. The pressure variation along the plate was measured which showed several regions of unfavorable pressure gradient. Carling and Hunt were able to investigate these regions by coating the impingement plate with a type of grease. When the jet is impinged upon the plate these unfavorable pressure gradients cause the grease to be removed due to local separation of the boundary layer. A photograph of one of these experiments is shown
Figure 1-3. Grease streak type photograph from [35], the dark areas contain no grease and are areas of high wall shear stress. [Reprinted with permission from Carling, J. C. and Hunt, B. L., The Near Wall Jet of a Normally Impinging, Uniform, Axisymmetric, Supersonic Jet, Journal of Fluid Mechanics 66 (1974) 159–176 (Plate 3 Figure 6(d)), Cambridge University Press]

in Figure 1-3. The dark regions represent where no grease is present; note the very dark region near a radial distance of 2 nozzle diameters from the center where evidence of separation is clearly evident. The separation phenomenon was noted by several investigators including Donaldson and Snedeker, [30]. Kalghatgi and Hunt provide a qualitative analysis experimental study of overexpanded jets which concentrated on the triple shock problem near the edge of the bow shock. Their analysis suggests that flat bow shocks are a possibility and schlieren photographs of overexpanded impinging jets with Mach numbers ranging from approximately 1.5 to 2.8 largely confirmed their qualitative analysis. They also note that the formation of a flat bow shock is a phenomenon that is hard to predict. Lamont and Hunt performed a comprehensive experimental study on underexpanded jets oriented normally and obliquely to a flat plate which includes pressure measurements and schlieren photographs. The stagnation bubble phenomenon was noted as well as some unsteadiness in the jet. Velocity and pressure profiles were seen to vary greatly with the nozzle to plate distance, and it was noted that the local shock structure has a strong influence on the flow field.
Unsteadiness of the impinging jet is caused by a feedback phenomenon which has been extensively studied due to its importance in air vehicle takeoff, including the launching of rockets and short/vertical take off and landing vehicles, such as the Joint Strike Fighter. This mechanism was successfully modeled by Powell, \[36, 37\]. The mechanism is caused by acoustic phenomena occurring at the edge of the nozzle. These acoustic waves cause vortical structures to be generated in the shear layer of the jet and are convected towards the impingement point. Upon encountering the region near the plate, these structures interact with the shock waves near the plate generating strong acoustic waves, which travel upstream towards the nozzle where they interact with the nozzle edge generating more acoustic waves which then repeat the process \[38\]. Krothapalli \[39\] was able to predict the frequencies generated by a supersonic impinging rectangular jet using Powell’s model, thus validating the theory. The effects of the unsteadiness on the flow field will be detailed below.

Due to the complex shock structure and unsteady phenomena in impinging jets, numerical simulations are often used to help enhance the knowledge in this area. Alvi et al. \[40\] modeled the impingement of moderately underexpanded jets and used Particle Image Velocimetry (PIV) to help verify their results. Their method had reduced temporal accuracy, but was able to reproduce major flow features including the stagnation bubble and wall jet region, although the region of the triple shock point had some disparity between the numerical and experimental results. Klinkov et al. \[41\] compared numerical results of the velocity, pressure, and density fields to experimental results in the form of schlieren photographs and surface pressure measurements. Their study focused on overexpanded jets with Mach numbers in the range of 2.6 to 2.8 at approximately ambient stagnation temperatures. They found that the location of the bow shock can change significantly with nozzle to plate spacing, with several regions of a near constant shock height followed by an almost discontinuous change to another height. Regions of high shock height represent a convex bow shock and regions of low shock height
represent a flat bow shock with unsteadiness noted as the shock transforms to from a convex shock to a flat shock. They also noted that a stagnation bubble region is typical of a convex bow shock and that regular stagnation flow accompanies a flat bow shock. An illustration is shown in Figure 1-4. The behavior of the bow shock is significantly affected by the unsteady feedback mechanism as it is seen to oscillate back and forth along the axis of the jet. This causes correspondingly large fluctuations in the surface pressure on the impingement plate. Kawai et al. performed a computational aeroacoustic study which was 2\textsuperscript{nd} order accurate in time and 7\textsuperscript{th} order accurate in space. This study was done to determine the effects of the presence or absence of a hole in a launch pad configuration and primarily focused on large nozzle to plate spacings and the effect of Reynolds number on the unsteady phenomena. It was seen that high Reynolds numbers can significantly increase the sound power levels of the jet and the magnitude of its oscillations. Their numerical code produced results which agreed well with historical sound power level data maintained by NASA. This study is useful in illustrating the complexity of the problem under study and how very complex numerical simulations are needed to accurately reproduce the features of the flow.

The addition of moisture in the form of water vapor to the air supply of an impinging jet can have a noticeable impact on the flow field. This was observed experimentally by Baek and Kwon [42] who performed studies of air with varying degrees of supersaturation of water vapor for a supersonic jet issuing into quiescent air. They found that the location of the Mach disk was located further upstream in the flow for moist air jets and its size was reduced. Empirical correlations for the location of quantities such as the size and location of the Mach disk and the location of the jet boundary were proposed, although little mechanistic insight to the flow was gained. Numerical studies by Alam et al. [43, 44] and Otobe et al. [45] were performed for air with various values of supersaturation of water vapor for a supersonic jet impinging on a flat plate. They attempted to model the non-equilibrium condensation taking place in the region after the
Figure 1-4. Numerical results of a flow field with a flat plate shock (left) and curved flat plate shock (right). [Reprinted with permission from Klinkov K. et al, Behavior of Supersonic Overexpanded Jets on Plates, in: H.-J. Rath, C. Holze, H.-J. Heinemann, R. Henke, H. Hnlinger (Eds.), New Results in Numerical Fluid Mechanics V, volume 92 of Notes on Numerical Fluid Mechanics and Multidisciplinary Design, Springer, 2006, pp. 168–175 (Page 173 Figure 3]

first Mach disk in the flow. Their model assumes no slip between the liquid droplets that condense and that these droplets do not influence the pressure of the flow downstream. The flow field displays some noticeable differences than that of dry air. The authors propose that this is due to the addition of the latent heat of condensation to the air by the condensing water vapor. Unsteady behavior due to the acoustic feedback mechanism by Powell was seen in the simulations. This unsteadiness was not present upstream of the first Mach disk, but was seen down stream of it. The presence of condensate particles combined with the addition of the latent heat reduces the magnitude of the pressure fluctuations seen in the downstream portion of the flow which is illustrated in Figure 1-5. The authors attempted to verify their simulations with experimental data,
mostly consisting of comparing the shock structure as seen in schlieren photographs like those in the study by Baek and Kwon, along with noise tones for dry air generated by the acoustic feedback mechanism. This proposed validation is weak because there is a lack of experimental data of which to compare to in the literature.

The study of supersonic impinging jet heat transfer jets has been studied extensively in the literature. Unfortunately most of these studies have focused on the heat transfer from a rocket exhaust to a launch pad facility. Donaldson et al. [46] performed an experimental study of impinging sonic jets and their turbulent structure. The authors were able to develop a correlation for Nusselt number based on applying a turbulent correction factor to laminar impinging jet theory near the stagnation point and further away in the wall jet region. While good agreement was found for their correlation it is for sonic or just slightly supersonic impinging jets and does not apply to the highly
supersonic jets previously mentioned. The unsteady acoustic feedback phenomenon previously discussed causes interactions between acoustic waves and the shock structure of the impingement region. This results in local cooling to occur in the region of the jet edge and is very noticeable in the measurement of the adiabatic wall temperature. This phenomenon is termed cooling by shock-vortex interaction by Fox and Kurosaka [47] who investigated this phenomenon. Kim et al. [48] studied the surface pressure and adiabatic wall temperature of an underexpanded supersonic impinging jet. They noted that the acoustic vortical structure interaction significantly affects the adiabatic wall temperature and surface pressure which also varies greatly with nozzle height. The presence of a stagnation bubble, which enhances the cooling directly below the nozzle, was noted as well. Rahimi et al. studied the heat transfer of underexpanded impinging jets onto a heated surface. The temperature of the impingement surface with uniform applied heat flux is noted to change dramatically with radial distance as well as with nozzle spacing as shown in Figure 1-6. They note that Nusselt number scales approximately with the square root of Reynolds number and that high heat transfer rates are encountered in the stagnation zone when a stagnation bubble is present. Due to the complexity of the problem, they note that a general correlation of Nusselt number should be a function of not only Reynolds number and Prandtl number, as is common, but also a function of Mach number and nozzle spacing. Yu et al. performed a similar study and noticed similar trends; their measured Nusselt numbers exceed 1,500.

Studies of the heat transfer characteristics of supersonic moist impinging jets are not found in the literature. They are likely to show very complex phenomena as evidenced by the differences in the shock structure and general behavior of the relevant flow quantities in the jet and along the impingement plate. The current study uses discrete liquid droplets that are injected into the air upstream of the nozzle. This will likely result in an air stream supersaturated with water vapor which is further complicated by the behavior of the liquid droplets and their effects on the flow. As
Figure 1-6. Adiabatic (circles) and heated (diamonds) wall temperature for a nozzle spacing of a) $z/D = 3.0$ and b) $z/D = 6.0$. [Reprinted with permission from Rahimi M. et al, Impingement Heat Transfer in an Under-Expanded Axisymmetric Air Jet, International Journal of Heat and Mass Transfer 46 (2003) 263–272 (Page 267 Figures 6(a) and 6(b)), Elsevier]

elucidated by the literature survey the flow structure associated with this technology is very complex, and essentially no analytical solutions are available for the flow field and heat transfer. The available empirical correlations do not cover two-phase supersonic impinging jets. Numerical studies may provide some qualitative insight, but in most instances they do not adequately capture all of the physics taking place in the flow field.

1.2 Summary

In this Chapter an introduction to the study was made and the relevance of multiphase supersonic impinging jets was introduced. The contributions of this study were also described, mainly that this is a technology that has not been studied until now.

A brief literature review of the different types of impingement heat transfer was presented. Liquid and single-phase heat transfer was introduced starting with the classic work of Hiemenz and Homann. The development of accurate Nusselt number correlations based on von Kármán-Pohlhausen integral method were detailed. The agreement between theory and experiments is exceptional for these correlations. Other aspects such as the flow hydrodynamics, transition to turbulence, nozzle height,
and non-uniform boundary conditions effects were discussed. High heat flux removal
technologies that are capable of heat transfer coefficients as high as 200 kW/m² were
detailed as well.

The study of supersonic underexpanded and overexpanded impinging jets was
described as well. This field is complicated by the complex flow structure generated by
shock waves which form when a nozzle is operated away from its designed pressure
ratio. The details of these shock waves including the effects of the curvature of the
bow shock just above the impingement plate were discussed. Stagnation bubbles
formed just below the bow shock were discussed and their impact on the flow field
was detailed as well. Shock waves near the impingement region cause an unsteady
feedback phenomenon caused by the interaction of acoustic waves with the edge of
the nozzle. The effects of this feedback phenomenon and the unsteadiness it causes
and relevant changes in the local flow field were detailed. Moisture in the air stream and
how it changes the relevant flow field was briefly explored as it is a relatively new area
of study in the literature. The temperature profile on the impingement plate and how it
changes with the presence of the stagnation bubble and acoustic feedback mechanism
were discussed. Numerous experimental studies in the literature which include pressure
and temperature measurements, particle image velocimetry, and schlieren photographs
along with relevant numerical studies in the literature that discovered and confirmed
these phenomena were discussed where relevant.

Lastly the complexity of the current study was discussed. It is noted that an
analytical solution to the problem will not be attainable and a predictive numerical study
is not feasible as well. The contributions of this study will be in the form of developing
an understanding of the mechanisms taking place as the multiphase supersonic jet
removes heat from a surface.
CHAPTER 2
JET IMPINGEMENT FACILITY

The supersonic multi-phase jet facility should possess several traits in order to be useful for an experimental apparatus. It should have sufficient air storage capacity so that experiments can be run at steady state. The stored air should be pressurized to such an extent that the desired Mach number can be achieved. Lastly it should contain sufficient water, and a means to control the flow, so that the impinging jet will remain in multiphase operation during experiments.

The design for the current setup is based on a similar experiment by Klausner et al. [4]. The impinging jet consists of the following systems to be described below: air storage system, water storage and flow control system, air pressure control system, air mass flowrate measuring system, temperature and pressure measurement system, converging-diverging nozzle, and data acquisition system (DAQ). A schematic diagram illustrating the configuration of the jet impingement facility is shown in Figure 2-1.

2.1 Impinging Jet Facility Systems

2.1.1 Air Storage System

The air storage system consists of 9 ‘K’ sized bottles which give a total volume of 0.45 m$^3$ and are kept at a pressure of 14 MPa. The air storage system is filled with air from a model UE-3 compressor from Bauer Corporation. The compressor is powered by a 3-phase 240 V power supply and is capable of supplying 0.1 m$^3$/min of approximately moisture free air to the air cylinders, thus the air storage facility can be charged to capacity in approximately 4.5 hrs.

2.1.2 Water Storage and Flow Control System

Water for the facility is contained in a stainless steel vessel with a capacity of 2 L and a pressure rating of 12.4 MPa. Water is forced into the mixing chamber by the difference in pressure between the top of the water vessel (which is acted on the the full force of the air supply pressure) and the pressure inside the mixing chamber, which is
lower due to a change in area and because of the friction acting in the system tubing. A drawing of the mixing chamber is found in Figures 2-2 and 2-3. The flowrate of the water is controlled by means of an orifice between the water vessel and mixing chamber and the air pressure in the system. Orifice diameters of 0.33, 0.37, 0.41, and 0.51 mm are used during experiments, and a drawing of the orifice design is found in Figure 2-4. While there is some variance in flowrate between each experiment for a given orifice size this effect is eliminated in the analysis due to the fact the flowrate of water into the mixing chamber is measured during each experiment. This is accomplished by recording the elapsed time of each experiment and measuring the difference in the mass of liquid in the water vessel. Table 2-1 shows the nominal flowrate of liquid and the
average liquid velocity for the pressures and orifice sizes used during the experiments. It is noted that the flowrate of the 0.37 mm orifice is less than that of the 0.33 mm orifice, this is due to the fact that the 0.37 mm orifice is not perfectly circular. This condition is also seen in the 0.51 mm orifice, but it is not as severe as that in the 0.37 mm orifice. Pictures of each orifice taken with an optical microscope are shown in Appendix C.
2.1.3 Air Pressure Control System

The air pressure control system consists of an air regulator located between the air storage tanks and the inlet to the air mass flowmeter and the top of the water storage tank. The regulator is capable of reducing air pressure from 14 MPa down to a maximum of 2.8 MPa. Air pressures of 1.0, 1.7, and 2.4 MPa are used during experiments. As discussed later, these air pressures result in the converging-diverging nozzle operating in an overexpanded manner.

2.1.4 Air Mass Flow Measuring System

Measurement of the air mass flowrate is accomplished using an Annubar Diamond II model DNT-10 mass flowmeter located downstream of the regulator and before the mixing chamber. The diamond cross section of the flowmeter is such that it has a fixed separation point and also reduces pressure loss. The flowmeter senses differential pressure which is measured with a differential pressure (DP) transducer, which is
<table>
<thead>
<tr>
<th>Orifice Size (mm)</th>
<th>Regulator Pressure (MPa)</th>
<th>Water Mass Flowrate (kg/s)</th>
<th>Average Water Velocity (m/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.33</td>
<td>1.0</td>
<td>$3.08 \times 10^{-4}$</td>
<td>3.60</td>
</tr>
<tr>
<td></td>
<td>1.7</td>
<td>$3.99 \times 10^{-4}$</td>
<td>4.67</td>
</tr>
<tr>
<td></td>
<td>2.4</td>
<td>$4.73 \times 10^{-4}$</td>
<td>5.53</td>
</tr>
<tr>
<td>0.37</td>
<td>1.0</td>
<td>$2.67 \times 10^{-4}$</td>
<td>2.50</td>
</tr>
<tr>
<td></td>
<td>1.7</td>
<td>$3.31 \times 10^{-4}$</td>
<td>3.11</td>
</tr>
<tr>
<td></td>
<td>2.4</td>
<td>$3.97 \times 10^{-4}$</td>
<td>3.73</td>
</tr>
<tr>
<td>0.41</td>
<td>1.0</td>
<td>$4.61 \times 10^{-4}$</td>
<td>3.55</td>
</tr>
<tr>
<td></td>
<td>1.7</td>
<td>$5.72 \times 10^{-4}$</td>
<td>4.41</td>
</tr>
<tr>
<td></td>
<td>2.4</td>
<td>$6.79 \times 10^{-4}$</td>
<td>5.24</td>
</tr>
<tr>
<td>0.51</td>
<td>1.0</td>
<td>$4.85 \times 10^{-4}$</td>
<td>2.39</td>
</tr>
<tr>
<td></td>
<td>1.7</td>
<td>$6.90 \times 10^{-4}$</td>
<td>3.00</td>
</tr>
<tr>
<td></td>
<td>2.4</td>
<td>$7.20 \times 10^{-4}$</td>
<td>3.55</td>
</tr>
</tbody>
</table>

calibrated to measure pressure differences of up to $2.21 \times 10^{-3}$ MPa. The calibration equation for the flow meter is

$$\dot{m} = 58.283KD^2 \sqrt{\Delta P \rho_f} \quad (2-1)$$

where $\Delta P$ is the measured differential pressure in kPa, $D$ is the diameter of the flowmeter in mm, in this case 15.80 mm, $K$ is a gage factor of 0.6, and $\rho_f$ is the density of the flowing air, in kg/m$^3$ calculated via

$$\rho_f = 539.5 \frac{P_f}{T_f} \quad (2-2)$$

where $P_f$ is the pressure of the flowing air in kPa, as measured by the pressure transducer upstream of the mass flowmeter and $T_f$ is the temperature of the flowing air in Kelvin as measured by the the thermocouple upstream of the mass flowmeter.
The theoretical mass flowrate through the nozzle for 1-D isentropic flow is calculated using mass flow, $\dot{m} = \rho AV$, the Mach number, $M = a/V$ (the speed of sound for a perfect gas is $a = \sqrt{\gamma RT}$), and the ideal gas law, $P = \rho RT$,

$$\dot{m} = \frac{\pi}{4} D^2 MP \sqrt{\frac{\gamma}{RT}} \quad (2-3)$$

Knowing that at the throat of the nozzle the Mach number is one and using Temperature and Pressure stagnation ratios of $T/T_o = 0.8333$ and $P/P_o = 0.5282$ Equation (2–3) reduces to

$$\dot{m} = 0.4545 D^2 P_o \sqrt{\frac{\gamma}{RT_o}} \quad (2-4)$$
Equation (2–4) neglects the effects of friction and heat transfer, which affect the flowrate of air through the nozzle. A comparison of the air mass flowrate measured during the course of experiments with the theoretical air mass flowrate is shown in Figure 2-5. The agreement between theory and experiment is within 20%.

2.1.5 Temperature and Pressure Measurements

The temperature and pressure of the jet impingement system is monitored during system operation for calculating various quantities of interest. The temperature measurements are accomplished by the use of E type thermocouple probes which are inserted into ‘T’ junction compression fittings at a depth such that the tip of the probe is at the centerline of the fitting. The thermocouple probes used are grounded and sheathed in stainless steel and have a nominal diameter of 1.59 mm. Temperature measurements are taken at the following points: the outlet of the pressure regulator, the outlet of the water reservoir, and at the outlet of the mixing chamber.

Pressure is measured at the outlet of the pressure regulator just before the location of the air mass flowmeter. The pressure measurement is made using a strain gage type pressure transducer, which has a range of 0 - 2.8 MPa. The output signal of the pressure transducer is a current which varies between 4 - 20 mA; because the DAQ system used in the experiments only senses voltages a resistor of 520 Ω is used to convert this current into a voltage in the 0 - 10 V range needed.

2.1.6 Converging-Diverging Nozzle

The converging-diverging nozzle is where the mixture of liquid and air are expanded to supersonic speeds. The nozzle is constructed of stainless steel with a throat diameter of 2.38 mm and an exit diameter of 5.56 mm, giving an exit Mach number of 3.26. The nozzle is attached to a size 10 DN (1/2” NPS) stainless steel pipe with an internal diameter of 13.51 mm, which is connected to a braided stainless steel hose approximately 9 m long with an inner diameter of 9.53 mm and is connected to the outlet of the mixing chamber. Although the hose adds some small amount of pressure
loss, it allows the nozzle to be located away from the air storage cylinders and near the impingement heat transfer targets. A cross sectional view of the nozzle is shown in Figure 2-6.

2.1.7 Data Acquisition System

The DAQ used during the course of steady state heat transfer experiments is a DAS-1601 data acquisition PCI card and a CIOEXP32 analog to digital converter board, both made by Measurement and Computing Inc. This DAQ consists of 32 16-bit double ended channels and channel gains of 1, 10, 100, 200, and 500 are selectable. The system has a maximum reliable sampling rate of 50 Hz and the software Softwire, produced by Measurement and Computing Inc is used for programming data collection. For transient measurements on heated targets during inverse heat transfer experiments, the DAQ system is supplemented with a National Instruments (NI), NI USB-6210 system which has 8 double ended 16-bit channels and has a maximum aggregate sampling rate of 250 kHz. This system uses Labview software produced by NI which and is also able
to interface with the Measurement and Computing DAQ via the use of an NI supplied .dll library.

2.2 Analysis of Impingement Facility

Some analysis of the jet impingement facilities are warranted. The behavior of the system upstream of the nozzle is examined to determine if there are any corrections that need to be applied to the thermocouple or pressure transducer readings. Additionally, the following is examined: the pressure required to operate the nozzle in a perfectly expanded manner, the minimum and maximum pressure that cause a shock wave to form inside the nozzle, and the nozzle exit pressure when operating at various regulator pressures. Lastly the shock wave angles forming at the nozzle exit for various operating pressure are calculated as well. One-dimensional gas dynamic relations are used to investigate the quantities of interest. Here it is noted that the analysis used has limitations, the one dimension gas dynamic relations are isentropic in nature, with the exception of shock wave calculations. The jet impingement facility experiences friction and heat transfer during operation, thus the isentropic assumption is not met. Additionally after the mixing chamber the flow will contain water droplets which are not compressible. The quantities calculated below will have some inherent error however, they do provide a reasonable approximation of the physics taking place in the facility.

2.2.1 Temperature and Pressure Upstream of the Nozzle

Calculating the temperature and pressure at various points upstream of the nozzle is a simple matter; the cross-sectional area of the points in the system are required for this analysis; Figure 2-7 provides an illustration of the jet impingement facility and the diameters of the points of interest. Using the commonly known one-dimensional gas dynamics relationships found in various compressible flow textbooks, such as Liepmann and Roshko [49] or John and Keith [50], the pressure and temperature ratios as well as the Mach number of the flow in these areas can be determined. In the following
Figure 2-7. Simplified view of the air flow path in the facility.

equations $\gamma$ is the ratio of specific heats and is a constant equal to 1.4. To determine the flow Mach number the following relationship is used

$$\frac{A}{A^*} = \frac{1}{M} \left[ \left( \frac{2}{\gamma + 1} \right) \left( 1 + \frac{\gamma - 1}{2} M^2 \right) \right]^{\frac{\gamma + 1}{2(\gamma - 1)}}$$  (2–5)

where the * superscript denotes the critical area where Mach = 1. Note that Equation (2–5) is a quadratic equation in M and has two solutions thus careful attention must be paid in selecting the proper Mach number given an area ratio, in the present case all Mach numbers upstream of the throat of the converging-diverging nozzle are subsonic. Once
the Mach number of the given section is determined the pressure and temperature ratios can be determined from the following

\[ \frac{T_0}{T} = 1 + \frac{\gamma - 1}{2} M^2 \]  

(2–6)

\[ \frac{P_0}{P} = \left(1 + \frac{\gamma - 1}{2} M^2\right)^{\frac{\gamma}{\gamma - 1}} \]  

(2–7)

where the subscript o is the stagnation property, which is simply the particular property with zero velocity. The analysis results using Equations (2–5) to (2–7) are shown in Table 2-2. The results show that the temperature and pressure upstream of the nozzle throat differ from their stagnation point properties by less than 1%; no correction due the the velocity of the flow is needed.

| Table 2-2. Area, temperature, and pressure ratios at various points in the jet impingement facility. |
|-----------------|-----------------|-----------------|-----------------|
| **Point**       | **A/A_s**       | **T/T_o**       | **P/P_o**       | **M**          |
| Exit            | 5.44            | 0.3193          | 0.01840         | 3.26           |
| Throat          | 1.00            | 0.5283          | 0.8333          | 1.00           |
| 1               | 32.20           | 0.9999          | 0.9998          | 0.018          |
| 2               | 6.83            | 0.9986          | 0.9950          | 0.085          |
| 3               | 44.02           | 0.9999          | 1.0000          | 0.013          |
| 4               | 6.83            | 0.9986          | 0.9950          | 0.085          |

**2.2.2 Nozzle Exit Pressure Considerations**

There are a few theoretical considerations that need to be explored at the nozzle exit. First, the necessary regulator pressure in order to obtain a perfect expansion at the nozzle exit is needed; then the actual exit pressures based on the regulator pressure during experiments are determined. The results from the previous calculations listed in Table 2-2 show the stagnation pressure ratio at the exit of the nozzle, simply carrying the requisite algebra and assuming a back pressure of 101.4 kPa yields the nozzle exit pressure, see the results of these calculations in Table 2-3. From these results it is observed that the pressure necessary for ideal expansion is approximately twice the
pressure the regulator of the system can provide, and thus during normal operation of
the jet impingement facility the nozzle operates in an overexpanded manner.

Table 2-3. Nozzle exit pressure for various regulator pressures.

<table>
<thead>
<tr>
<th>Regulator Pressure (MPa)</th>
<th>Nozzle Exit Pressure (MPa)</th>
<th>Nozzle Operation</th>
</tr>
</thead>
<tbody>
<tr>
<td>5.5</td>
<td>0.1014</td>
<td>perfectly expanded</td>
</tr>
<tr>
<td>2.8</td>
<td>0.0508</td>
<td>overexpanded</td>
</tr>
<tr>
<td>2.4</td>
<td>0.0443</td>
<td>overexpanded</td>
</tr>
<tr>
<td>1.7</td>
<td>0.0317</td>
<td>overexpanded</td>
</tr>
<tr>
<td>1.0</td>
<td>0.0190</td>
<td>overexpanded</td>
</tr>
</tbody>
</table>

Due to the fact that the nozzle exit pressure is below the ambient pressure some
concern about a shock wave forming in the nozzle will be addressed. There are two
limiting pressures for this case, one is the pressure at which at shock wave forms at the
throat of the nozzle, the other is the pressure that a shock wave forms at the nozzle exit;
Figure 2-8 shows an illustration for both of these two cases. In the limiting case, a shock
wave occurring at the throat (where the Mach number is equal to unity), the stagnation
pressure ratio is 0.992. Assuming that the back pressure is atmospheric pressure, the
stagnation pressure that will cause a shock to be located at the throat is 0.102 MPa. To
calculate the limiting case of a shock wave occurring at the nozzle exit is just slightly
more complicated. When it is assumed that a shock wave is located at the exit plane of
the nozzle, the stagnation pressure ratio and Mach number just before the exit plane can
be found from Table 2-2. The normal shock wave relations for Mach number and static
pressure ratio across a shock (Equations (2–8) and (2–9)) can then be applied,

\[ M_2 = \sqrt{\frac{M_1^2(\gamma - 1) + 2}{2\gamma M_1^2 - (\gamma - 1)}} \]  \hspace{1cm} (2–8)

\[ \frac{P_2}{P_1} = \frac{2\gamma M_1^2}{\gamma + 1} - \frac{\gamma - 1}{\gamma + 1} \]  \hspace{1cm} (2–9)
Using Equations (2–8) and (2–9) the Mach number just past the shock wave is found to be 0.461 and the static pressure ratio is 12.268. Performing the requisite algebra yields a back pressure of 0.449 MPa. Thus the nozzle will have a shock wave located inside for a stagnation (regulator) pressure in the range of 0.102 to 0.449 MPa. Since the minimum regulator pressure used during experiments is 1.0 MPa there is little concern that a shock wave will form inside the nozzle.

2.2.3 Oblique Shock Waves at Nozzle Exit

It is known that the converging diverging nozzle operates in an overexpanded manner; the exit conditions of the nozzle should be considered. When a nozzle is overexpanded oblique shock waves form at the outlet of the nozzle, see [49] for instance. These shock waves compress the air such that it is then equal to the nozzle back pressure; the first oblique shock wave coming out of the nozzle can be modeled using the standard one dimensional gas dynamic relations parameters such as the shock angle, deflection angle, temperature ratio, stagnation pressure ratio, and downstream Mach number. Figure 2-9 shows an illustration of the shock wave at the nozzle exit. To determine these exit quantities, first the nozzle exit pressure should be determined using the regulator pressure and Equation (2–7). The shock wave angle can
then be calculated using the following equation since the Mach number at the nozzle exit is known from the design conditions, and the static pressure ratio can be calculated,

\[
\frac{P_2}{P_1} = \frac{2\gamma M_2^2 \sin^2 \theta}{\gamma + 1} - \frac{\gamma - 1}{\gamma + 1}.
\] (2–10)

The deflection angle, \( \delta \) can be determined from the following

\[
\tan \delta = 2\cot \theta \frac{M_2^2 \sin^2 \theta - 1}{M_1^2 (\gamma + \cos 2\theta) + 2}.
\] (2–11)

The downstream Mach number, stagnation pressure ratio, and static temperature ratio are easily calculated via the following equations:

\[
M_2 = \frac{1}{\sin (\theta - \delta)} \sqrt{\frac{1 + \frac{\gamma - 1}{2} M_1^2 \sin^2 \theta}{\gamma M_1^2 \sin^2 \theta - \frac{\gamma - 1}{2}}}.
\] (2–12)

\[
\frac{P_{o1}}{P_{o2}} = \left[ \frac{\gamma + 1}{2} M_1^2 \sin^2 \theta \right]^{\frac{\gamma}{\gamma - 1}} \left[ \frac{1}{\gamma + 1} M_1^2 \sin^2 \theta - \frac{\gamma - 1}{\gamma + 1} \right]^{\frac{1}{\gamma - 1}}
\] (2–13)

\[
\frac{T_2}{T_1} = \frac{(1 + \frac{\gamma - 1}{2} M_1^2 \sin^2 \theta) \left( \frac{2\gamma}{\gamma - 1} M_1^2 \sin^2 \theta - 1 \right)}{\left( \frac{(\gamma + 1)^2}{2(\gamma - 1)} \right)} M_1^2 \sin^2 \theta.
\] (2–14)
Figure 2-10. The variation of a) shock angle, b) deflection angle, c) stagnation pressure ratio and d) static temperature ratio as a function of upstream stagnation pressure, downstream of an oblique shock wave.

It is noted that the stagnation temperature across the shock is constant. Results of these calculations are shown in Figure 2-10. It is briefly mentioned that the stagnation pressure ratio reflects a loss of momentum going across a shock wave and that this loss of energy is lessened at higher upstream pressure ratios.

2.2.4 Complete Shock Structure of an Overexpanded Jet

The first shock wave at the nozzle exit is easily modeled as shown above; however, the subsequent behavior of those shock waves is quite complex. The oblique shock waves can intersect at a point downstream or can merge and form a normal shock area.
known as a Mach disk. Mach disks typically form after relatively strong shocks which are typical for nozzles operating far removed from the ideal pressure ratio. These shock waves compress the flow causing the formation of Prandtl-Meyer expansion fans which turn the flow and lower the pressure. When expansion fans intersect the shear layer which is formed at the boundary of the jet, they are reflected back as oblique shock waves. This series of events causes the formation of “shock diamonds” in the flow and is repeated until the combination of viscous effects and the influx of low momentum fluid cause the jet to become subsonic, or when the jet interacts with an obstacle. Figure 2-11 provides an illustration of the shock structure typically seen at the exit of an overexpanded jet.

The pressure, temperature, and velocity of the flow in the downstream of the nozzle changes very rapidly and is difficult to model analytically. Zapryagaev et al. [29] performed experiments with an overexpanded nozzle and performed schlieren photography as well. Their results show that the pressure in the flow upstream of the first Mach disk varies greatly in the radial and axial direction with several sharp discontinuities present. Downstream of the first Mach disk the variation in pressure is still present. However, the discontinuities are no longer present. Many authors have extensively studied underexpanded jets [30, 34, 35, 46, 51, 52] and similar trends as the above are observed.

2.3 Summary

In this Chapter the construction of the jet impingement facility has been explored. The facility systems include the air storage, water storage and flow control, air pressure control, air mass flow measuring, converging-diverging nozzle, and data acquisition. A comparison between the mass flow rate measured during experiments and the theoretical mass flow rate based on one-dimensional isentropic gas dynamic relations was performed and the results differed by less than 20%. The pressure, temperature, and Mach number various sections of the jet impingement facility were determined and
Figure 2-11. Illustration of the structure of oblique shock waves at the exit of an overexpanded nozzle.

are shown in Table 2-2. The nozzle exit pressure was calculated for each regulator pressure used during the experiments, and it was found that the nozzle operates in an overexpanded manner for the entire pressure range. No shock wave is expected inside the nozzle. Finally, the shock structure at the exit of the nozzle has been described.
CHAPTER 3
STEADY STATE EXPERIMENTS

Jet impingement facilities are capable of very high heat flux removal, and an experimental procedure to determine the heat transfer coefficient for the facility in Chapter 2 is developed. Several different experiments were initially tested without success before a successful experimental configuration was developed to measure the steady-state heat transfer coefficient over a range of operating conditions.

Initially it was believed that phase change heat transfer would occur during operation of the jet impingement facility to such an extent that no radial variation of heat transfer coefficient would be observed. As such an experiment was designed in which a thin sheet of stainless steel was machined into a metal blank and heated via Joule heating and insulated at the bottom where the temperature was measured via a thermocouple. The area of the strip was quite small (approximately 15 mm$^2$) and as such the heat fluxes produced during the experiment were high. The problem experienced with this setup is that the back wall temperature measured by the thermocouple is not very sensitive to changes in the heat transfer coefficient with the applied heat fluxes and the metal thickness used. An illustration of the heater assembly used is shown in Figure 3-1.

In order to alleviate this problem an experiment was conducted where thermocouples were embedded inside of a copper cylinder which was heated from the bottom and insulated along the side. The jet was allowed to impinge on the top of the cylinder and the temperatures inside the copper piece were measured. One-dimensional heat conduction in the axial direction was assumed and due to the absence of internal heat generation, a linear fit of the measured temperature was then used to extrapolate the temperature to the surface and allowed the determination of heat flux. Upon analyzing the data gained from these experiments it was observed that the heat transfer coefficient
Figure 3-1. Stainless steel heater assembly.

for the jet impingement facility varies significantly in the radial direction. An illustration of the copper heater assembly used is shown in Figure 3-2.

In order to gain some insight into the radial variation of the heat transfer coefficient the heater in Figure 3-2 was modified to include temperature sensitive paint on the top surface of the copper test piece. Steady state temperature distributions at the top surface where then used as input to an inverse heat transfer algorithm to determine the radially varying heat transfer coefficient. There were several drawbacks to this study. First the temperature sensitive paint is very brittle and had to be protected from the impinging jet via the use of thick clear coat applications to the surface of the paint or via the use of transparent tape. These protective layers could not be neglected in the inverse heat transfer analysis and complicated the algorithm. Lastly, and most importantly, the impinging jet partially obscures visual observation of the temperature
Figure 3-2. Copper heater assembly.

sensitive paint. These complications render reliable experimental results difficult to obtain.

The third experimental configuration tested consists of a thin sheet of nichrome which is heated by Joule heating. It is insulated at the bottom and 9 thermocouples are used to measured the spatial variation of the back wall temperature. The area of the nichrome strip is large and the heat fluxes produced are considerably smaller than those applied to the stainless steel setup described earlier. This experimental configuration proved to give reliable measurements of heat transfer coefficient, and the abundance of thermocouples allows the spatial variation of heat transfer coefficient to be determined. This experiment is now be described in detail. Later Sections will describe the experimental procedure and explore the heat transfer results.
3.1 Heater Construction

3.1.1 Physical Description

The heater design used during the course of the following experiments is inspired by the work of Rahimi et al. [51]. It is constructed using a thin nichrome strip which is 0.127 mm thick with an exposed area of 50.8 x 25.4 mm. The heater has 9 total E type thermocouples attached to the backside of the strip. One thermocouple is attached at the center of the strip and 7 additional thermocouples are attached every 3.79 mm towards one side of the strip. Additionally one thermocouple is attached at 12.7 mm from the center on the opposite side. This thermocouple is used to ensure the jet is centered over the heater by verifying symmetry.

The nichrome strip is then epoxied on top of a Garolite slab that is 140 x 140 x 6.35 mm. Small holes are drilled in the slab so that the thermocouples penetrate it and avoid deforming the flat surface of the nichrome strip. The slab of Garolite has a thermal conductivity of 0.27 W/m-K compared with 13 W/m-K for the nichrome and thus acts to insulate the backside of the nichrome strip.

Electrical power is supplied to the nichrome via two copper bus bars with dimensions of 43 x 25 x 2 mm attached to the top of the strip. During operation of the two-phase jet, liquid flows towards the bus bars and accumulates at the edge. This liquid film of accumulation could affect the heat transfer physics; to lessen this effect the edges of the bus bars are filed to an angle of approximately 30°. An illustration of the heater assembly is shown in Figure 3-3.

Power is supplied to the nichrome strip via a high current, low voltage dc power supply. The power supply is capable of supplying 4.5 kW of power through a voltage range of 0-30V and a current limit of 125 A. The maximum voltage seen during experiments is approximately 5 V at 125 A.
3.1.2 Theoretical Concerns

The thermocouples used for the experiment measure the temperature on the back wall of the Nichrome strip. To determine the heat transfer coefficient for the impinging jet the surface temperature of the nichrome is needed. Typical heat transfer coefficients for impinging jets will yield Biot numbers (Bi = hδ/k) much greater than unity thus a lumped system assumption is not valid for the current experimental configuration.

The following analysis provides a method for evaluating the spatially resolved surface temperature. First the steady state heat equation in Cartesian coordinates with internal heat generation is examined.

\[
\frac{\partial^2 T}{\partial x^2} + \frac{\partial^2 T}{\partial y^2} + \frac{\partial^2 T}{\partial z^2} + \frac{q'''}{k} = 0
\]  \hspace{1cm} (3–1)

When Equation (3–1) is non-dimensionalized the following results:

\[
\left(\frac{\delta}{D}\right)^2 \frac{\partial^2 \theta}{\partial x^2} + \left(\frac{\delta}{D}\right)^2 \frac{\partial^2 \theta}{\partial y^2} + \frac{\partial^2 \theta}{\partial z^2} + 1 = 0,
\]  \hspace{1cm} (3–2)

where
\[ \theta = \frac{Tk}{q''\delta^2}, \quad x^* = \frac{x}{D}, \quad y^* = \frac{y}{D}, \quad z^* = \frac{z}{\delta}. \]

Here D is the nozzle diameter, and \( \delta \) is the thickness of the strip. The coefficients in the first 2 terms of Equation (3–2) are quite small, and three dimensional effects can be neglected. As such the governing equation and boundary conditions are

\[ \frac{d\theta^2}{dz^*} = -1 \]
\[ \frac{d\theta}{dz^*} \bigg|_{z^*=0} = 0 \]
\[ -\frac{d\theta}{dz^*} \bigg|_{z^*=1} = \frac{kD}{k_w \delta} Nu_D (r^*) (\theta - \theta_\infty (r^*)) \]

where \( r^* = r/D \) is the non-dimensional radius with the origin at the centerline of the jet, \( Nu_D (r^*) = h(r^*) D/ k_w \) is the Nusselt number, \( k_w \) is the thermal conductivity of water, and \( \theta_\infty (r^*) \) is the reference temperature. Due to the extreme difficulty in measuring the expanding jet fluid temperature, the adiabatic wall temperature is commonly used as a reference for purposes of computing a heat transfer coefficient \([53]\) associated with impinging jets. Note that the effects of the radial variation of heat transfer coefficient come from the boundary conditions only. The solution of this ordinary differential equation is:

\[ \theta (r^*, z^*) = \frac{1}{2} \left( 1 - z^*^2 \right) + \frac{1}{k_D \delta} Nu_D (r^*) (\theta - \theta_\infty (r^*)) + \theta_{a,w} (r^*) \]

or in dimensional form

\[ T (r, z) = \frac{q''}{2k} (\delta^2 - z^2) + \frac{q'' \delta}{h(r)} + T_{a,w} (r), \]

where \( T_{a,w} \) is the adiabatic wall temperature. It is observed that the difference in temperature between the top and bottom surfaces is the quantity \( q'' \delta^2 / 2k \), in dimensionless form it is equal to \( \frac{1}{2} \). The maximum volumetric heat generation in the experiments is
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$3.66 \times 10^9$ W/m$^3$. Using a value of 13 W/m-K for the thermal conductivity of nichrome, the maximum temperature difference between the upper and lower surface observed in experiments is on the order of 2 °C and cannot be neglected. However, the solution for the heat transfer coefficient and thus the Nusselt number can be calculated knowing the internal heat generation rate, back wall temperature, and the adiabatic wall temperature:

$$Nu_D(r^*) = \frac{Nu_D,w(r^*)}{1 - \frac{k_D}{k_w} \frac{Nu_D,w(r^*)}{2}}$$

where

$$Nu_D,w(r^*) = \frac{1}{\frac{k_D}{k_w}[\theta(r^*, 0) - \theta_{a,w}(r^*)]}$$

### 3.2 Experimental Procedure

During the course of the experiments, the Measurement and Computing data acquisition system is used. Also note that the heat flux removed from the top of the heater assembly is the quantity $q'''\delta$, since the heat generated internally can only be removed from the top surface.

#### 3.2.1 Two-Phase Experiments

During the course of experiments it was observed that running the impinging jet would cause ice to form on the surface of the heater at low heat fluxes. At adiabatic conditions the ice would begin to form into a cone shape, eventually this cone would be broken off and a new cone would form in its place in a periodic manner, as shown in Figure 3-4. At low but, non-zero heat fluxes, a thin sheet of ice would form that would exhibit similar periodic behavior as the ice cones. This ice formation affects heat transfer since this layer of ice is stationary and acts as an insulator. To avoid this condition a minimum heat flux of 300 kW/m$^2$ was chosen such that ice formation is not visually observed during operation of the impinging jet.
To run a complete experiment, the nozzle is aligned near the center of the heater surface at a given height and the impinging jet is initiated with the pressure regulator set at a desired pressure. The power supply to the heater is turned on and a heat flux of approximately 470 kW/m$^2$ is supplied to the heater. To ensure the impinging jet is centered over the heater, the position of the heater is moved such that the temperatures
measured by the single thermocouple on one side matches the temperature of the corresponding thermocouple on the opposite side to within approximately ± 0.5 °C. Once this condition is achieved the heater is allowed to reach steady state, which is determined by observing a graph of the heater temperatures vs. time. Upon reaching steady state operation, the heater thermocouples are logged at a sampling rate of 50 Hz for approximately 2 minutes. Afterwards this same procedure is performed for heat fluxes of approximately 430, 390, 350, and 315 kW/m². These heat fluxes are chosen to be as high as reasonably achievable with the given equipment for two reasons. First to help prevent the formation of ice on the surface of the heater and such that the heater wall temperature difference is as high as possible to minimize the uncertainty in the heat transfer coefficient measurement.

The data reported for this study are averaged values from 100 samples taken over the course of 2 minutes. While it is possible for high frequency oscillations in the measured temperatures to exist due to the multitude of droplets impinging onto the surface, this is not likely to be observed for several reasons. First, the data are averaged which will lessen any transient effects. Second, the heater, although thin, does have a finite thickness. So it will tend to act like a low pass filter and dampen fluctuations. Lastly it is believed that a thin liquid layer exists on the surface of the heater. Any liquid drops that impinge onto the heater will tend to coalesce with this liquid film, thus minimizing transients of the local heat transfer coefficient.

The measurement of the adiabatic wall temperature is accomplished by a similar procedure as above except after ensuring the jet is centered, the power supply to the heater is turned off. The heater temperatures are allowed to reach steady state and then measurement of the adiabatic wall temperature is commenced. It could take several minutes (on the order of 5 minutes) for the heater to reach steady state. Because of the absence of heat transfer, the measured temperature at the back wall is equal to the surface adiabatic wall temperature of the jet. It is noted that the formation of
ice was observed on the surface of the heater during the adiabatic wall temperature measurements, but because of the reasons listed above for neglecting fluctuations due to multiple droplets impinging onto the surface, it is believed that this will have little to no effect on the measurement of adiabatic wall temperature.

In computing the jet Reynolds number, the viscosity is based on the nozzle exit air temperature and pressure as calculated by one-dimensional gas dynamic relations. In computing the Nusselt number for the single-phase jet, thermal conductivity is evaluated based on air and the adiabatic wall temperature. During two-phase jet impingement, a thin liquid film exists on the heater surface, and thin liquid film dynamics dominate the heat transfer physics. Thus the water thermal conductivity based on the adiabatic wall temperature is used for Nusselt number calculations of the two-phase jet. Typical values for air viscosity, water thermal conductivity, and air thermal conductivity respectively are $6.45 \times 10^{-6}$ Pa-s with less than 1% variation, 0.588 W/m-K with a 3% variation, and 0.0243 W/m-K with a 5% variation.

### 3.2.2 Single-Phase Experiments

To provide a comparison for reference to the two-phase jet results single-phase experiments are carried out with the jet impingement facility using only air expanding through the nozzle, water flow is cut off. The experimental procedure is essentially identical to that for the two-phase jet except the applied heat flux is reduced. The heat fluxes used during experiments are lower than those in the two-phase experiment to ensure that the heater does not over-heat and de-laminate from the Garolite base. Table 3-1 displays the corresponding heat fluxes for a given Reynolds number.

### 3.3 Experimental Results

#### 3.3.1 Uncertainty Analysis

Uncertainty analysis for the experiments is done using the method of Kline and McClintock [54]. The uncertainty of the calculated Nusselt number ranges from 2.0 to 4.0% for the single-phase jet and 2.5 to 18% for the two-phase jet near the centerline.
Table 3-1. Reynolds number and corresponding heat fluxes.

<table>
<thead>
<tr>
<th>Nominal $R_{e_D}$</th>
<th>lowest Heat Flux (kW/m$^2$)</th>
<th>mid Heat Flux (kW/m$^2$)</th>
<th>highest Heat Flux (kW/m$^2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$4.5 \times 10^5$</td>
<td>35</td>
<td>50</td>
<td>65</td>
</tr>
<tr>
<td>$7.3 \times 10^5$</td>
<td>60</td>
<td>80</td>
<td>100</td>
</tr>
<tr>
<td>$1.0 \times 10^6$</td>
<td>80</td>
<td>100</td>
<td>120</td>
</tr>
</tbody>
</table>

and 0.3 to 1.0% at the outer extents of the domain. The Reynolds number uncertainty ranges from 2 to 3% and does not vary appreciable between the single and two-phase experiments. The uncertainty in the temperature measurements are 0.2 °C.

To help ascertain the error in the experiments by assuming that the three dimensional effects were neglected, a numerical analysis was conducted. This analysis uses a second order accurate finite difference scheme to solve Equation (3–2) on a three dimensional grid of $2^n \times 2^n \times 2^n$ where $n = 4, 5, 6,$ and $7$. The top boundary is modeled as having a Nusselt number distribution found in the experiments and the remaining sides are modeled as being insulated. After completion of each simulation the Nusselt number is calculated using Equation (3–6). To characterize the error in using a one dimensional assumption the root-mean-square error is calculated via the following equation

$$error_{rms} = \sqrt{\frac{\int_0^L \int_0^W (Nu_{exp} - Nu_{sim})^2 \, dx \, dy}{\int_0^L \int_0^W (Nu_{exp})^2 \, dx \, dy}}\quad (3–7)$$

the use of the different grid sizes allows the extrapolation of the error using Richardson’s extrapolation method [55, 56]. Using the highest Nusselt number distribution found during the experiments, results in an rms error of 1.21% with a peak error of 3% located near the origin, while using the lowest Nusselt number distribution results in an rms error of 0.83 % with a peak error of 3.25% located near the edge of the domain. These errors
are less than the uncertainty contained in the experimental measurements and thus the one-dimensional treatment for evaluating the Nusselt number is deemed satisfactory.

3.3.2 Single-Phase Results

During the course of the experiments it was observed that the heat transfer coefficient is independent of heat flux, as expected. Results for a typical experiment are shown in Figure 3-5. To illustrate the amount of uncertainty in the data error bars have been included in this figure. However, to facilitate ease of viewing they are not shown in the rest of this Section.

Figure 3-6 shows the measured thermocouple temperature profiles at various heat fluxes for a nozzle spacing of 4 nozzle diameters for a single-phase experiment. Note that the adiabatic wall temperature corresponds to that measured with zero applied heat flux. Figure 3-7 shows that Nusselt number scales with $\sqrt{Re_D}$ as reported by
Donaldson et al. [46] and Rahim et al. [51], among others. As a matter of reference, a single-phase Nusselt number on the order of 2,500 corresponds to a heat transfer coefficient on the order of 11,000 W/m²-K in the present study. A single nozzle was used in the experiments and thus the over-expansion pressure ratio and Reynolds number are not independent of each other and the effects of over-expansion ratio could not be isolated.

Figure 3-8 compares the local Nusselt number for nozzle heights and Reynolds numbers used during the experiments. For r/D > 0.5 and H/D > 2 the Nusselt number distribution is not strongly dependent on the nozzle height. However, for r/D < 0.5 there is a small variation in Nusselt number. This behavior results from the complex shock structure at the nozzle exit and its interaction with the heater surface. For H/D ≤ 2 Nusselt number is slightly elevated, but this effect appears to lessen at higher Reynolds
Figure 3-7. Spatial variation of $Nu_D$ at different $Re_D$, a) unscaled and b) scaled.

numbers. A possible explanation for this behavior is that due to the low temperature of the flowing air, the nozzle becomes cooled. This will cause moisture in the surrounding air to condense on the nozzle which can become entrained in the jet. This entrained moisture will increase the amount of heat removed from the surface of the heater and thus elevate the measured Nusselt number. To combat this issue the nozzle is insulated to the best extent possible. With the added insulation, it is believed that the moisture condensation effects are minimal but, non-zero.
Figure 3-8. Single-phase $\text{Nu}_D$ at various nozzle height to diameter ratios, a) $\text{Re}_D = 4.57 \times 10^5$, b) $\text{Re}_D = 7.55 \times 10^5$, and c) $\text{Re}_D = 1.05 \times 10^6$.

### 3.3.3 Two-Phase Results

The two-phase jet experiments are performed in the same manner as the single-phase jet with the exception of water being added to the air-stream. In order to quantify the effect of the water on the heat transfer properties, the mass fraction of water in the jet is calculated as

$$w = \frac{\dot{m}_l}{\dot{m}_l + \dot{m}_{\text{air}}}.$$  \hspace{1cm} (3–8)
In general, the two-phase heat transfer coefficient is found to be independent of heat flux. However, as previously mentioned, when the heat flux at the heater surface is too low, ice formation affects the heat transfer measurements. In order to combat ice formation a minimum heat flux of 315 kW/m$^2$ is used. Nevertheless, there are a few cases where icing is observed in heat fluxes up to 350 kW/m$^2$. To identify and help mitigate these effects, the mean and standard deviation of the heat transfer coefficient as a function of space is taken. When the standard deviation of the experimental values exceeded 20%, then heat fluxes of 470, 430, and 390 kW/m$^2$ are used in the averaging calculations. These heat fluxes are selected because the higher heat fluxes will result in higher surface temperatures and inhibit ice formation. Also, the higher temperatures will result in a larger $\Delta T$ and less uncertainty in the computed heat transfer coefficient. Approximately 20% of the measurements taken require these corrective measures, and in all cases the resulting standard deviation is less than 20% of the mean. See Figure 3-9 for an example of an experiment where the heat transfer coefficient is clearly independent of heat flux and Figure 3-10 where a reduction in the heat flux used was necessary.
Figure 3-10. Measured two-phase Nu$_D$ spatial variation at different heat fluxes, a) ice effects present and b) after removal of lowest heat fluxes.

Figure 3-11 shows the radial variation of measured thermocouple temperature for various heat fluxes for a two-phase experiment. Note that the zero heat flux condition represents the adiabatic wall temperature. Figure 3-12 shows the radial variation of Nusselt number for the two-phase jet at different water mass fractions and constant Reynolds number and nozzle height, Figure 3-13 shows the variation with nozzle height with a constant Reynolds number with a nominally constant mass fraction of liquid. Note that it is not possible in the current study to vary Reynolds number and the liquid mass
fraction independently of each other; thus it is not possible to show how the Nusselt number scales with Reynolds number.

Nusselt number generally increases with increasing Reynolds number and increasing water mass fraction near the interior of the jet. For \( r/D \geq 1.5 \) there does not appear to be a noticeable dependence of Nusselt number on the nozzle height. There is some variation of Nusselt number with nozzle height in the jet interior, but a definite trend is not apparent. For reference purposes, a two-phase Nusselt number on the order of 2,000 corresponds to a heat transfer coefficient on the order of 200,000 W/m²-K. More experimental results than those presented in this Chapter are presented in Appendix A.
Heat transfer coefficients exceeding 400,000 W/m²-K are observed in Figure 3-13c, which are on the same order as the highest liquid jet heat transfer coefficients, see [2], to the author's knowledge. While there is more experimental uncertainty at these high heat transfer rates (8 to 18%), the efficacy of the two-phase jet for high heat transfer applications is clearly demonstrated.

It is briefly noted that the orifice for the 0.37 mm orifice had a defect and hence is not perfectly circular; the liquid flowrate delivered was less than that for the 0.33 mm orifice. The Nusselt number results for the 0.37 mm orifice are noticeably smaller that
Figure 3-13. Two-phase Nu\textsubscript{D} number at various nozzle height to diameter ratios. a) w = 0.0375, Re\textsubscript{D} = 4.42 \times 10^5, b) w = 0.0273, Re\textsubscript{D} = 7.23 \times 10^5, and c) w = 0.0248, Re\textsubscript{D} = 1.01 \times 10^6.

that of the 0.33 mm orifice and do not follow the expected trend. This is believed to be due to the eccentricity of the orifice causing different behavior in the mixing chamber and effecting the resulting droplet size/distribution at the nozzle exit. While the 0.51 mm orifice does have some eccentricity, it is not as severe as that found in the 0.37 mm orifice, and it does not seem to have a noticeable effect on the Nusselt number measurements. Pictures of each orifice are shown in Appendix C.
3.3.4 Evaporation Effects

To help quantify the effect of evaporation on the heat transfer coefficient the saturated humidity ratio at the impingement site \((r = 0)\) and at the edge of the measurement location \((r = 50.8 \text{ mm})\) is carried out. The saturated humidity ratio is calculated from

\[
\omega_{\text{sat}} = 0.622 \frac{P_{v,\text{sat}}}{P - P_{v,\text{sat}}} \tag{3-9}
\]

The vapor saturation pressure, \(P_{v,\text{sat}}\) is calculated from [57]

\[
P_{v,\text{sat}} = \exp \left( \frac{647.096}{T} \left[ -7.85951783v + 1.84408259v^{1.5} - 11.78664977v^3 ight. \\
\left. + 22.6807411v^{3.5} - 15.9618719v^4 + 1.80122502v^{7.5} \right] \right) \tag{3-10}
\]

where

\[
v = 1 - \frac{T}{647.096}
\]

\(T\) has units of Kelvin, \(P\) has units of Pascals, and \(v\) is non-dimensional. At the jet impingement zone the temperature is on the order of 10 \(^\circ\)C and the pressure is approximately the stagnation pressure. Results for the saturated humidity ratio for the three separate stagnation pressures used are all on the order of \(10^{-4}\); thus any effects due to evaporation near the centerline are considered negligible.

The pressure at the edge of the heater as well as the temperature at the surface of the liquid film are unknown and a similar analysis cannot be performed. However, no visual observation of phase change at the highest temperatures seen during experiments is seen. It is observed in Figures 3-12 and 3-13, that Nusselt number remains essentially constant near the edge of the heater. Evaporation would further enhance heat transfer resulting in an increase in Nusselt number in this region thus it is believed that evaporation is likely negligible in this area as well.
3.4 Comparison between Single and Two-Phase Jets

To gain an appreciation of the two-phase jet heat transfer enhancement, the measured heat transfer coefficient is compared to the that for the single-phase case. The heat transfer enhancement factor is defined here as

\[ \phi = \frac{h_{\text{mix}}}{h_{\text{air}}} \]  (3–11)

Figure 3-14. Heat transfer enhancement ratio at various liquid mass fractions. a) Z/D = 2.0, Re_D = 4.42 \times 10^5, b) Z/D = 4.0, Re_D = 7.35 \times 10^5, and c) Z/D = 2.0, Re_D = 1.01 \times 10^6.
Figure 3-14 show the heat transfer enhancement with the variation in water mass fraction and Reynolds number. It is observed that the enhancement increases with increasing mass fraction; the increase is diminished with increasing Reynolds number. It is observed that in Figure 3-14 that for $r/D < 0.5$ there is a marked increase in the measured heat transfer enhancement. At higher Reynolds numbers the maximum enhancement occurs near the edge of the jet ($r/D = 0.5$).

It is observed in Figure 3-15 that the variation of the heat transfer enhancement with nozzle height is similar to that for water mass fraction, it shows an increasing trend at lower Reynolds numbers but the effect is damped at higher Reynolds numbers.

### 3.5 Discussion

One of the features apparent in all experiments is that at radial distances of 1.5 to 2 nozzle diameters the Nusselt number and heat transfer enhancement ratios approach a near constant value which is indicative of film flow heat transfer. Various studies [34, 40] have noted that there is a large adverse pressure gradient in this region which likely causes boundary layer separation [35]. During the course of the present experiments, two “rings” indicative of a separation region are observed on the heater surface. One of which corresponds to the edge of the nozzle where there is a shock wave present, and the other is located approximately 1.5 nozzle diameters from the jet centerline. Inside of these region the heat transfer coefficient is affected by nozzle height and the water mass fraction indicating that jet impingement is the dominating heat transfer mechanism for $r/D < 1.5$.

All of the experiments reported are carried out at relatively low surface temperatures; the highest temperature is on the order of 70 °C. Phase change due to mass transfer of the liquid into the impinging air-stream is considered negligible for reasons discussed in Section 3.3.4. Additionally the work of Benardin and Mudawar [58] explore the Leidenfrost model for impinging drops and sprays. Their model predicts the pressure in droplets using one-dimensional elastic impact theory [59], and a correction factor due to
Figure 3-15. Heat transfer enhancement ratio at various nozzle height to diameter ratios. a) \( w = 0.0205, \) \( \text{Re}_D = 4.54 \times 10^5 \), b) \( w = 0.0290, \) \( \text{Re}_D = 7.24 \times 10^5 \), and c) \( w = 0.0233, \) \( \text{Re}_D = 1.02 \times 10^6 \).

Engel [60, 61] gives good results. The pressure rise at the impingement surface can be modeled as

\[ \Delta P = 0.20 \rho \text{o} u_\text{o} u_\text{snd} \]  
(3–12)

where \( u_\text{o} \) is the droplet velocity and \( u_\text{snd} \) is the speed of sound in the liquid. Using this equation it is seen that for any droplet velocity above approximately 7% of the speed of the air in the impinging jet (approximately Mach 3) will yield surface pressures
above that of the critical pressure for water. Thus even if phase change occurs at the impingement point, the latent heat of vaporization is zero and no enhancement of heat transfer will occur. Because of the complex shock structures occurring when the jet impinges onto the surface, making similar arguments for regions far removed from the impingement zone are not reliable and thus are not attempted. However, it is noted that most of the liquid droplets impinging onto the surface will occur near the centerline; thus the pressure far removed from the jet centerline will be lower and evaporation may still be possible at elevated surface temperatures and heat fluxes.

One of the current limitations of the current results is they lack information on the liquid drop size distribution. Such measurements are not available at the current time and future work is planned to address this deficiency.

The current heat transfer measurements are compared to the single-phase liquid jet heat transfer measurements of Oh et al. [2], and the measured heat transfer coefficients are on the same order of magnitude. The liquid flow rate in the current experiments is very small when compared to those experiments, up to 0.7 g/s (542.5 g/m² s, referenced to heated area) compared with 4.3 kg/s (2.55 × 10⁶ g/m² s, referenced to heated area), a feature which has significant industrial advantages. In the study performed by Oh et al., liquid to vapor phase change is not observed, and those experiments were performed at much higher heat fluxes (up to 30 times the heat fluxes reported in the current study). Future investigations will explore higher heat flux regimes.

3.6 Summary

In this Chapter heat transfer enhancement measurements using two-phase overexpanded supersonic impinging jets were presented for a wide range of Reynolds numbers. These jets two-phase jets are generated by the addition of water droplets upstream of a converging-diverging nozzle. Heat transfer measurements using a single-phase jet is used for comparison. It is observed that the addition of water droplets into the air flow significantly enhances the heat transfer rate. Enhancement is significant
near the jet centerline the enhancement factor exceeds 10 in most cases. The mass fraction of water added to the jet is observed to be an important parameter for heat transfer, generally increasing Nusselt follows increasing water mass fraction. However, its influence diminishes at higher Reynolds numbers. Nozzle height appears to have a small impact on the observed heat transfer rates.
CHAPTER 4
DETERMINATION OF HEAT TRANSFER COEFFICIENT USING AN INVERSE HEAT TRANSFER ANALYSIS

As was seen in Chapter 3 the use of steady state measurement techniques yields low surface temperatures which are not suitable for evaporating the liquid film and the low $\Delta T$ between the wall and liquid film which creates uncertainty in evaluating the heat transfer coefficient. In order to alleviate some of these effects a transient approach involving an inverse heat transfer quenching problem is developed.

4.1 Inverse Problems

There are two basic paradigms in heat transfer. The most well known paradigm is the solution of the temperature field within a medium subject to constraints such as a given thermal conductivity, thermal diffusivity, and known boundary conditions. If all of the constraints are known, then the resulting temperature field within the medium of interest can be solved; in many cases an analytical solution can be determined. However, if these conditions are not known then the problem is not unique, is under-specified, and no solution can be determined.

The second paradigm in heat transfer, named inverse heat transfer, is when the temperature at specific points inside of a medium are known and a constraint needs to be determined e.g. contact resistance between two surfaces or a boundary condition. Because of unavoidable measurement errors in the temperature field this problem is ill-posed and can be difficult to solve. The difficulties of this problem can be circumvented in very special circumstances, for example if one desires to determine the heat flux applied at a boundary of a one-dimensional bar at steady state one can ensemble average temperature measurements at a few locations along the length of the bar and determine the temperature gradient via linear regression. With a known thermal conductivity, Fourier’s law can be used to determine the applied heat flux and the results can be quite accurate. Unfortunately these simple problems do not come about in
practice often. For example if the heat flux varies in time, then the above method would not be applicable and a different method would be needed.

Inverse Problems, in general, fall into one of two categories: parameter estimation, in which one or more desired parameters are determined using experimental data (e.g. thermal conductivity of a solid and a applied heat flux) and function estimation, in which a desired function is to be estimated using experimental data (e.g. a boundary condition which varies in space and time). It should be noted that many function estimation problems can be formulated in terms of a parameter estimation problem if the functional form of the desired function is known, for instance if thermal conductivity is a quadratic function of temperature the problem can be reduced to determining the coefficients of the governing equation. This approach can yield good results, see Flach and Özişik [62] for example, however, if the form of the equation is not known a priori then this approach may not be useful.

Inverse Problems and Inverse Heat Transfer (IHT) problems have been studied extensively in the literature and have been in use since at least the 1950’s. Tikhonov, [63–65] among others, was one of the first to tackle the challenge of inverse problems and take into account measurement errors. His technique titled Tikhonov’s regularization minimized the least square error by adding a regularization term that penalizes unwanted oscillations in the estimated function. Tikhonov’s method can be related to damped least squares methods, most notably the method due to Levenberg [66] and Marquardt [67], known as the Levenberg-Marquardt method. These methods are only suitable for parameter estimation. Stoltz [68] used a function estimation technique based on Duhamel's principle and two simultaneous thermocouple measurements to determine the surface heat flux in a one-dimensional problem. This process is known as exact matching and does not take into account any measurement errors. Beck [69–71] used a method similar to that by Stoltz; however, temperatures at future times are used to provide regularization and reduce instabilities in the method. This method
can be used for parameter or function estimation but, can become unstable for small time steps and thus highly transient phenomena cannot be accurately reproduced. The Monte Carlo method can be used to estimate a parameter or function as was demonstrated by Haji-Sheikh and Buckingham [72]; a good review of the technique can be found in [73]. A method that is suitable for small time steps and performs parameter or function estimation is Alifanvo’s Iterative Regularization Method [74]. This method is also known as parameter/function estimation with the adjoint problem and conjugate gradient method, and is the method used for the present study. This method will be able to determine a time and space varying heat transfer coefficient produced by a multiphase supersonic impinging jet, as well as any temperature dependence due to any evaporation of the liquid film.

4.2 Introduction to Inverse Problem Solution Using the Conjugate Gradient Method with Adjoint Problem

Dealing with inverse problems, which by their nature are ill-posed, usually involves some type of regularization technique or an optimization technique which inherently regularizes the solution. The technique used in the current study is an optimization technique known as function estimation using the conjugate gradient method with adjoint problem. As the name implies this method uses the conjugate gradient method to minimize the error in the least squares sense between the estimated output of an equation/system of equations and the measured output which has been corrupted with noise. The method will be described below in its general form to familiarize the reader. Many references exist for functional estimation with the adjoint problem and conjugate gradient method including Özişik [75], Özişik and Orlande [76], Alifanov [74], and the Chapter by Jarny [77]. Much of the following analysis follows that of Jarny as the author found that particular reference to be mathematically rigorous, thorough, general in nature, and easy to follow. Specific implementations of this method will be discussed where needed.
4.2.1 The Direct Problem

The direct problem is the model equation(s) for the system of interest. It can be an algebraic, integral, ordinary differential, or partial differential equation or system of equations or some combination therein.

\[ y(x, t) = f(x, t, \xi) \tag{4–1} \]

where \( y \) is the output of the system, \( \xi \) is taken to be a parameter(s) or function to be estimated and \( x \) and \( t \) are the independent variables. Note that although both space and time are independent variables in this example it is not necessary for the output to depend on both of them.

4.2.2 The Measurement Equation

The measurement equation exists due to the discrete nature of a sampling process and due to changes brought about in data due to sensor dynamics. Although in modern data acquisition systems it is possible to measure quantities at a near continuous rate taking measurements still is an inherently discrete process. Bendat and Piersol [78] have written a good reference on data measurement and analysis which includes sensor/system dynamics.

Sensor dynamics can greatly effect the measurements of a system and their effects can be quite significant. This process can be simplified if the sensor dynamics can be approximated by a linear time invariant (LTI) system, which most sensors fall under. In an LTI system the output of a sensor is the result of a convolution of its input with the sensor’s impulse response function. The impulse response function is the response of the sensor, initially at rest (or zero), to an impulse input. The measurement equation can be mathematically expressed as

\[ Y_m = \int_0^t h(t - \tau)y(\tau)d\tau \tag{4–2} \]
where $Y_m$ is the measured output, $h$ is the impulse response function, and $y$ is the true output of the system. If the sensor is perfect and the goal is to simply denote its discrete nature the impulse response function would simply be a delta function. For ease of viewing the measurement equation can also be discussed in an operator form such that Equation (4–2) is equal to

$$Y_m = Cy$$  \hspace{1cm} (4–3)

### 4.2.3 The Indirect Problem

The indirect problem is actually the statement of the least squares criteria. When solving an inverse problem with the current method the parameter or function sought is the one which minimizes the least squares criteria. Simply stated the indirect problem is

$$S(\xi) = \sum_{i=1}^{M} \int_0^{t_{\xi}} \left[ Y_{m,i} - C_i y_i(t, \xi) \right]^2 dt$$  \hspace{1cm} (4–4)

where $S$ is the integrated squares (note that in the case of discrete data this would be the sum of squares), $i$ is the sensor number, and $M$ is the total number of sensors. The spatial dependence of $y$ is left out of Equation (4–4) because it is assumed that the sensors are placed at varying distances in space, thus the measurement operator, $C_i$ would only operate on measurements at a location, $x_i$. It can be useful to think of the least squares criteria in the form of a norm operator, $\|u\|$ or sometimes $\langle u, v \rangle$, for instance Equation (4–4) is equal to

$$S(\xi) = \| Y_m - Cy(t, \xi) \|$$  \hspace{1cm} (4–5)

### 4.2.4 The Adjoint Problem

Formulating the adjoint problem correctly is a crucial step in the solution process. Essentially this is where the optimization portion of the problem comes into play. To do
this the indirect problem is considered the modeling equation and the direct problem is considered as a constraint such that the following equation holds,

\[ R(y, \xi) = y - f(x, t, \xi) \]

These are then joined together through the use of a Lagrange multiplier.

\[ L(y, \xi, \lambda) = \| Y_m - Cy(t, \xi) \| - \langle \lambda, R(y, \xi) \rangle \] (4–6)

where L is the Lagrangian variable and \( \lambda \) is the adjoint variable (also known as the Lagrange multiplier) which, in general, can be a function of space and time.

When the correct parameter/function \( \xi \) is inserted into Equation (4–6) the resulting Lagrangian is zero for perfect measurements. Real world measurements will be corrupted with noise and the resulting Lagrangian will be the minimum least squares criteria.

To determine the proper \( \xi \) the Lagrangian must be minimized. If the adjoint variable is treated as fixed the the differential of the Lagrangian is

\[ dL = \langle \nabla_y S, \Delta y \rangle - \langle \lambda, \nabla_y R(y, \xi) \Delta y \rangle - \langle \lambda, \nabla_{\xi} R(y, \xi) \Delta \xi \rangle \] (4–7)

or expressed in a more convenient form

\[ dL = \langle \nabla_y S - \lambda [\nabla_y R(y, \xi)] , \Delta y \rangle - \langle \lambda [\nabla_{\xi} R(y, \xi)] , \Delta \xi \rangle \] (4–8)

Because the choice of the adjoint variable is not constrained it is chosen to be the solution of

\[ \nabla_y S - \lambda [\nabla_y R(y, \xi)] = 0 \] (4–9)
Equation (4–9) is known as the adjoint equation. Note that this is implicit in \( \lambda \), through mathematical operation (usually involving integration by parts) it can be expressed as an explicit function of the adjoint variable.

### 4.2.5 Gradient Equation

Note that the adjoint equation renders the first term in Equation (4–8) to be zero. At the solution point where \( \xi \) is equal to the true value, the Lagrangian is equal to the minimum of the least squares criteria

\[
dL = dS = \langle \nabla S(\xi), \Delta \xi \rangle, \tag{4–10}
\]

and comparing the remainder of Equation (4–8) to Equation (4–10) the gradient equation results

\[
\nabla S = -\lambda [\nabla \xi R(y, \xi)]. \tag{4–11}
\]

The gradient equation is used in the conjugate gradient minimization algorithm to determine a step size and descent direction in order to minimize the least squares criteria.

### 4.2.6 Sensitivity Equation

As mentioned one of the parameters needed to find the minimum of the indirect problem is the step size. This parameter can take a few different forms depending on whether the inverse problem is linear or non-linear. In the interest of presenting a general method, the form for non-linear problems are presented.

The step size to be determined is a perturbation in the parameter/function \( \xi \), which is to be estimated. To derive this quantity we simply perturb the direct problem

\[
y + \Delta y = f(x, t, \xi + \Delta \xi); \tag{4–12}
\]

generally the right hand side of Equation (4–12) is linearized such that
\[ y + \Delta y = f(x, t, \xi) + f(x, t, \xi, \Delta \xi). \] (4–13)

When Equation (4–1) is subtracted from the above equation the sensitivity equation is the result

\[ \Delta y = f(x, t, \xi, \Delta \xi) \] (4–14)

Note that the second term in Equation (4–13) and the right hand side of Equation (4–14) contain both \( \xi \) and \( \Delta \xi \). Inverse problems in which the sensitivity equation contains both parameters/functions \( \xi \) and \( \Delta \xi \) are non-linear. Not all inverse problems are non-linear in nature, and this form is used here for the sake of generality. The sensitivity equation simply states that a perturbation in the parameter to be estimated will result in a perturbation of the computed output.

4.2.7 The Conjugate Gradient Method

The conjugate gradient method is an optimization problem for solving linear or non-linear equations. There are several references which detail the mathematics behind this tool, for instance the books by Rao [79] and Fletcher [80], among others. As such readers interested in a rigorous derivation of the method are encouraged to consult these references.

The essential steps of the method are that a guess for \( \xi \) is chosen, the above equations are solved and a search direction, \( d\xi \) which is C-conjugate to the previous direction is calculated using a conjugation coefficient, \( \gamma \). The search direction is then multiplied by the step size, \( \beta \) and is added to the previous guess for \( \xi \). This iterative process continues until the error between the measured output and calculated output reaches a predetermined tolerance.

There are several different forms of the conjugation coefficient, \( \gamma \) in the literature such as the Hestenes-Stiefel [81], Polak-Ribière [82], and Fletcher-Reeves [83], among others. All of the mentioned forms are equivalent for linear equations; however it is
discussed in the literature \cite{84, 85} that the Polak-Ribi`ere form of the equation has better convergence properties for non-linear equations and as such will be used in the present study unless otherwise noted. The Polak-Ribi`ere form of the conjugation coefficient is

\[
\gamma^k = \frac{\sum_{i=1}^{M} \langle \nabla S^k, \nabla S^k - \nabla S^{k-1} \rangle}{\| \nabla S^{k-1} \|} \quad \text{for} \quad k = 1, 2, 3 \ldots
\]

(4–15)

and

\[
\gamma^0 = 0 \quad \text{for} \quad k = 0
\]

The search direction is then calculated by the following

\[
\Delta \xi^k = \nabla S^k + \gamma^k \Delta \xi^{k-1}.
\]

(4–16)

The step size is defined by the following

\[
\beta = \arg \min \left\{ S(\xi - \beta \Delta \xi) \right\} = \arg \min \sum_{i=1}^{M} \int_{0}^{t_f} \left[ Y_{m,i} - C_i y_i(t, \xi - \beta \Delta \xi) \right]^2 dt.
\]

(4–17)

The output of the direct problem is expanded in a Taylor series as

\[
y(t, \xi - \beta \Delta \xi) \approx y(t, \xi) - \beta \frac{\partial y(t)}{\partial \xi} \Delta \xi \approx y(t, \xi) - \beta \Delta y(t, \Delta \xi).
\]

(4–18)

and substituting the above into Equation (4–17) yields

\[
\beta = \arg \min \sum_{i=1}^{M} \int_{0}^{t_f} \left[ Y_{m,i} - C_i y_i(t, \xi) + \beta C_i \Delta y(t, \Delta \xi) \right]^2 dt.
\]

(4–19)

Performing the differentiation with respect to \( \beta \), setting the result equal to zero and solving for \( \beta \) yields the final form of the equation for the step size
\[
\beta^k = \frac{\sum_{i=1}^{M} \int_{0}^{t_f} [C_i y_i(x, t, \xi^k) - Y_{m,i}(t)] \Delta y_i(t, \Delta \xi^k) \, dt}{\sum_{i=1}^{M} \int_{0}^{t_f} [C_i \Delta y_i(t, \Delta \xi^k)]^2 \, dt}
\]  

(4–20)

It is noted that the above equation can be simplified for linear problems when the least squares criteria (the indirect problem) is cast in quadratic form. However, for the sake of generality, the above equation will be used throughout the current Chapter.

### 4.3 Factors Influencing Inverse Heat Transfer Problems

There are several factors which can influence the solution of an inverse problem. Some of these factors are discussed below.

#### 4.3.1 Boundary Condition Formulation Effects

To perform a function estimation inverse problem to determine a spatially and temporally varying heat transfer coefficient, the choice of the boundary condition formulation is very important. The boundary condition can be formulated as a Dirichlet (specified temperature) boundary condition where the surface temperature is determined and the resulting heat flux is calculated in order to determine the heat transfer coefficient, as a Neumann (specified heat flux) boundary condition where the heat flux is determined and the resulting surface temperature is calculated, or as a Robin (convection) type boundary condition where the heat transfer coefficient is directly determined. At first glance, the Robin type boundary condition seems to be the best choice as the underlying physics taking place are convective in nature. Upon further analysis this is actually the worst choice. In order to demonstrate this an example using a one-dimensional heat transfer problem with a time varying heat transfer coefficient will be used because of the ease of calculation. The same concepts apply to a two-dimensional problem with a spatially and temporally varying heat transfer coefficient.

The following analysis can be found in [86] but is reproduced here for clarity and to correct some errors contained therein. Suppose a time varying boundary condition is
applied to the $x = 0$ surface of a one dimensional solid with an insulated boundary at $x = L$, see Figure 4-1. The solution of this problem can be determined by using Duhamel's principle for each type of boundary condition previously discussed. Essentially the time varying boundary is convolved with the impulse response function of the slab. The impulse response function is determined by solving the heat equation for the solid with a boundary condition of unity (a step response function) and then taking the derivative of that function with respect to time. For instance the solution for a time varying heat flux in dimensionless form is

$$
\theta (x^*, t^*) = \theta_o + \int_0^{t^*} q^* (\tau) \frac{\partial \phi_q (x^*, t^* - \tau)}{\partial t^*} d\tau
$$

where $\phi_q$ in dimensionless form is:

$$
\phi_q (x^*, t^*) = t^* + \frac{1}{3} + x^* (\frac{x^*}{2} - 1) - \frac{2}{\pi} \sum_{n=1}^{\infty} \frac{1}{n^2} \exp \left(-n^2 \pi^2 t^*\right) \cos \left(n\pi x^*\right)
$$
In order to analyze which type of boundary condition should be used in the inverse problem formulation, a sensitivity analysis should be performed. The sensitivity analysis is accomplished through the use of relative step sensitivity coefficients. First the governing equations and boundary conditions are non-dimensionalized and their solution obtained. The derivative of this solution is taken with respect to the non-dimensional input parameter for the boundary condition (non-dimensional temperature, heat flux, or Biot number). The result of these operations is the step sensitivity coefficient, although the magnitude of the coefficient for the convection case varies depending on the magnitude of the input Biot number. To allow direct comparison of these sensitivity coefficients they are multiplied by their boundary condition inputs transforming them to relative step sensitivity coefficients, denoted as $X_{\text{input}}$. With non-dimensionalization of the problem, the net effect is only seen in the convection case.

\begin{equation}
X_q(x^*, t^*) = \phi_q(x^*, t^*) \tag{4–22a}
\end{equation}

\begin{equation}
X_q(x^*, t^*) = 1 - \frac{2}{\pi} \sum_{n=1}^{\infty} \frac{1}{n - \frac{1}{2}} \sin \left[ \left( n - \frac{1}{2} \right) \pi x^* \right] \exp \left[ - \left( n - \frac{1}{2} \right)^2 \pi^2 t^* \right] \tag{4–22b}
\end{equation}
\[ X_{Bi}(x^*, t^*) = Bi \frac{\partial \theta}{\partial Bi} = Bi \sum_{n=1}^{\infty} \exp \left(-\lambda_n^2 t^*\right) \left\{ \frac{\partial C_n}{\partial Bi} \cos\left(\lambda_n(1 - x^*)\right) - C_n \frac{\partial \lambda_n}{\partial Bi} \left[2\lambda_n t^* \cos\left(\lambda_n(1 - x^*)\right) + (1 - x^*) \sin \left(\lambda_n(1 - x^*)\right)\right] \right\} \]

where

\[ \frac{\partial \lambda_n}{\partial Bi} = \frac{1}{\tan \lambda_n + \lambda_n \sec^2 \lambda_n} \]

and

\[ \frac{\partial C_n}{\partial Bi} = \frac{\partial \lambda_n}{\partial Bi} \left\{ \frac{4 \cos(\lambda_n)}{2\lambda_n + \sin(2\lambda_n)} - \frac{8 \sin(\lambda_n) \left[1 + \cos(2\lambda_n)\right]}{\left[2\lambda_n + \sin(2\lambda_n)\right]^2} \right\} \]

\[ \lambda_n \tan(\lambda_n) = Bi \]

Note that Equation (4–22c) depends on the input parameter (Bi) and thus the inverse problem is non-linear in nature and can be difficult to solve. Also note that this equation is different than that found in [86]; the equation in that reference contains \(x^*\) as opposed to \(1 - x^*\).

A plot of the sensitivity coefficients at \(x^* = 0.1\) is presented in Figure 4-2; it should be mentioned that the magnitudes of the sensitivity coefficients are plotted and the coefficients for Bi are actually negative and this is not clarified for the plot in Reference [86]. A few points of interests should be pointed out. First, note that the coefficients for Bi are lower than all of the others and that as Bi number increases its sensitivity coefficient decreases. The coefficients for a temperature and heat flux input are much larger than those for Bi number with the coefficients for temperature being larger than those for heat flux until a value of \(t^* \approx 0.75\). Clearly an inverse problem formulated in terms of an unknown convection coefficient is not a good choice.

### 4.3.2 Sensor Location Effects

The sensitivity coefficients also depend on position. The sensitivity coefficients for a heat flux input are plotted in Figures 4-3 and 4-4. It is easily seen that the closer
Figure 4-2. Relative step sensitivity coefficients at $x^* = 0.1$ as a function of time.

A temperature sensor is placed to the boundary of interest the more sensitive it is to changes of that boundary condition, as one would expect from simple physical reasoning.

Comparing Figures 4-3 and 4-4 one can see that the magnitude of the relative step sensitivity coefficient is larger at the back wall for an unknown surface temperature formulation than for an unknown heat flux formulation. This characteristic will be exploited in this study in order to minimize the effects of thermocouple insertion on the inverse problem.

4.3.3 Thermocouple Insertion Effects

In order to perform temperature measurements, solid thermocouples are commonly used as they are a robust, inexpensive method to the measurement. As was demonstrated in Section 4.3.2, the closer to the surface of interest a sensor is placed, better sensitivities to changes in the boundary condition are achieved. This can be accomplished
by drilling holes in the solid and inserting thermocouples inside the solid. Placing holes in the solid can have adverse effects on the heat transfer dynamics.
Several researchers have studied the problem of thermocouples inserted into a solid and how they distort the thermal field as well as how this affects inverse problems. Chen and Li [87] studied the problem numerically and found the error produced by the thermocouple insertion is proportional to the hole size and that the magnitude of the error decreases in time. Chen and Danh [88] expounded upon the research in [87] by performing experiments which confirmed some of the predicted results from numerical simulations, these studied focused on thermocouples inserted parallel to the direction of heat flow. Beck [89] used Duhamel's theorem to determine a correction kernel for thermocouples inserted normal to a low thermal conductivity surface to compensate for the insertion effects. Woodbury and Gupta [90] used numerical methods to study thermocouple insertion and the effects on inverse heat transfer problems. Woodbury and Gupta [91] also developed a simple one-dimensional sensor model to numerically correct the effects for the thermocouple holes; this study also included the fin effect from the thermocouple wires and is applicable to a thermocouple of any orientation to the surface. Attia et al. [92] performed a very comprehensive numerical and experimental study which helped quantify the error that the thermocouple insertion produces on measurements including wire effects, filler material effects, and non-ideal contact situations in which the thermocouple is inserted at an angle in the hole. Li and Wells [93] performed numerical and experimental work studying the different factors affecting the error due to thermocouple insertion. Interestingly they found that for a thermocouple inserted perpendicular to the direction of heat flow (i.e. parallel to the surface of interest) there would be no effect on the temperature measurements but, thermocouples oriented parallel to the direction of heat flow would have noticeable effects on measurements or on an inverse heat transfer analysis. Caron, Wells, and Li [94] continued this study and found a correction model called the equivalent depth. This model implies that the temperatures measured from an inserted thermocouple can be put into an inverse analysis as measurements taken from a different position; this new position is the one
which would experience the temperature transients recorded if there were no thermocouples inserted. The correction model was only able to accurately reproduce surface heat flux histories. Franco, Caron, and Wells [95] continued the work and developed correction models which accurately reproduce surface temperatures.

At first inspection the work of Li and Wells [93] appears to give an ideal result, that orienting the thermocouple in a specified direction will cause it to have no noticeable impact. The author attempted to use this information and designed an inverse experiment with sheathed thermocouples inserted 2 mm below the top surface of a copper cylinder at a angular spacing every 45°. After many trials to determine the impulse response functions of these embedded thermocouples it was concluded that thermocouples significantly impacted the heat flow and temperature field. This experimental finding is contrary to the study by Li and Wells, but it could be due to differing factors such as different types of thermocouples used, different solid material (copper for the author’s experiment, aluminum for Li and Wells), and the fact there were many thermocouples inserted versus one for Li and Wells.

One commonality for the above work cited is that the correction models can be quite complicated and they only assess the effects of a single thermocouple being inserted into the solid. Because of these difficulties it was decided to use simple welded-bead type thermocouples and silver solder them to the back of the solid (no insertion). This configuration eliminated all insertion effects because there are no holes drilled. This will affect the nature of the inverse problem because measurements performed at the back surface will cause the sensitivity of the inverse method to decrease. This limitation can be overcome by formulating the problem as an unknown surface temperature instead of an unknown surface heat flux or convection coefficient.

4.4 Inverse Heat Transfer Problem Formulation

As was demonstrated in Section 4.3 the best choice for formulating an inverse problem for determining the heat transfer coefficient is a specified temperature
Figure 4-5. Illustration of the heat transfer physics of the inverse problem formulation.

formulation with thermocouples measuring temperature at the back wall. Once the temperature at the impingement surface is known the heat flux at the surface and heat transfer coefficient can be determined. A schematic diagram illustrating the problem formulation is shown in Figure 4-5. The inverse problem equations from Section 4.2 will now be cast into the proper from for an IHT problem for a cylinder at an initial temperature that is exposed to a time and space varying surface temperature.

4.4.1 Direct Problem

The Direct problem in non-dimensional form is formulated as,
\[
\frac{\partial \theta}{\partial t^*} = \frac{1}{r^*} \frac{r^*}{\partial r^*} \left( r^* \frac{\partial \theta}{\partial r^*} \right) + \frac{\partial^2 \theta}{\partial z^{*2}} \quad (4–23a)
\]

\[
\theta(r^*, z^* = 0, t^*) = \theta_s(r^*, t^*) \quad (4–23b)
\]

\[
\left. \frac{\partial \theta}{\partial z^*} \right|_{z^* = \frac{L}{R}} = 0 \quad (4–23c)
\]

\[
\left. \frac{\partial \theta}{\partial r^*} \right|_{r^* = 0} = 0 \quad (4–23d)
\]

\[
\left. \frac{\partial \theta}{\partial r^*} \right|_{r^* = 1} = 0 \quad (4–23e)
\]

\[
\theta(r^*, z^*, t^* = 0) = 0 \quad (4–23f)
\]

where the following non-dimensionalization is used

\[
r^* = \frac{r}{R}, \quad z^* = \frac{Z}{L}, \quad t^* = \frac{\alpha t}{R^2}
\]

\[
\theta = \frac{T_o - T}{T_o}, \quad \theta_s(r^*, t^*) = \frac{T_o - T_s(r^*, t^*)}{T_o}
\]

### 4.4.2 Measurement Equation

The measurement equation is, in its rigorous form

\[
\theta_{m,i} = \int_{\tau = 0}^{t^*} \int_{r^* = 0}^1 \int_{z^* = 0}^{\frac{L}{R}} h_i(t - \tau) \delta(r^* - r^*_i) \delta(z^* - z^*_i) \, r^* \, dz^* \, d\tau \, dr^*. \quad (4–24)
\]

Note that the delta functions in Equation (4–24) merely take into account the discrete nature of the measurements. Noting this point, the measurement equation can now be cast as

\[
\theta_{m,i} = \int_{0}^{t^*} h_i(t - \tau) \theta_i(\tau) \, d\tau \quad (4–25)
\]
The subscript \( i \) in the equation denotes the measurement location, of which there are 7 total measurement points. Also note that each thermocouple can have its own impulse response function and hence the subscript. This equation can take on an operator form similar to Equation (4–3).

### 4.4.3 Indirect Problem

The corresponding indirect problem is

\[
S(\theta_s) = \int_0^{t^*} \left[ Z_m(t^*) - C_i \theta(r^*, z^*, t^*, \theta_s) \right]^2 dt^*.
\]

(4–26)

Note that the operator form of the measurement equation is used.

### 4.4.4 Adjoint Problem

The development of the adjoint problem is quite involved mathematically. Because of the sensor dynamics involved in the measurement equation the form of the adjoint equation will look different than many of those found in the literature such as [96–100] for example. To the author’s knowledge there are no references in the literature that explicitly take into account the sensor dynamics, except [86], which merely discusses the convolution of the delta function to account for the discrete nature of the measurements. Also Marquardt’s analysis [101] which accounts for sensor dynamics, but uses a state and disturbance observers model, which is different than using the adjoint problem such as used for the current analysis.

To begin the derivation of the adjoint problem, the necessary substitutions are carried out for Equation (4–6)

\[
L(\theta, \theta_s, \lambda) = \int_0^{t^*} \sum_{i=1}^{M} \left[ Y_{m,i} - C_i \theta(r^*, z^*, t^*, \theta_s) \right]^2
- \left\langle \lambda, \frac{\partial \theta}{\partial t^*} - \frac{1}{r^*} \frac{\partial}{\partial r^*} \left( r^* \frac{\partial \theta}{\partial r^*} \right) - \frac{\partial^2 \theta}{\partial z^*} \frac{\partial}{\partial z^*} \right\rangle_v dt.
\]

(4–27)

Here the norm in the second term of Equation (4–27) is equal to
\[ \langle u, v \rangle_v = \int_{r^*=0}^{\frac{1}{\lambda}} \int_{z^*=0}^{L} u v \ r^* \ dr^* \ dz^* \]  

(4–28)

Next the second term of Equation (4–27) is integrated by parts. This allows for an explicit function of the adjoint variable to appear. After using the boundary and initial conditions of the direct problem, Equation (4–23), the result is the following

\[
L(\theta, \theta_s, \lambda) = \int_{0}^{t_f^*} \left\{ \sum_{i=1}^{M} [Y_{m,i} - C_i \theta(r^*, z^*, t^*, \theta_s)]^2 \right. \\
- \left. \left\langle \theta, \frac{\partial \lambda}{\partial t^*} - \frac{1}{r^*} \frac{\partial}{\partial r^*} \left( r^* \frac{\partial \lambda}{\partial r^*} \right) - \frac{\partial^2 \lambda}{\partial z^*^2} \right\rangle_v \right. \\
- \left. \theta \frac{\partial \lambda}{\partial r^*} \Bigg|_{r^*=1} + \theta \frac{\partial \lambda}{\partial r^*} \Bigg|_{r^*=0} - \theta \frac{\partial \lambda}{\partial z^*} \Bigg|_{z^*=\frac{1}{\lambda}} + \theta_s \frac{\partial \lambda}{\partial z^*} \Bigg|_{z^*=0} \right. \\
- \left. \lambda \frac{\partial \Delta \theta}{\partial z^*} \Bigg|_{z^*=0} + \lambda \Delta \theta \Bigg|_{t^*=t_f^*} \right\} \ dt.
\]  

(4–29)

Next the derivative of Equation (4–29) is taken with respect to \( \theta \) and \( \theta_s \).

\[
dL(\theta, \theta_s, \lambda) = \int_{0}^{t_f^*} \left\{ \sum_{i=1}^{M} \langle -2(Y_{m,i} - C_i \theta(r^*, z^*, t^*, \theta_s)), C_i \Delta \theta \rangle \right. \\
- \left. \left\langle \Delta \theta, \frac{\partial \lambda}{\partial t^*} - \frac{1}{r^*} \frac{\partial}{\partial r^*} \left( r^* \frac{\partial \lambda}{\partial r^*} \right) - \frac{\partial^2 \lambda}{\partial z^*^2} \right\rangle_v \right. \\
- \left. \Delta \theta \frac{\partial \lambda}{\partial r^*} \Bigg|_{r^*=1} + \Delta \theta \frac{\partial \lambda}{\partial r^*} \Bigg|_{r^*=0} - \Delta \theta \frac{\partial \lambda}{\partial z^*} \Bigg|_{z^*=\frac{1}{\lambda}} + \Delta \theta_s \frac{\partial \lambda}{\partial z^*} \Bigg|_{z^*=0} \right. \\
- \left. \lambda \frac{\partial \Delta \theta}{\partial z^*} \Bigg|_{z^*=0} + \lambda \Delta \theta \Bigg|_{t^*=t_f^*} \right\} \ dt.
\]  

(4–30)

The goal is to specify the adjoint equation as the solution to the terms in Equation (4–30) involving \( \Delta \theta \). However, the first term involves the measurement operator and \( \Delta \theta \). To rectify this the adjoint of the measurement equation is sought such that
\[ \langle e_i(t^*), C_i \Delta \theta \rangle = \langle C_i^* e_i(t^*), \Delta \theta \rangle \]

where

\[ e_i(t^*) = -2 \left[ Y_{m,i}(t^*) - \theta_m(t^*) \right] . \]

The operator \( C_i^* \) is known as the adjoint operator of \( C_i \). To solve for this operator examination of the left hand side of Equation (4–31) gives

\[ \langle e_i(t^*), C_i \Delta \theta \rangle = \int_{t^*=0}^{t_i^*} e_i(t^*) \int_{\tau=0}^{t^*} h_i(t^* - \tau) \Delta \theta(\tau) \, d\tau \, dt \]

\[ = \int_{\tau=0}^{t_i^*} \Delta \theta(\tau) \int_{t^*=0}^{t^*} h_i(t^* - \tau) e_i(t^*) \, dt \, d\tau . \]  

Comparing Equations (4–31) and (4–32) it is observed that

\[ C_i^* e_i(t^*) = \int_{0}^{t^*} h_i(t^* - \tau) e_i(t^*) \, dt . \]  

Taking into account causality, it is known that

\[ \text{for } \tau > t^*, \quad h_i(t^* - \tau) = 0. \]  

Therefore the equation for the operator \( C_i^* \) is

\[ C_i^* e_i(t^*) = \int_{\tau}^{t^*} h_i(t^* - \tau) e_i(t^*) \, dt^* . \]  

Now knowing the adjoint operator of the measurement equation, the adjoint problem is selected to be the solution of

\[ - \frac{\partial \lambda}{\partial t^*} = \frac{1}{r^*} \frac{\partial \lambda}{\partial r^*} \left( r^* \frac{\partial \lambda}{\partial r^*} \right) + \frac{\partial^2 \lambda}{\partial z^* 2} + C_i^* [Y_m(t^*) - \theta_m(t^*)] \]  

(4–36a)
\[
\lambda|_{z^* = 0} = 0 \quad \text{(4–36b)}
\]
\[
\left. \frac{\partial \lambda}{\partial z^*} \right|_{z^* = \frac{L}{r^*}} = 0 \quad \text{(4–36c)}
\]
\[
\left. \frac{\partial \lambda}{\partial r^*} \right|_{r^* = 0} = 0 \quad \text{(4–36d)}
\]
\[
\left. \frac{\partial \lambda}{\partial r^*} \right|_{r^* = 1} = 0 \quad \text{(4–36e)}
\]
\[
\lambda (r^*, z^*, t^* = t_f^*) = 0, \quad \text{(4–36f)}
\]

where Equation (4–36) is a final boundary value problem. To transform it to an initial boundary value problem the following substitution can be performed, \( \zeta = t^* - t_f^* \).

### 4.4.5 Gradient Equation

After the adjoint problem has been specified the differential of the Lagrangian becomes

\[
dL = \int_0^{t_f^*} \Delta \theta_s \left. \frac{\partial \lambda}{\partial z^*} \right|_{z^* = 0} \, dt^*. \quad \text{(4–37)}
\]

Using Equation (4–10) the equation for the gradient is

\[
\nabla S = \left. \frac{\partial \lambda}{\partial z^*} \right|_{z^* = 0}. \quad \text{(4–38)}
\]

### 4.4.6 Sensitivity Problem

Using the operations set out in Section 4.2.6 the sensitivity problem is

\[
\frac{\partial \Delta \theta}{\partial t^*} = \frac{1}{r^*} \frac{\partial \Delta \theta}{\partial r^*} \left( r^* \frac{\partial \Delta \theta}{\partial r^*} \right) + \frac{\partial^2 \Delta \theta}{\partial z^*^2} \quad \text{(4–39a)}
\]
\[
\Delta \theta|_{z^* = 0} = \Delta \theta_s (r^*, t^*) \quad \text{(4–39b)}
\]
\[
\left. \frac{\partial \Delta \theta}{\partial z^*} \right|_{z^* = \frac{L}{r^*}} = 0 \quad \text{(4–39c)}
\]
\[
\left. \frac{\partial \Delta \theta}{\partial r^*} \right|_{r^* = 0} = 0 \quad \text{(4–39d)}
\]
\[
\left. \frac{\partial \Delta \theta}{\partial r^*} \right|_{r^* = 1} = 0 \quad \text{(4–39e)}
\]
\[ \Delta \theta (r^*, z^*, t^* = 0) = 0 \quad (4\text{-}39f) \]

Note that the form of sensitivity problem is the same as that of the adjoint problem and the direct problem, thus the same numerical solver can be used for all three problems.

4.4.7 Conjugate Gradient Method

The theory behind the conjugate gradient from Section 4.2.7 remains unchanged. The following are the equations specific to the problem at hand. The first equation iterates for the surface temperature

\[ \theta_s^{k+1} (r^*, t^*) = \theta_s^k (r^*, t^*) - \beta \Delta \theta_s^k (r^*, t^*) , \quad (4\text{-}40) \]

and the next equation provides for the search direction

\[ \Delta \theta_s^k (r^*, t^*) = \nabla S^k (r^*, t^*) + \gamma^k \Delta \theta_s^{k-1} (r^*, t^*) . \quad (4\text{-}41) \]

The next equation gives the conjugation coefficient,

\[
\gamma^k = \frac{\int_{t^*=0}^{t_f^*} \int_{r^*=0}^{1} \nabla S^k (r^*, t^*) \left[ \nabla S^k (r^*, t^*) - \nabla S^{k-1} (r^*, t^*) \right] r^* \, dr^* \, dt^*}{\int_{t^*=0}^{t_f^*} \int_{r^*=0}^{1} \left[ \nabla S^{k-1} (r^*, t^*) \right]^2 r^* \, dr^* \, dt^*} \quad (4\text{-}42)
\]

and

\[ \gamma^k = 0 \quad \text{for} \quad k = 0 . \]

The final equation gives the step size,

\[
\beta^k = \frac{\sum_{i=1}^{M} \int_{t^*=0}^{t_f^*} \left[ C_i \theta_i (r^*, z^*, t^*, \theta_s^k) - Y_{m,i}(t) \right] C_i \Delta \theta_i (t^*, \Delta \theta_s^k) \, dt^*}{\sum_{i=1}^{M} \int_{t^*=0}^{t_f^*} \left[ C_i \Delta \theta_i (t^*, \Delta \theta_s^k) \right]^2 \, dt} \quad (4\text{-}43)
\]
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4.4.8 Stopping Criteria

The conjugate gradient method is an iterative procedure and the termination point must be predefined, the discrepancy principle is used for this purpose. The discrepancy principle states that the stopping point for the calculation is when the value of the least squares function (see Equation (4–26)) is equal to the norm of the uncertainty of the input temperatures. Using this principle the following criterion is defined:

\[ \varepsilon^2 = \sum_{i=0}^{M} \int_0^{t_f} \sigma_i^2(t^*) dt^* \]  \hspace{1cm} (4–44)

where \( \sigma_i \) is the standard deviation of the data at measurement point \( i \). For constant uncertainty the following holds

\[ \varepsilon^2 = M \sigma_f^2 \int_0^{t_f} dt^* \]  \hspace{1cm} (4–45)

and thus the algorithm is terminated when

\[ S(\theta_s^k) \leq \varepsilon^2. \]  \hspace{1cm} (4–46)

One thing of note is that the adjoint problem is a final value problem with a final condition equal to zero; thus the Lagrange multiplier for the optimization problem is zero and changes to the initial guess at the final time are not possible. This can cause some error in the determination of the inverse problem as shown in Figure 4-6, notice that near the final time the error between the actual temperature versus that returned by the inverse algorithm is large. This large error can cause the algorithm to have convergence problems. To overcome this issue, the error calculation of Equation (4–26) uses a truncated sample of the data. For instance if the input data is 60,000 time steps long only 50,000 time steps would be used in the error calculation, and thus only the results in the truncated sample are considered reliable.
4.4.9 Algorithm

All of the equations needed to solve the inverse heat transfer problem have been developed. The following computational algorithm has been developed to obtain a solution:

1. Set $\theta_s(r^*, t^*)$ to the initial guess (usually 1) and set $k = 0$.

2. Solve the direct problem, Equation (4–23) using the current value of $\theta_s(r^*, t^*)$ and record the temperatures at the measurement points.

3. Solve the measurement Equation (4–25) $\theta_m(t^*)$.

4. Determine if the stopping criterion is met using Equations (4–45) and (4–46); terminate the algorithm if the criterion is met, otherwise continue.

5. Using the measured and predicted temperatures solve the adjoint problem, Equation (4–36).


7. Determine $\gamma^k$ from Equation (4–42) and $\Delta \theta_s(r^*, t^*)$ from Equation (4–41).
8. Solve the sensitivity problem, Equation (4–39) and obtain $\Delta \theta$ at the measurement points.

9. Determine $\beta^k$ from Equation (4–43)

10. Determine $\theta^{k+1}_s(r^*, t^*)$ via Equation (4–40), set $k = k + 1$ and return to step 2.

### 4.5 Numerical Method and Limitations

The solution of the Direct, Sensitivity, and Adjoint problems need to be found, while analytical solutions for these problems may exist in some special circumstances generally such solutions are not available and hence they are solved numerically.

#### 4.5.1 Alternating Direction Implicit Method

The Alternating Direction Implicit (ADI) method of Peaceman and Rachford [102] is a common method used for solving the heat equation. The ADI method is second order accurate in space and time, unconditionally stable, and is well suited for solving these problems. However, because of its implicit nature it can consume a great deal of computing power if the selected time step is very small. The basic algorithm for solving the direct problem begins with the first step.

\[
\frac{\theta^{n+1/2}_{i,j} - \theta^n_{i,j}}{\Delta r/2} = \frac{1}{(i-1) \Delta r^*} \left( \frac{\theta^{n+1/2}_{i+1,j} - \theta^{n+1/2}_{i-1,j}}{\Delta r^*} \right)
+ \frac{\theta^{n+1/2}_{i+1,j} - 2\theta^{n+1/2}_{i,j} + \theta^{n+1/2}_{i-1,j}}{\Delta r^*^2} + \frac{\theta^n_{i+1,j+1} - 2\theta^n_{i,j} + \theta^n_{i,j-1}}{\Delta z^*^2} \tag{4–47}
\]

and the second step is

\[
\frac{\theta^{n+1}_{i,j} - \theta^{n+1/2}_{i,j}}{\Delta r/2} = \frac{1}{(i-1) \Delta r^*} \left( \frac{\theta^{n+1/2}_{i+1,j} - \theta^{n+1/2}_{i-1,j}}{\Delta r^*} \right)
+ \frac{\theta^{n+1/2}_{i+1,j} - 2\theta^{n+1/2}_{i,j} + \theta^{n+1/2}_{i-1,j}}{\Delta r^*^2} + \frac{\theta^{n+1}_{i,j+1} - 2\theta^n_{i,j} + \theta^{n+1}_{i,j-1}}{\Delta z^*^2} \tag{4–48}
\]

where $i$ and $j$ are the radial and axial grid points indexes, respectively and $n$ marks the time step. Note that these indexes start at 1 for the above equations.
4.5.2 Grid Stretching in the Z-Direction

To accurately get an estimate of the heat transfer coefficient high measurement sampling rates and correspondingly small numerical time steps are used. During the initial transient the solid behaves like a semi-infinite medium as the initial effects of the quenching are not greatly felt beyond the thermal diffusion length which is proportional to \( \sqrt{\alpha t} \). To accurately capture the thermal gradients near the surface a fine mesh near the surface is desired. To accomplish this task, the following grid transformation is used,

\[
z = \frac{L}{R} \left\{ 1 - \beta \tan^{-1} \left[ (1 - \eta) \tan(1/\beta) \right] \right\}
\]  
(4–49)

where \( \eta \) is the transformed coordinate and \( \beta \) is a stretching parameter. While it is theoretically possible to stretch the grid in the z direction a great deal, it is generally unwise to do so more than is necessary. This causes the grid spacing \( \Delta r^* \) and \( \Delta z^* \) to differ from each other significantly which can create error. In the case of the ADE method this can cause unusable solutions to be generated [103]. For the current problem a stretching parameter of \( \beta = 1.1 \) is chosen. Figure 4-7 illustrates the effects of grid stretching.

Using the grid stretching transformation given by Equation (4–49), the direct problem will be transformed to,

\[
\frac{\partial \theta}{\partial t^*} = \frac{1}{r^* \partial r^*} \left( r^* \frac{\partial \theta}{\partial r^*} \right) + h_2^2 \frac{\partial^2 \theta}{\partial \eta^2} + g_2 \frac{\partial \theta}{\partial \eta}
\]  
(4–50a)

\[
\theta(r^*, \eta = 0, t^*) = \theta_s(r^*, t^*)
\]  
(4–50b)

\[
\frac{\partial \theta}{\partial \eta} \bigg|_{\eta=1} = 0
\]  
(4–50c)

\[
\frac{\partial \theta}{\partial r^*} \bigg|_{r^*=0} = 0
\]  
(4–50d)

\[
\frac{\partial \theta}{\partial r^*} \bigg|_{r^*=1} = 0
\]  
(4–50e)

\[
\theta(r^*, \eta, t^* = 0) = 0
\]  
(4–50f)
Figure 4-7. Effects of grid stretching. a) real domain and b) computational domain.

\[ h_2 = \frac{\partial \eta}{\partial z} \]
\[ g_2 = \frac{\partial^2 \eta}{\partial z^2}. \]

Similar transformations of the adjoint and sensitivity problems result as well. Also note that any flux quantity will be transformed as

\[ \frac{\partial u}{\partial z^*} \bigg|_{z^* = z_p^*} = h_2(z^* = z_p^*) \frac{\partial u}{\partial \eta} \bigg|_{\eta(z^* = z_p^*)} \]

(4–51)

where \( z_p^* \) is the z coordinate where the flux calculation is being carried out.
4.5.3 Time step size complications

In order to choose the size of the time step to use in the inverse heat transfer algorithm, some sample calculations are carried out. As a test problem a one dimensional slab at an initial temperature of 0 is subjected to a non-dimensional temperature of unity. The ADI method is used on a 32 x 32 grid with time steps of $5 \times 10^{-4}$ and $5 \times 10^{-5}$, Courant number of 0.512 and 0.0512 respectively for a total of 800 time steps in each case. The results of the calculations are shown in Figure 4-8. It is clearly seen that the ADI method reproduces the exact solution for temperature for both time steps remarkably well. It is also evident that at time steps of $5 \times 10^{-4}$ oscillations appear in the resulting heat flux. The oscillations were noted by Kropf [104] for the ADI method due to large time steps and the discontinuity of the surface temperature at the initial time step. These oscillations are not present in the smaller time step case and a maximum time step of $5 \times 10^{-5}$ is selected for implementing the inverse heat transfer algorithm.

4.6 Deconvolution for Thermocouple Impulse Response Functions

An inherent problem for solving the inverse heat transfer problem just set forth is knowing the impulse response functions for the installed thermocouples. Classically thermocouples are thought of as first order systems however, they can sometimes be thought of as second or higher order systems [105].

However, given the tool of the inverse problem the impulse response function of each thermocouple can be determined without an a priori knowledge of the functional form of these functions. The following Sections will formulate the necessary inverse problem. The problem is formulated such that the input into the thermocouple is known via an exact solution and the thermocouple output is recorded. More than one experimental record can be used in the following analysis simultaneously if desired, each experimental record is denoted by the subscript i. The following analysis is a slight modification to that found in reference [77].
4.6.1 Direct Problem

The direct problem is simply the convolution of the input, \( x \), with the impulse response function \( h \), to determine the output signal, \( y \),

\[
y_i(t) = \int_0^t x_i(\tau) h_i(t - \tau) \, d\tau.
\]  

(4–52)

Note the subscript \( i \) in Equation (4–52) denotes a measurement channel.
4.6.2 Indirect Problem

The indirect problem is essentially unchanged from the one derived in Section 4.2.3. However, for completeness is it included below.

\[
S = \sum_{i=0}^{M} \frac{1}{2} \int_{0}^{t_f} \left[ Y_{m,i}(t) - y_i(t) \right]^2 dt.
\]  

(4–53)

4.6.3 Adjoint Problem

Once the Lagrangian has been formed, which in the interest of space is not demonstrated, the adjoint equation is chosen as

\[
\lambda(t)_i = Y_{m,i}(t) - y_i(t).
\]  

(4–54)

Note that Equation (4–54) is a simple expression and the above form was chosen to facilitate ease of solution.

4.6.4 Gradient Equation

Similar to the adjoint of the measurement operator the gradient equation is

\[
\nabla S_i(t) = \int_{\tau}^{t_f} \lambda(t) h(t - \tau) d\tau.
\]  

(4–55)

Note that Equation (4–55) is not a convolution operation.

4.6.5 Sensitivity Problem

Using the method outlined earlier the sensitivity problem is

\[
\Delta y_i(t) = \int_{0}^{t_f} x_i(t - \tau) \Delta h(\tau) d\tau.
\]  

(4–56)

Note, once again, that the subscript, i, denotes the measurement channel.

4.6.6 Conjugate Gradient Method

The conjugate gradient method for the deconvolution problem is similar to the previous derivation. However, this particular implementation uses the Fletcher-Reeves
equation for the step size [83]. Recall that the different step sizes are equivalent for linear problems, of which the current deconvolution problem is one. The equation for the iterations is

\[ h^{k+1}(t) = h^k(t) + \beta^k h^{k-1}(t); \]  

\[ (4-57) \]

the equation for the search direction is

\[ \Delta h^{k+1}(t) = -\sum_{i=1}^{M} \nabla S^k_i(t) + \gamma^k \Delta h^k(t); \]  

\[ (4-58) \]

the equation for the conjugation coefficient is

\[ \gamma^k = \frac{\sum_{i=1}^{M} \int_0^{t_f} [\nabla S^k(t)]^2 dt}{\sum_{i=1}^{M} \int_0^{t_f} [\nabla S^{k-1}(t)]^2 dt}; \]  

\[ (4-59) \]

and

\[ \gamma^k = 0 \quad \text{for} \quad k = 0 \]

and the equation for the search direction is

\[ \beta^k = \frac{\sum_{i=1}^{M} \int_0^{t_f} [x_i(t) - Y_{m,i}(t)] \Delta h^k(t) dt}{\int_0^{t_f} [\Delta h^k(t)]^2 dt}. \]  

\[ (4-60) \]

4.6.7 Stopping Criteria

The stopping criteria remains unchanged. Equations (4–45) and (4–46) still apply and are not repeated here.

4.6.8 Algorithm

All of the equations needed to perform the deconvolution problem have been developed. The following is the computational algorithm:
1. Set $h(t)$ to an initial guess and set $k = 0$.

2. Solve the direct problem, Equation (4–52) using the current value of $h(t)$.

3. Determine if the stopping criteria is met using Equations (4–45) and (4–46), terminate the algorithm if the criteria is met, otherwise continue.

4. Using the measured and predicted values of $y$ solve the adjoint problem, Equation (4–54).


6. Determine $\gamma^k$ from Equation (4–59) and $\Delta h(t)$ from Equation (4–58).

7. Solve the sensitivity problem, Equation (4–56) and obtain $\Delta y_i(t)$.

8. Determine $\beta^k$ from Equation (4–60)

9. Determine $h^{k+1}(t)$ via Equation (4–57), set $k = k + 1$ and return to step 2.

4.6.9 Test Case

In order to demonstrate the capabilities of the above deconvolution method a simple example is presented. In this example a first order impulse response function is chosen to represent the sensor

$$h = \frac{1}{\tau} \exp \left( -\frac{t}{\tau} \right), \quad (4–61)$$

where a time constant of $\tau = 0.2$ s is used. Three different inputs are chosen

$$x = \sin(t)$$
$$x = 1 - \exp(-t)$$
$$x = \sqrt{t} \quad (4–62)$$

these inputs are convolved with the impulse response function; Equation (4–61) and noise having a standard deviation of $\sigma = 0.1$ is added. The results of the deconvolution are displayed in Figures 4-9, 4-10, and 4-11.
Figure 4-9. True and estimated impulse response function.

Figure 4-10. Convergence history.

Clearly as evidenced by Figure 4-9 the true impulse response function is reproduced quite accurately for the given noise level. Figure 4-10 shows the convergence history, $S$ vs iteration number $k$. Lastly Figure 4-11 shows the results when the real input function, $x$, is convolved with the estimated impulse response function.
Figure 4-11. Simulated output (lines) and output of x convolved with estimated impulse response function (symbols).

One noteworthy point is that while attempting to determine the impulse response function of thermocouples, multiple experimental records are generally not used in this analysis. The reason is that it is not feasible to use many distinct input signals into the system (generally a step change in temperature at a surface is used). Thus multiple experimental sample records will be nearly identical and the advantages of using multiple inputs will not be realized.

4.7 Summary

In this Chapter inverse problems and inverse heat transfer are introduced. General factors affecting an inverse analysis such as sensor dynamics, sensor location, and problem type formulation were explored as well as ways to best use the analysis.

Problems specific to the present case were also explored, such as how a thermocouple inserted into a drilled hole in the solid can distort the thermal field around it and impede heat transfer. As a corrective action an inverse heat transfer problem was designed that uses no insertion holes, and the problem has been formulated to be of an unknown time
and space varying surface temperature in order to overcome limitations associated with such a formulation.

Numerical methods to solve the direct, adjoint, and sensitivity problems have been explored. Oscillations caused mainly by using large time steps for a discontinuity in the surface temperature at the initial time were noted and a suitable time step limit was found. The Alternating Direction Implicit method was chosen to be the solution technique due to the high spatial and temporal accuracy.

A deconvolution technique using the function estimation with adjoint problem and conjugate gradient technique was developed. A test case illustrating the power of the technique was performed using several different simulated inputs to a first order sensor with noisy data. This technique will be useful in determining the impulse response functions of thermocouples used in experiments.
The purpose of this Chapter is to investigate a model for the sensor dynamics of thermocouples and verify it via an experiment. The effectiveness of the inverse heat transfer algorithm will also be presented. The effects of disc height, number of sensors, magnitude of the noise present in the measurement system, magnitude of the Biot number distribution, and the magnitude and accuracy of the impulse response function model will be explored. Lastly the effects of non-ideal insulation which causes the disc to gain heat during an experiment will also be detailed.

5.1 Thermocouple Measurement Dynamics

As was stated in Chapter 4, measurement dynamics are an important factor in inverse heat transfer problems. As such much effort was taken to investigate different models for thermocouple dynamics.

5.1.1 Low Biot Number Thermocouple Models

The response model of welded bead type thermocouples used in the present study is a field that has been extensively studied [106–110]. For the case of thermocouples in a fluid environment, a model for the response time can be developed using first principles. First it is assumed that the thermocouple can be approximated as a sphere with constant thermal properties. When the Biot number (\(Bi = hD/k\)) is much less than unity, the temperature profile inside of the welded bead can be approximated as constant throughout its radius [111]; due to the low Biot number and without loss of generality, the sphere can be modeled as a slab. Figure 5-1 shows an illustration of the first order system for a slab. Performing an energy balance on the slab results in the following

\[
\rho V c_p \frac{dT}{dt} = -hA (T - T_\infty) .
\] (5–1)
The temperature is non-dimensionalized, and the initial dimensionless temperature is taken to be zero at the initial time. The solution to the ordinary differential equation (ODE) above is

\[ \theta = 1 - \exp \left( \frac{-t}{\tau} \right), \]  

(5–2)

where \( \theta = (T - T_o)/(T_\infty - T_o) \) is the dimensionless temperature, \( T_o \) is the initial temperature, and \( \tau = \rho V c_p / hA \) is the time constant of the thermocouple. The above equation is known as the step response equation; to determine the impulse response of a first order system, the derivative with respect to time of the step response equation is taken, and thus the impulse response for a first order thermocouple is:

\[ h(t) = \frac{1}{\tau} \exp \left( \frac{-t}{\tau} \right). \]  

(5–3)

The time constant can be thought of as the time needed for the thermocouple to reach 63.2% of the value of \( T_\infty \). After 5 time constants the temperature of the thermocouple is essentially \( T_\infty \).

For a time-varying free stream temperature the thermocouple will indicate a different temperature as per the convolution integral detailed in Chapter 4. The equation governing this behavior is repeated here for completeness.

\[ \theta(t) = \int_0^t \theta_\infty(\xi) \exp \left( -\frac{t - \xi}{\tau} \right) d\xi. \]  

(5–4)

For a solid embedded thermocouple with a Biot number much less than unity, the same logic is applied, except \( h \) is no longer the convection heat transfer coefficient, but now the product \( hA \) represents the contact conductance.

Similar to the above first order system, a second order system for the response of a thermocouple is derived. Many of the details for a second order thermal system can be found in [112]; only the salient details are included here. When the thermocouple bead
is coated with some sort of intermediate material (epoxy for example) this can form two first order systems in series, an illustration of this system is shown in Figure 5-2. The following second order ODE will result:

\[
\frac{d^2 T_1}{dt^2} + 2\zeta\omega_n \frac{dT_1}{dt} + \omega_n^2 (T_1 - T_\infty) = 0
\]

where

\[
2\zeta\omega_n = \frac{1}{\tau_1} + \frac{1}{\tau_2} + \frac{h_1}{h_2\tau_2}
\]

\[
\omega_n^2 = \frac{1}{\tau_1\tau_2}
\]

\[
\tau_i = \frac{(\rho V c_p)_i}{(hA)_i}
\]

Usually the system defined above has two time constants, which is otherwise known as over-damped [105]. Solving the above ODE using the procedure outlined for a first order system will result in the following impulse response function:
The difference in dynamics between a first and second order system is quite substantial as illustrated in Figure 5-3. Notice that for orders higher than one the impulse response function is equal to zero at the initial time. This observation is useful in determining whether the system is of higher order when a measurement of the impulse response function of the system is available.

There is a third model of note and that is a diffusive element which is followed by a 2\textsuperscript{nd} order system, hereafter referred to as the 2 exponential model. The details of this model can be found in reference [113]. The diffusive element will cause the resulting impulse response function to consist of the following form

\[
h(t) = a \exp(-b t) + c \exp(-d t)
\]

\[(5-7)\]
Figure 5-3. Example of a first and second order impulse response function.

where a, b, c, and d are constants. This impulse response function behaves very similar to that of a first order system.

While the above models are quite good when the thermocouple Biot number is less than unity, it can produce results that deviate from ideal when the Biot number approaches or exceeds unity. For the current experiments using E-type thermocouples, which have a thermal conductivity of 19.5 W/m-K with a characteristic length of approximately 1 mm, the Biot number will be 0.1 or less when heat transfer coefficient is less than approximately 20,000 W/m²-K. The use of smaller thermocouples enables the use of the low Biot number assumption with higher limits of heat transfer coefficients. In the present study silver solder is used to attach welded bead thermocouples to a heated sample. The use of silver solder will result in contact conductances one or more orders of magnitude higher than the limiting case previously mentioned; thus the use of a model which relies on a small Biot number assumption for the present study, may produce some error.
5.1.2 High Biot Number Thermocouple Models

Developing a measurement model for thermocouples that does not rely on a low Biot number assumption is difficult. There are several parameters which can affect the impulse response function, such as the thermal diffusivity of the thermocouple as well as the that of the solid the thermocouple is embedded in, among others. Rabin and Rittel [114] have completed a numerical study where the low Biot number assumption is not necessary. To accomplish this they modeled a thermocouple as a sphere (for bead type thermocouples) or cylinder (for thermocouple probes) embedded in a solid that undergoes a step change in temperature. The numerical experiments are carried out over a large number of thermal diffusivity ratios and a curve fit is used to express the resulting impulse response function. The impulse response function has the following form

$$h(t) = \exp\left[-B \left(\frac{\alpha_D t}{R^2}\right)^n\right]$$

(5–8)

where B and n are curve fitting parameters, R is the radius of the sphere/cylinder, and $\alpha_D$ is the thermal diffusivity of the solid. A table of the various constants is found in Table 5-1.

Table 5-1. Curve Fitting Constants for Rabin and Rittel’s thermocouple impulse response model, from [114]

<table>
<thead>
<tr>
<th>$\alpha_{TC}/\alpha_D$</th>
<th>Cylindrical Case</th>
<th>Spherical Case</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>B</td>
<td>n</td>
</tr>
<tr>
<td>1</td>
<td>1.582</td>
<td>0.56</td>
</tr>
<tr>
<td>10</td>
<td>1.724</td>
<td>0.45</td>
</tr>
<tr>
<td>100</td>
<td>1.821</td>
<td>0.45</td>
</tr>
<tr>
<td>300</td>
<td>1.830</td>
<td>0.45</td>
</tr>
<tr>
<td>1000</td>
<td>1.833</td>
<td>0.45</td>
</tr>
</tbody>
</table>

A few noteworthy points are that the indicated thermocouple temperature used in the numerical experiments is the volume averaged temperature inside of the thermocouple. Rabin and Rittel noted that the temperature inside of the thermocouple
Figure 5-4. Impulse response functions using the model of Rabin and Rittel, adapted from [114].

would be very non-uniform for thermal diffusivity ratios lower than approximately 300. Also it is briefly noted that the heat transfer physics being modeled do not include any effects of thermal contact resistance between the solid and thermocouple. A graph of the impulse response functions for spherical thermocouples is shown in Figure 5-4.

5.1.3 Design of Experiment

The experiment used to determine the impulse response functions is performed \textit{in situ}. The thermocouples are located on the bottom of a disc used in a quenching experiment. The thermocouples consist of 7 welded bead E type thermocouples made from 26 AWG wire (0.405 mm diameter). These thermocouples are spaced every 45° with the initial thermocouple located 1.59 mm from the center of the copper disc with the remainder of the thermocouples placed every 3.18 mm radially from its neighbor. There are a total of 8 thermocouples silver soldered to the back of the copper disc. One of the thermocouples is used as a ground for the system. A diagram of the copper disc used in the experiments is shown in Figure 5-5. The disc was insulated on all sides except the top by a ceramic insulation material from Cotronics Inc. known as Rescor 750, a SiO$_2$. 

\[ R = 1 \text{ mm} \]
\[ \alpha_D = 1.1234 \times 10^{-4} \]
based ceramic with a thermal diffusivity of $8 \times 10^{-7} \text{ m}^2/\text{s}$ and a thermal conductivity of 0.58 W/m$^2$-K.

One of the challenges faced in determining the impulse response function of the thermocouples is accurately determining the input to the thermocouples. Several different techniques were used. One of the early techniques is to have a single-phase liquid, turbulent jet impinge on the surface of the disc after it had been heated to approximately 90 °C. The heat transfer coefficient for such a jet is determined using the correlation of Liu et al. [11]. However, one of the conditions assumed for the correlation is that the surface heat flux remains constant throughout the experiment; this condition is not met, even in a quasi-steady sense. These experiments did not produce reliable data. Another method utilized is to use dry ice to simulate a constant temperature boundary condition at the surface after heating the disc to approximately 100 °C. While this is good in theory, in practice the sublimation of CO$_2$ would cause a build up of gas near the surface which seemed to cause some thermal resistance. The final experiment
attempted is to use ice (H$_2$O) to produce a constant surface temperature. Initially a cylinder of ice formed within a Styrofoam cup mold that is larger in diameter than the copper disc was used; however, it was realized after experiments that the ice would melt and leave an impression of the copper disc in the ice. This melting of the ice would cause non-uniform contact on the copper disc which would render the assumption of a constant boundary temperature invalid. To overcome this challenge, a cylinder of ice of the same diameter as the copper disc, made using a PVC pipe, is used. The mold of the cylinder housed the ice and a plunger is used to help ensure even and constant pressure on the ice cylinder. A diagram of this experimental setup is shown in Figure 5-6.

The heat transfer physics governing this experiment are one-dimensional, transient conduction, and as such the temperature experienced inside of the copper is modeled
as in Equation (4–22b). To assess the effects of the insulation on the system dynamics, a numerical study is carried out modeling the disc as a two-dimensional slab and is compared to the results of an ideal, one-dimensional slab with perfect insulation. The results of this study are shown in Figure 5-7. The effects of non-ideal insulation are essentially negligible for short times however, there is some error present at times approaching 0.5 seconds and it varies with the radial position of the thermocouples. This deviation from ideal could cause some error in the determination of impulse response functions.

The final issue in determining the impulse response functions is to determine when the ice is actually first pressed against the surface, there is some time delay in the response of the thermocouples which precludes using the first sign of temperature changing as the initial point in the experiment. To overcome this issue a microphone is placed on the ceramic insulation used and its output signal is recorded. When the ice makes the initial contact with the copper disc a distinct sound is heard as micro-fractures
5.1.4 Experimental Results

Once the data are recorded, the inverse deconvolution technique discussed in Section 4.6 is used to determine the thermocouple impulse response functions. The sampling rate used in the experiments is set at 8 kHz. As was mentioned in Section 4.6 the use of multiple experimental runs is not necessary as they all closely resembled each other; this is expected since the same input signal is essentially used in each experiment. The repeatability of the experiments is clearly demonstrated in Figure 5-8 for short times where the constant temperature boundary condition is most likely met.

Figure 5-9 shows the impulse response function as obtained using the inverse deconvolution technique for the first channel in the DAQ. Similar results are seen for each channel, and in the interest of avoiding redundancy they are not shown. One of the immediate features noticeable in this graph is that the impulse response function is
non-zero at the initial time; thus second order and higher impulse response functions can be ruled out.

5.1.5 Comparison to Established Models

To determine the best impulse response model for the thermocouples, a comparison is made to a first order response, a 2 exponential response, as well as the model of Rabin and Rittel. This is accomplished via the use of a nonlinear least squares curve fit using the function \texttt{lsqcurvefit} available in MatLab, which uses a trust region reflective algorithm. After the parameters of the model are determined, a comparison of the output of the impulse response model with the actual temperature measured during experiments is made; a comparison of the model with the impulse response function determined via the inverse deconvolution algorithm is also made.

To remain general, the first order system model is modified such that two parameters are used instead of the single time constant of the rigorous model of Equation (5–3), this new equation is

\[
h(t) = a \exp(-bt).
\] (5–9)
The resulting parameters determined for the first channel of the DAQ are $a = 0.532$ and $b = 0.623$; this is equivalent time constant of approximately 1.75 seconds. A comparison of the resulting function with that produced via the inverse algorithm is shown in Figure 5-10. It is evident that the behavior of the function is captured marginally by a first order response. The differences between the response model output and the experimental data are shown in Figure 5-11. While the overall trend is captured quite well, there is noticeable error between the predicted and measured temperature results.

To remain general, the model of Rabin and Rittel is modified as well such that three parameters are used instead of the two in Equation (5–10). This new equation is

$$h(t) = c \exp(-dt^n). \quad (5–10)$$

The resulting parameters for the first thermocouple channel after deconvolution are $c = 1.775$, $d = 0.216$, and $n = 0.369$ assuming that the radius of the thermocouple is 0.5 mm and using the thermal diffusivity of copper. A comparison of the resulting function with
Figure 5-11. Best fit results using a first order impulse response function.

Figure 5-12. Comparison of the model of [114] to the de-convolved impulse response function.

that produced via the inverse algorithm for the first channel is shown in Figure 5-12. This model compares well with the inverse method deconvolution. However, there is some disagreement near $t = 0$. The differences between the response model output and the experimental data are shown in Figure 5-13. The trend is captured quite well.
Comparison of the parameter $d$ to $B$ in Table 5-1 shows that there is some departure from the model of Rabin and Rittel as they are of different orders of magnitude. The value of the exponent, $n$ is of the same order of magnitude. It is noted that the thermal conductivity ratio for the thermocouple to the copper disc is on the order of $10^{-2}$, well outside the recommended range, and so the comparison is general in nature.

As observed in Figure 5-13 the model of Rabin and Rittel produces good results despite the differences in the coefficients of the curve fit. There are some conditions in the experiments that are not accounted for in the model. Namely, there will be some finite thermal resistance between the thermocouple and the copper disc, although it is believed to be small due to the use of silver solder in attaching the thermocouples. Additionally, the thermocouples in the experiments are not fully embedded in the solid, but they are soldered to the back of the copper disc. This assumption may not be bad due to the fact that the silver solder will tend to encase the thermocouples.

The final comparison is that of the 2 exponential model. The resulting model parameters for the first channel of the DAQ are $a = 0.658$, $b = 0.402$, $c = 0.228$, and
d = 2.961. A comparison of the resulting function with the results of the deconvolution algorithm is shown in Figure 5-14; the agreement of the results is excellent. These results translate into good agreement between the output model and the experimental data as shown in Figure 5-15.

The results of the comparison of the three models show that the model of Rabin and Rittel and the 2 exponential model produce the best results. However, the 2 exponential model is selected as the best due to the fact that excellent agreement is observed between the curve fitted and deconvolution results.

5.2 Inverse Heat Transfer Algorithm Verification

The purpose of this portion of the current study is to develop an inverse heat transfer algorithm to determine the heat transfer coefficient of an impinging jet. However, due to sensitivity issues associated with having sensors placed on the back surface of the test sample, direct estimation of the surface heat transfer coefficient is difficult, if not impossible, for high Biot numbers. As such the inverse heat transfer algorithm was formulated such that the surface temperature is determined and the surface heat flux is
then estimated, after which the surface heat transfer coefficient is estimated. In order to
determine the accuracy of the proposed algorithm a parametric study is considered.

5.2.1 Inverse Quenching Parametric Study Setup

There are several different factors which can affect the inverse heat transfer study
which are: the material properties of the disc (i.e. the thermal diffusivity), the impulse
response functions, the height, L, of the disc, the aspect ratio of the disc (L/R), the Biot
number distribution, the number of measurement points on the backside of the disc, and
the magnitude of the noise of the DAQ. Different values for these variables are selected
for the parametric study as detailed below.

The setup for the inverse heat transfer parametric study will simulate the copper
disc assembly outlined in Section 5.1.3. The copper disc is at an initial condition of zero
in dimensionless temperature and then the jet is initiated with a specified Biot number
distribution and an adiabatic wall temperature of unity. The heat transfer coefficient of an
impinging jet can be modeled as a Gaussian function as seen below.

Figure 5-15. Best fit results using the 2 exponential model.
where $Bi_{\text{max}}$ is the maximum Biot number seen, $r$ is the radial coordinate, $\sigma$ is the standard deviation which affects the width of the Gaussian peak, and ratio is the ratio of the maximum to minimum Biot number. Figure 5-16 shows the Biot number distribution for different values of $Bi_{\text{max}}$, while Figure 5-17 shows the Biot number distribution for different values of $\sigma$, in both figures the value of ratio is 0.1. Three different $Bi_{\text{max}}$ values of 15, 5, and 0.5 were used in the parametric study, these represent peak heat transfer coefficients of 234, 78, and 7.8 kW/m$^2$ K, respectively. One point of note is that for higher values of $\sigma$ the Biot number distribution approaches that of a constant Biot number, making the problem behave one-dimensional, which is a simpler estimation problem. This effect is also seen for higher values of the parameter, ratio. To adequately determine the effectiveness of the inverse heat transfer algorithm the ratio quantity was set to 0.1 and for most numerical experiments $\sigma$ was set to 0.1 as well, although studies at higher values of $\sigma$ were carried out in order to verify that good results could be obtained.

The effects of the impulse response function, and the magnitude of the noise are also explored. While it was found in Section 5.1.5 that the 2 exponential model produced the best results experimentally, it is difficult to assess the effect of varying each parameter of the model. As such the first order impulse response function in Equation (5–3) was chosen to simulate the thermocouple measurement dynamics as it does a fair job of approximating the dynamics, and it only contains one constant to vary. The different time constants chosen for the parametric study are 0.1, 1, and 5 seconds which allow for comparison to be made for short and long time delays of the thermocouples.

To determine the effect of the disc height and aspect ratio on the inverse heat transfer problem, the maximum radius of the disc, $R$, was set to 25.4 mm and three
Figure 5-16. Biot number distribution showing the effects of $\text{Bi}_{\text{max}}$.

different values of the height were selected: 15, 10, and 5 mm giving aspect ratios of 0.591, 0.394, and 0.197, respectively. While performing the parametric study it was found that for heights of 15 mm, the inverse heat transfer algorithm would not converge; thus no results from this height are reported in the study. The effect of the disc thermal diffusivity, the impulse response function, and the height of the disc can be collapsed into a dimensionless time constant defined below

$$\tau^* = \frac{\tau \alpha}{L^2}. \quad (5-12)$$

To assess the effects of measurement noise, white Gaussian noise was added to the simulated measurements. The magnitude of the noise in dimensionless space depends on two separate variables, the initial temperature and the magnitude of the noise in the DAQ. This relationship is shown below

$$\epsilon = \frac{\sigma_{\text{DAQ}}}{T_0}. \quad (5-13)$$
where $\epsilon$ is the dimensionless noise, $\sigma_{DAQ}$ is the standard deviation of the measurement noise of the DAQ, and $T_0$ is the initial temperature. The initial temperature was set to 150 °C and two different standard deviations of the DAQ were chosen: 0.2 °C, the measurement noise seen in the DAQ used for determining the impulse response function, and 1 °C.

In addition to the above conditions, other conditions were set for the parametric study. The sampling frequency was set to 8 kHz and the grid resolution was set to 32 by 32 for $L = 10$ mm. Oscillations of heat flux similar to the ones seen in Section 4.5.3 were present in the $L = 5$ mm case and were eliminated by using a grid resolution of 64 by 64. The total time duration of the simulated experiments was set to 30,000 time steps, 25,000 of which were used in the stopping criteria, except for the $Bi_{max} = 0.5$, $L = 5$ mm simulations where 60,000 time steps were used, 50,000 of which were used in the stopping criteria. The reason for this disparity is that the lower Biot number caused a slower response in the measured temperature. Additionally, the number of simulated
measurements taken was selected to be 8 and 16, the measurement locations were
defined by the following formula

\[ r_{i, \text{meas}} = R \left( \frac{i}{\text{pts}} - \frac{1}{2\text{pts}} \right) \quad i = 1, 2, 3, ... M \]  (5–14)

where \( r_{i, \text{meas}} \) is the location of measurement \( i \), \( R \) is the radius of the disc, \( \text{pts} \) is the
number of measurement points, and \( M \) is the total number of measurements.

### 5.2.2 Error Assessment Methods

In order to quantify the error between the inverse heat transfer algorithm results
and the true Biot number an error definition must be made. The algorithm is technically
designed to estimate the surface temperature and thus a surface temperature error
should be used to estimate the effectiveness. Additionally, because the Biot number is
the quantity of interest it must be estimated as well. The error assessment chosen is
that of a root-mean-square error, the rms error equation for the surface temperature and
Biot number distribution is defined below

\[ e_{\xi, \text{rms}} = \sqrt{\frac{\int_{t^*}^{\infty} \int_{r^*}^{r} (\xi_{\text{act}} - \xi_{\text{inv}})^2 r^* dr^* dt^*}{\int_{t^*}^{\infty} \int_{r^*}^{r} (\xi_{\text{act}})^2 r^* dr^* dt^*}}. \]  (5–15)

where \( \xi \) is either the dimensionless surface temperature or Biot number, the subscript
act denotes the input variable, and the subscript inv denotes the output variable returned
by the inverse method.

While performing the parametric study it was found that the estimation of the Biot
number near \( t^* = 0 \) was grossly in error, being several orders of magnitude greater than
the actual Biot number. The large Biot numbers near the initial time are not believable.
However, after this initial spike, the Biot number estimated will generally maintain a near
constant value for a portion of the results and it was decided that the Biot number rms
error would be assessed such that only this portion of the Biot number distribution would
be used in the error calculations, this is shown in Figure 5-18.
Figure 5-18. Comparison of the inverse results of Biot number at the centerline of the disc for $\text{Bi}_{\text{max}} = 15$, $\tau = 0.1$. The asterisks denote where the results are truncated.

Additionally, because of the near constant Biot number after the initial time it was decided that the Biot number would be averaged temporally between the truncation points. This average Biot number, denoted as $\text{Bi}_{\text{ave}}$, was also used to determine an $\text{rms}$ error as defined below

$$e_{\text{Bi}_{\text{ave}}, \text{rms}} = \sqrt{\int r^* (\text{Bi}_{\text{ave, real}} - \text{Bi}_{\text{ave, inv}})^2 r^* dr^* \over \sqrt{\int r^* (\text{Bi}_{\text{ave, real}})^2 r^* dr^*}}.$$  \hspace{1cm} (5–16)

5.2.3 Parametric Study Results

The results for the parametric study for $L = 10 \text{ mm}$ and $\sigma_{\text{DAQ}} = 0.2 ^\circ \text{C}$ are listed in Table 5-2. It is clearly evident that the inverse method accurately determines the surface temperature distribution, which it is designed to do. The accuracy ranges from 1 to 3 % and does not seem to be affected by increasing the number of measurement points. The truncated Biot number error is noticeably higher, ranging from 15 to 48 % for the 8
Table 5-2. RMS errors for $L = 10$ mm, and $\sigma_{DAQ} = 0.2$ °C.

<table>
<thead>
<tr>
<th>$B_i_{max}$</th>
<th>$\tau^*$</th>
<th>$\tau^*$</th>
<th>$\tau^*$</th>
</tr>
</thead>
<tbody>
<tr>
<td>M = 8</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0.012</td>
<td>0.18</td>
<td>0.018</td>
</tr>
<tr>
<td>0.112</td>
<td>1.123</td>
<td>5.617</td>
<td>0.112</td>
</tr>
<tr>
<td>0.123</td>
<td>5.617</td>
<td>0.112</td>
<td></td>
</tr>
<tr>
<td>0.176</td>
<td>0.153</td>
<td>0.167</td>
<td></td>
</tr>
<tr>
<td>M = 16</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0.016</td>
<td>0.017</td>
<td>0.020</td>
</tr>
<tr>
<td>0.012</td>
<td>0.16</td>
<td>0.018</td>
<td></td>
</tr>
<tr>
<td>0.176</td>
<td>0.112</td>
<td>0.123</td>
<td></td>
</tr>
<tr>
<td>0.200</td>
<td>0.137</td>
<td>0.151</td>
<td></td>
</tr>
<tr>
<td>0.303</td>
<td>0.312</td>
<td>0.295</td>
<td></td>
</tr>
<tr>
<td>0.374</td>
<td>0.497</td>
<td>0.608</td>
<td></td>
</tr>
<tr>
<td>0.716</td>
<td>0.429</td>
<td>0.396</td>
<td></td>
</tr>
<tr>
<td>0.475</td>
<td>0.330</td>
<td>0.365</td>
<td></td>
</tr>
<tr>
<td>0.654</td>
<td>0.424</td>
<td>0.341</td>
<td></td>
</tr>
</tbody>
</table>

measurement points case; the error tends to increase for a lower $B_i_{max}$. Contour plots of the errors for the $L = 10$ mm, $\sigma_{DAQ} = 0.2$ °C, and 8 measurement points are shown in Figure 5-19; in the interest of neatness contour plots of the other cases are not shown in this Chapter and can be found in Appendix B. For 16 measurement points, the error is in the same range for the two highest $B_i_{max}$ cases, but is noticeably higher for the lowest case. The error for the temporally averaged Biot number error is slightly lower than that of the truncated Biot number error for both 8 and 16 measurement points. From these data it appears that for $L = 10$ mm, increasing the measurement points beyond 8 has only an marginal increase in the accuracy of the inverse method for these conditions.

Data for the $L = 10$ mm, $\sigma_{DAQ} = 1$ °C, and 8 measurement points is found in Table 5-3. The magnitude for all three errors is near the same range as that found for the $\sigma_{DAQ} = 0.2$ °C case; thus the inverse method is insensitive to noise of approximately 0.7%. Simulations for 16 measurement points were not performed for this case due to the results seen for $\sigma_{DAQ} = 0.2$ °C.

The error results for $L = 5$ mm and $\sigma_{DAQ} = 0.2$ °C is found in Table 5-4. It is seen that the surface temperature error for both 8 and 16 measurement points is very low, 1% or less. However, the error for $B_i_{max} = 0.5$ is an order of magnitude greater than the error found for the other two cases. The error for the truncated Biot number distribution
Figure 5-19. Error Contours for L = 10 mm, $\sigma_{DAQ} = 0.2 \, ^\circ C$, and 8 measurement points. 

a) $e_{Bi,\text{ave},\text{rms}}$, b) $e_{Bi,\text{rms}}$ (truncated), and c) $e_{\theta_{s},\text{rms}}$.

Table 5-3. RMS errors for L = 10 mm, $\sigma_{DAQ} = 1 \, ^\circ C$, and M = 8.

<table>
<thead>
<tr>
<th>$B_{i,\text{max}}$</th>
<th>$\tau^*$</th>
<th>$\tau^*$</th>
<th>$\tau^*$</th>
<th>$\tau^*$</th>
<th>$\tau^*$</th>
<th>$\tau^*$</th>
</tr>
</thead>
<tbody>
<tr>
<td>15</td>
<td>0.017</td>
<td>0.022</td>
<td>0.015</td>
<td>0.204</td>
<td>0.253</td>
<td>0.223</td>
</tr>
<tr>
<td>5</td>
<td>0.017</td>
<td>0.017</td>
<td>0.019</td>
<td>0.341</td>
<td>0.302</td>
<td>0.371</td>
</tr>
<tr>
<td>0.5</td>
<td>0.012</td>
<td>0.012</td>
<td>0.015</td>
<td>0.502</td>
<td>0.697</td>
<td>0.529</td>
</tr>
</tbody>
</table>

with 8 measurement points ranges from 10 to 30 % for maximum Biot numbers of 5 and 15, but the error is very much increased for the $B_{i,\text{max}} = 0.5$ case, essentially demonstrating that the estimated Biot number distribution is useless. The truncated
Table 5-4. RMS errors for L = 5 mm and $\sigma_{DAQ} = 0.2$ °C.

<table>
<thead>
<tr>
<th>$\tau^*$</th>
<th>$\tau^*$</th>
<th>$\tau^*$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.449</td>
<td>4.493</td>
<td>22.47</td>
</tr>
<tr>
<td>$M = 8$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$Bi_{\text{max}}$</td>
<td>5</td>
<td>0.003</td>
</tr>
<tr>
<td></td>
<td>0.143</td>
<td>0.094</td>
</tr>
<tr>
<td></td>
<td>0.022</td>
<td>0.052</td>
</tr>
<tr>
<td>$M = 16$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$Bi_{\text{max}}$</td>
<td>5</td>
<td>0.002</td>
</tr>
<tr>
<td></td>
<td>0.170</td>
<td>0.133</td>
</tr>
<tr>
<td></td>
<td>0.030</td>
<td>0.036</td>
</tr>
<tr>
<td>0.5</td>
<td>0.012</td>
<td>0.011</td>
</tr>
<tr>
<td>1.381</td>
<td>1.006</td>
<td>1.071</td>
</tr>
<tr>
<td>1.114</td>
<td>0.960</td>
<td>0.984</td>
</tr>
</tbody>
</table>

Table 5-5. RMS error for L = 10 mm, $\sigma_{DAQ} = 0.2$ °C, $M = 8$, and various values of $\sigma$ for the Biot number distribution.

<table>
<thead>
<tr>
<th>$Bi_{\text{max}}$</th>
<th>$\sigma_{Bi}$</th>
<th>$\tau^*$</th>
<th>$e_{\theta_s,rms}$</th>
<th>$e_{BI,rms}$</th>
<th>$e_{BI_{ave},rms}$ (truncated)</th>
</tr>
</thead>
<tbody>
<tr>
<td>15</td>
<td>0.25</td>
<td>5.62</td>
<td>0.018</td>
<td>0.130</td>
<td>0.039</td>
</tr>
<tr>
<td>5</td>
<td>0.25</td>
<td>5.62</td>
<td>0.015</td>
<td>0.070</td>
<td>0.023</td>
</tr>
<tr>
<td>5</td>
<td>0.5</td>
<td>5.62</td>
<td>0.019</td>
<td>0.056</td>
<td>0.021</td>
</tr>
<tr>
<td>5</td>
<td>0.75</td>
<td>5.62</td>
<td>0.021</td>
<td>0.090</td>
<td>0.033</td>
</tr>
</tbody>
</table>

Biot number results for 16 measurement points show an error range of 10 to 33% for the entire range of maximum Biot numbers, indicating that for low Biot number distributions an increase in the number of measurement points is warranted. The temporally averaged Biot number error shows similar trends, as expected.

Table 5-5 shows error results for the Biot number distribution with $\sigma \neq 0.1$. The magnitude of the error for surface temperature is similar to that seen in the $\sigma = 0.1$ case. However, the truncated Biot number and temporally averaged Biot number show a large increase in accuracy. The reason for this change was mentioned previously. With a larger value of $\sigma$ the problem behaves more like a one-dimensional estimation problem, which less complex.

When determining the impulse response functions for thermocouples there is a potential for error between the real impulse response function of the sensor and
Table 5-6. RMS error for $L = 10$ mm and $M = 8$ with different actual and simulated time constants.

<table>
<thead>
<tr>
<th>$Bi_{max}$</th>
<th>$\sigma_{Bi}$</th>
<th>$\tau^*_{act}$</th>
<th>$\tau^*_{sim}$</th>
<th>$e_{\theta_{s}, rms}$</th>
<th>$e_{Bi, rms}$</th>
<th>$e_{Bi, ave, rms}$ (truncated)</th>
</tr>
</thead>
<tbody>
<tr>
<td>15</td>
<td>0.1</td>
<td>0.112</td>
<td>0.107</td>
<td>0.012</td>
<td>0.148</td>
<td>0.133</td>
</tr>
<tr>
<td>15</td>
<td>0.1</td>
<td>0.112</td>
<td>0.118</td>
<td>0.012</td>
<td>0.147</td>
<td>0.129</td>
</tr>
<tr>
<td>15</td>
<td>0.1</td>
<td>1.123</td>
<td>1.011</td>
<td>0.047</td>
<td>0.290</td>
<td>0.262</td>
</tr>
<tr>
<td>15</td>
<td>0.1</td>
<td>1.123</td>
<td>1.067</td>
<td>0.037</td>
<td>0.241</td>
<td>0.207</td>
</tr>
<tr>
<td>15</td>
<td>0.1</td>
<td>5.617</td>
<td>5.055</td>
<td>0.079</td>
<td>0.599</td>
<td>0.568</td>
</tr>
<tr>
<td>15</td>
<td>0.1</td>
<td>5.617</td>
<td>5.505</td>
<td>0.026</td>
<td>0.393</td>
<td>0.346</td>
</tr>
<tr>
<td>15</td>
<td>0.25</td>
<td>5.617</td>
<td>5.505</td>
<td>0.052</td>
<td>0.504</td>
<td>0.426</td>
</tr>
<tr>
<td>15</td>
<td>0.25</td>
<td>5.617</td>
<td>5.729</td>
<td>0.045</td>
<td>0.202</td>
<td>0.135</td>
</tr>
<tr>
<td>5</td>
<td>0.1</td>
<td>1.123</td>
<td>1.180</td>
<td>0.041</td>
<td>0.504</td>
<td>0.473</td>
</tr>
<tr>
<td>5</td>
<td>0.1</td>
<td>1.123</td>
<td>1.067</td>
<td>0.040</td>
<td>0.475</td>
<td>0.459</td>
</tr>
</tbody>
</table>

the results of experiments. These errors can be produced due to not being able to accurately determine when the experiment was initiated, or errors due to the boundary condition on the top surface not being precisely known. To determine the affect these errors have on determining the Biot number distribution, simulations were carried out such that the time constant for the inverse algorithm ($\tau^*_{sim}$) would be different than the actual time constant for the sensors ($\tau^*_{act}$). This study was restricted to the $L = 10$ mm, $\sigma_{DAQ} = 0.2$ °C case, and the errors simulated ranged from 1 to 10 %. The results from this study can be found in Table 5-6. It is noticed that for small time constants, the difference is not very noticeable. However, as the magnitude of the time constant increases, so does the the magnitude of the error. For a time constant of 5 seconds the results are essentially unusable. Clearly care must be taken to ensure that the impulse response functions are estimated accurately, especially when the time constants are large.

5.2.4 Heat Loss/Gain Effects

When performing a transient jet impingement heat transfer experiment the effects of non-ideal insulation will be present, as briefly discussed in Section 5.1.3. These effects will cause the disc to gain heat from the insulation after the jet is initiated, with more
heat entering on the bottom near the maximum radial distance due to there being more insulation touching the disc in that area. While this heat gain is very low in magnitude and causes on a slight error (approximately 3 % at t = 1 second) it will tend to have a larger impact on the determination of the surface temperature and hence heat flux and Biot number. These effects have been demonstrated by simulating the disc being at an initial dimensionless temperature of zero and having a surface temperature of unity being applied to it and recording the temperature at 8 locations on the back side of the disc; this simulation includes the ceramic insulation and allows heat exchange between it and the copper disc. The simulated measurements are then input into first order impulse response model, and white Gaussian noise of 0.2 °C (the dimensional initial temperature is 150 °C) is added. These data are then input into an inverse heat transfer algorithm which assumes ideal insulation.

The error results for the surface temperature are 0.050, 0.044, and 0.047 for time constants of 0.1, 1, and 5 seconds, respectively. While this error is small the real effect lies in the estimation of the heat flux, which has a non-uniform distribution. Figure 5-20 shows the difference between the inverse and exact solutions. Clearly the error will produce noticeable error in the calculation of Biot number.

5.2.5 Effectiveness of the Inverse Heat Transfer Algorithm

All of the major factors affecting the inverse heat transfer have been explored and quantified. From the results it is seen that for times near t = 0 there is significant error in the returned surface temperature which is carried over in the determination of surface heat flux and Biot number. This shows that the developed heat transfer algorithm will not be effective at detecting phase change heat transfer near the initial instant in time, where it is most likely to occur, without modification. A possible method to overcome some of these problems would be to insert the thermocouples into the the disc and have them located closer to the top surface. However, care must be taken to ensure that any effects of the thermocouple insertion are either minimized or are explicitly taken into account in
the inverse heat transfer algorithm. When the thermocouples are located closer to the top surface then the problem can also be formulated in terms of an unknown surface heat flux, which will provide a more accurate estimate of the surface heat flux, and both inverse problems can be solved. The Biot number can then be determined using this more accurate information.

The effects due to errors in the estimated impulse response function were explored and it is imperative that they be determined accurately, especially if the time constant of the system is above 1 second or else gross error will engulf the results. The effects due to the magnitude of the noise present were found to be negligible for magnitudes approximating those found in a laboratory setting. The number of sensors does not seem to be a contributing factor unless the disc is very thin (has a small L/R ratio). The time constant of the measurement system does not have a major effect on the accuracy of the method unless it has some error in its estimate.
Measurements for the supersonic impinging jet facility were taken and an attempt was made to determine the Biot number distribution. Figure 5-21 shows results for the centerline $Nu_D$ with $Z/D = 6.0$ and $Re_D = 7.25 \times 10^5$, Figure 5-22 shows the spatial distribution of $Nu_D$ for the same experiment, notice that due to the heat gained from insulation along the side of the disc causes a large overshoot near $r^* = 1$. Similar results were found in all experiments performed and the estimates of Nusselt number are grossly in error.

5.3 Summary

In this Chapter the thermocouple dynamics were investigated. Four separate models for the measurement dynamics were explored: first order, second order, Rabin and Rittel, and the two exponential model were introduced. An experimental setup to determine the proper impulse response model was conducted and the model of Rabin and Rittel and the two exponential order model produced excellent results by comparing well between the theoretical output and the experimental measurement. The
two exponential order model was chosen as the best model do its agreement with the impulse response function as determined by the inverse deconvolution method.

A parametric study of the inverse method was conducted to explore the effects of: disc height, the impulse response function, the magnitude and shape of the Biot number distribution, the number of temperature sensors used, and the magnitude of the noise from the data acquisition system. The error was assessed using the root-mean-square error of the surface temperature distribution as well as a truncated Biot number distribution and a temporally averaged Biot number. It was found that increasing the number of thermocouples for a disc height of 10 mm had little influence on the accuracy of the algorithm. For a disc height of 5 mm it was seen that increasing the number of thermocouples would decrease the error of the inverse method. However, estimating Biot number distribution with a small magnitude proved to have significant error.

The relative slowness of the sensor dynamics, characterized by a time constant, did not seem to have an effect on the accuracy of the inverse algorithm. However, it was
seen that for slow response times, a small amount of error in the time constant estimate will produce large errors in the Biot number distribution. This effect was not present in the case of small time constants, it was seen to have a negligible effect. The effect of the data acquisition system noise had no effect at magnitudes experienced in a laboratory setting.

The effects of heat gain on the inverse problem were explored. It was found that although the error in the surface temperature estimate was low (approximately 5%) the error in the subsequent surface heat flux calculation was very noticeable. Measurements performed on the supersonic jet impingement facility were unable to produce reliable estimates of the Biot number distribution.
A multi-phase supersonic impinging jet facility for thermal management has been constructed. The facility operates by taking high pressure air and reducing it to a pressure between 1.0 and 2.4 MPa where it acts on top of a water storage tank and passes through a mass flow meter and a mixing chamber. Differential pressure between the top of the water storage tank and the mixing chamber forces the water through a regulating orifice where it becomes mixed with the air in the mixing chamber; the resulting mixture is then expanded through a converging-diverging nozzle, with a design Mach number of 3.24. It is then directed to a surface where it impinges and removes heat. The facility sub-systems include: air storage, water storage and flow control, air pressure control, air mass flow measuring, converging-diverging nozzle, and data acquisition. Temperature, pressure, and Mach number were calculated throughout the facility using one-dimensional gas dynamic relations. It was found that at normal operating conditions no shock wave would be present in the converging-diverging nozzle and thus the exiting air/liquid mixture is at supersonic speeds. However, because the operational supply pressure is lower than ideal, the nozzle operates in an overexpanded manner.

Steady state heat transfer measurements were performed for the impinging jet facility. These experiments were performed by allowing the jet to impinge on a nichrome strip with current passing through it and thermocouples recording the back wall temperatures. The data were then time averaged to eliminate noise and turbulent fluctuations. Both single-phase and multi-phase experiments were performed in order to assess the heat removal capabilities of the multi-phase jet and to quantify heat transfer enhancement with the addition of the small amount of dispersed liquid droplets. Once the droplets impinge on the surface, a thin liquid film forms on top of the surface. The heat transfer characteristics of the jet are different near the impingement
zone, where droplet impact dominates. Away from the impingement zone, thin film dynamics dominate the heat transfer process. The peak heat transfer coefficients for the multi-phase jet exceed 200,000 W/m²-K near the centerline, matching some of the highest heat transfer rates reported in the literature, while simultaneously having a significantly reduced liquid flow rate. This reduced flow rate can be advantageous in some industrial settings.

It was found that increasing the Reynolds number of the jet and the liquid mass fraction of water increases the Nusselt number of the jet near the centerline. These effects are diminished far removed from the impingement zone. Nozzle height is seen to have a slight effect of the Nusselt number near the interior of the jet, but no definite trend is apparent, and is seen to have no significant impact away from the centerline. The single phase impinging jet Nusselt numbers compare well with data in the literature. Comparison between the single and multi-phase jets shows that the addition of the liquid droplets to the jet enhances heat transfer by an order of magnitude in the interior of the jet and by a factor of two to five away from the centerline.

There is no evidence of significant phase change heat transfer occurring during the jet impingement studies. Analysis of the saturated humidity ratio near the centerline of the jet shows that little evaporation is possible and its effects are essentially negligible. Determination of the humidity ratio far removed from the centerline of the jet is not possible due to the lack of information regarding the surface temperature of the film. However, the Nusselt number in this region remains essentially constant; significant evaporation would result in increased Nusselt number in this region. The lack of this type of trend supports the contention that there is no significant phase change heat transfer taking place. The use of droplet impact theory suggests that heat transfer enhancement in the jet interior due to phase change may not be possible. The saturation pressure is significantly elevated due to the high impact velocity of the droplets and will exceed the critical pressure for the nominal exit velocity of the nozzle. Thus any phase change
occuring would not result in additional heat removal as the latent heat of vaporization above the critical pressure is zero.

An inverse heat transfer algorithm using the conjugate gradient method with adjoint problem was developed which can determine the Nusselt number for an impinging jet. This method explicitly takes into account sensor dynamics, a feature that is not present in inverse methods found in the literature. A procedure to determine the impulse response function of thermocouples attached to the surface of a solid was developed using ice to cause a step change in surface temperature. The resulting data is then input into a deconvolution algorithm which returns the impulse response function via an inverse method. This allows insight into the underlying functional form and allows the proper impulse response function model to be found. Four different impulse response function models were explored: a first order model, a second order model, the model of Rabin and Rittel, and the two exponential model. It was found that the model of Rabin and Rittel and the two exponential model produced the best agreement when compared to experimental results. However, due to the fact that the two exponential model produced better agreement between the impulse response functions determined via curve-fit and inverse algorithm, it was chosen as the best model for the surface mounted thermocouples used in those experiments.

A parametric study was performed using simulated data to explore the effects of the disc height and aspect ratio, the magnitude and shape of the Biot number distribution, the number of sensors used, the impulse response function, and the magnitude of the noise of the data acquisition system on the error associated with the IHT method. To assess the error in the inverse heat transfer algorithm three different errors were considered, the rms error between input surface temperature and that returned by the inverse method, the rms error between the input Biot number and that returned by the inverse method during a truncated time domain when the behavior of the returned Biot number was nearly constant, and the rms error between the input Biot number and the
temporally average Biot number over the same truncated time domain. The inverse heat transfer algorithm is specifically designed to estimate the surface temperature and as such the error in its estimate was very small, on the order of a few percent. The error for estimating Biot number was noticeably higher, ranging from 10% to over 80% in some cases. Most of the factors investigated appear to have little effect on the inverse heat transfer method. However, the magnitude of the Biot number distribution had a large effect. A lower Biot number produces small changes in measured temperature and thus is a difficult estimation problem and any error in the surface temperature estimation is carried over and amplified in the surface heat flux calculation. Errors in the impulse response function were seen to have a large effect in certain cases. If the overall delay in the impulse response function is short, then the method can tolerate some error. However, if the overall delay is as high as 5 seconds, then even an error as small as one percent can render the results of the inverse heat transfer algorithm useless.

Finally the effects of heat loss/gain from insulation on the impingement target were investigated. The difference in temperature at the simulated measurement points between an idealized disc and one with heat transfer to/from its insulation was small, approximately 3%. However, this small error is magnified by the inverse algorithm, causing it to overestimate the heat flux near the edge of the disc. These finding were verified by performing experiments using the multi-phase jet impingement facility.

In order for the inverse method to be effective, the heat exchange with the insulation must be taken into account. The effects of the heat exchange could also be lessened by locating the temperature sensors closer to the top surface. However, inserting thermocouples inside of the disc is likely to distort the heat flow and so some compromise must be made.
APPENDIX A
COMPLETE STEADY STATE TWO-PHASE HEAT TRANSFER JET RESULTS

There are many heat transfer data sets for the steady state experiments discussed in Chapter 3 which are not presented due to space considerations and because all of the results follow the trends discussed therein. For the sake of completeness, the heat transfer results for the steady state two-phase impinging jet results are presented in this Appendix.

For Figures A-1 through A-3 the same orifice is used for each experiment, thus keeping the water mass fraction nominally constant. Jet Reynolds number is held constant as well, and the nozzle spacing is varied.

For Figures A-4 through A-7 the nozzle spacing and Reynolds number are constant. The orifice is changed to vary water mass fraction.

For Figures A-8 through A-10 the same orifice is used for each experiment, thus keeping the water mass fraction and jet Reynolds number nominally constant, and the nozzle spacing is varied.

For Figures A-11 through A-14 the nozzle spacing and Reynolds number are constant, and the orifice is changed to vary water mass fraction.
Figure A-1. Two-phase \( \text{Nu}_D \) results for various nozzle height to diameter ratios. a) \( w = 0.0205, \text{Re}_D = 4.54 \times 10^5 \), b) \( w = 0.0240, \text{Re}_D = 4.47 \times 10^5 \), c) \( w = 0.0357, \text{Re}_D = 4.42 \times 10^5 \), and d) \( w = 0.0375, \text{Re}_D = 4.42 \times 10^5 \).
Figure A-2. Two-phase Nu$_D$ results for various nozzle height to diameter ratios. a) $w = 0.0156$, $Re_D = 7.34 \times 10^5$, b) $w = 0.0189$, $Re_D = 7.29 \times 10^5$, c) $w = 0.0273$, $Re_D = 7.23 \times 10^5$, and d) $w = 0.0290$, $Re_D = 7.24 \times 10^5$
Figure A-3. Two-phase Nu_D results for various nozzle height to diameter ratios. a) w = 0.0131, Re_D = 1.02 \times 10^6, b) w = 0.0163, Re_D = 1.01 \times 10^6, c) w = 0.0234, Re_D = 1.02 \times 10^6, and d) w = 0.0248, Re_D = 1.01 \times 10^6
Figure A-4. Two-phase Nu_D results for various liquid mass fractions and Z/D = 2.0. a) \( \text{Re}_D = 4.42 \times 10^5 \), b) \( \text{Re}_D = 7.20 \times 10^5 \), and c) \( \text{Re}_D = 1.01 \times 10^6 \)
Figure A-5. Two-phase Nu_D results for various liquid mass fractions and Z/D = 4.0. a) Re_D = $4.43 \times 10^5$, b) Re_D = $7.35 \times 10^5$, and c) Re_D = $1.03 \times 10^6$. 
Figure A-6. Two-phase Nu_D results for various liquid mass fractions and Z/D = 4.0. a) Re_D = 4.45 \times 10^5, b) Re_D = 7.24 \times 10^5, and c) Re_D = 1.02 \times 10^6
Figure A-7. Two-phase Nu$_D$ results for various liquid mass fractions and Z/D = 6.0. a) Re$_D$ = 4.56 $\times$ 10$^5$, b) Re$_D$ = 7.31 $\times$ 10$^5$, and c) Re$_D$ = 1.01 $\times$ 10$^6$.
Figure A-8. Two-phase enhancement ratio results for various nozzle height to diameter ratios. a) $w = 0.0205$, $Re_D = 4.54 \times 10^5$, b) $w = 0.0240$, $Re_D = 4.47 \times 10^5$, c) $w = 0.0357$, $Re_D = 4.42 \times 10^5$, and d) $w = 0.0375$, $Re_D = 4.42 \times 10^5$
Figure A-9. Two-phase enhancement ratio results for various nozzle height to diameter ratios. a) $w = 0.0156$, $Re_{D} = 7.34 \times 10^{5}$, b) $w = 0.0189$, $Re_{D} = 7.29 \times 10^{5}$, c) $w = 0.0273$, $Re_{D} = 7.23 \times 10^{5}$, and d) $w = 0.0290$, $Re_{D} = 7.24 \times 10^{5}$
Figure A-10. Two-phase enhancement ratio results for various nozzle height to diameter ratios. a) \( w = 0.0131, \text{Re}_D = 1.02 \times 10^6 \), b) \( w = 0.0163, \text{Re}_D = 1.01 \times 10^6 \), c) \( w = 0.0234, \text{Re}_D = 1.02 \times 10^6 \), and d) \( w = 0.0248, \text{Re}_D = 1.01 \times 10^6 \).
Figure A-11. Two-phase enhancement results for various liquid mass fractions and Z/D = 2.0. a) Re_D = 4.42 \times 10^5, b) Re_D = 7.20 \times 10^5, and c) Re_D = 1.01 \times 10^6.
Figure A-12. Two-phase enhancement ratio results for various liquid mass fractions and $Z/D = 4.0$. a) $Re_D = 4.43 \times 10^5$, b) $Re_D = 7.35 \times 10^5$, and c) $Re_D = 1.03 \times 10^6$. 
Figure A-13. Two-phase enhancement ratio results for various liquid mass fractions and $Z/D = 4.0$. a) $Re_D = 4.45 \times 10^5$, b) $Re_D = 7.24 \times 10^5$, and c) $Re_D = 1.02 \times 10^6$. 
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Figure A-14. Two-phase enhancement ratio results for various liquid mass fractions and $\frac{Z}{D} = 6.0$. a) $Re_D = 4.56 \times 10^5$, b) $Re_D = 7.31 \times 10^5$, and c) $Re_D = 1.01 \times 10^6$
APPENDIX B
COMPLETE INVERSE HEAT TRANSFER ALGORITHM ERROR ASSESSMENT
CONTOUR PLOTS

There are many data sets for the three different errors used to assess the effectiveness of the inverse heat transfer algorithm and as such all of them were not included in Chapter 5. In the interest of completeness they are included in this Appendix. Figure B-1 shows the error contours for the $L = 5$ mm, $\sigma_{DAQ} = 0.2 \, ^\circ C$, and 8 measurement points case. Figure B-2 shows the error contours for the $L = 5$ mm, $\sigma_{DAQ} = 0.2 \, ^\circ C$, and 16 measurement points case. Figure B-3 shows the error contours for the $L = 10$ mm, $\sigma_{DAQ} = 0.2 \, ^\circ C$, and 8 measurement points case. Lastly, Figure B-5 shows the error contours for the $L = 10$ mm, $\sigma_{DAQ} = 1 \, ^\circ C$, and 8 measurement points case.
Figure B-1. Error Contours for $L = 5 \text{ mm}$, $\sigma_{\text{DAQ}} = 0.2^\circ C$, and 8 measurement points. a) $e_{B_{\text{ave}},\text{rms}}$, b) $e_{B_i,\text{rms}}$ (truncated), and c) $e_{\theta_s,\text{rms}}$
Figure B-2. Error Contours for $L = 5$ mm, $\sigma_{DAQ} = 0.2^\circ$ C, and 16 measurement points. a) $e_{B_{ave},rms}$, b) $e_{B_i,rms}$ (truncated), and c) $e_{\theta_s,rms}$
Figure B-3. Error Contours for L = 10 mm, $\sigma_{DAQ} = 0.2\, ^\circ\, C$, and 8 measurement points. a) $e_{B_{ave},rms}$, b) $e_{B_i,rms}$ (truncated), and c) $e_{\theta_s, rms}$
Figure B-4. Error Contours for $L = 10 \text{ mm}$, $\sigma_{DAQ} = 0.2^\circ \text{ C}$, and 16 measurement points. 

a) $e_{B_{\text{ave}}, \text{rms}}$, b) $e_{B_{i}, \text{rms}}$ (truncated), and c) $e_{\theta_{i}, \text{rms}}$
Figure B-5. Error Contours for $L = 10$ mm, $\sigma_{DAQ} = 1^\circ$ C, and 8 measurement points. a) $e_{Bave,rms}$, b) $e_{Bi,rms}$ (truncated), and c) $e_{\theta_s,rms}$
APPENDIX C
IMAGES OF ORIFICES USED DURING EXPERIMENTS

During operation of the jet facility it was noticed that the 0.38 mm orifice provided a lower liquid flowrate than the 0.33 mm orifice. After examining the different orifices under an optical microscope it was discovered that the 0.38 and 0.51 mm orifices were not perfectly circular. This eccentricity is very noticeable in the 0.38 mm orifice and may result in different spray characteristics, which could have affected the heat transfer results. The eccentricity is not as severe in the 0.51 mm orifice and did not seem to affect the heat transfer results. Figures C-1 through C-4 show images of the orifices under 4X magnification.

Figure C-1. The 0.33 mm orifice.
Figure C-2. The 0.37 mm orifice, note the high degree of eccentricity in the orifice.

Figure C-3. The 0.41 mm orifice.
Figure C-4. The 0.51 mm orifice, note the eccentricity in the orifice
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