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The finite element method (FEM) is a widely used numerical technique for solution of boundary value problems arising in engineering applications. FEM is well studied and has several advantages; however the stress and strain solutions obtained by FEM are discontinuous across element boundaries and require smoothing algorithms to make the stress/strain appear smooth in the analysis domain. Automatic mesh generation is still a difficult task in FEM for complicated geometries and often requires user intervention for generating quality meshes.

Finite elements based on uniform B-spline basis functions defined on a structured grid are developed which provide at least \( C^1 \) continuous solution throughout the analysis domain. Numerical techniques are presented in this work based on structured grids and implicit equations of the boundaries of analysis domain, material interface boundaries or coarse/fine grid interfaces for solution of various engineering boundary value problems. Solution structures are constructed using approximate Heaviside step functions for imposition of Dirichlet boundary conditions, treatment of material discontinuity to perform micromechanical analysis and for local refinement of grid. The use of structured grid eliminates the need for constructing a conforming mesh and results in significant savings of time in pre-processing stage of the design cycle.
Numerical examples are presented to demonstrate the performance of B-spline elements. The results are compared with analytical solutions as well as traditional finite element solutions to demonstrate the ability of B-spline elements to represent continuous stress and strain throughout the analysis domain. Convergence studies show that B-spline elements can provide accurate solutions for many engineering problems with fewer numbers of elements and nodes as compared to traditional FEM. Solution structure for treatment of material boundary is validated by performing a convergence analysis on a problem involving circular inclusion in a square matrix and by determining effective properties of fiber reinforced composite. Solution structure for local grid refinement is validated by analyzing classical stress concentration problems.
CHAPTER 1
INTRODUCTION

1.1 Overview

Numerical methods are necessary for solving many problems arising in engineering analysis. Even though analytical solutions are available for several engineering problems with simple geometries, for complicated domains it is difficult to obtain analytical solutions and hence numerical methods are needed to obtain accurate solutions. The Finite Element Method (FEM) is widely used in engineering analysis not only due to its applicability to solve a variety of physical problems but also due to its ability to handle complex geometry and boundary conditions. In FEM, the analysis domain is subdivided into finite elements which approximate the geometry of the analysis domain. The field variable is approximated on these finite elements using piecewise continuous interpolations.

Even though FEM is a well established technique, it has certain limitations. Approximation schemes used in FEM are typically $C^0$ continuous and hence there is a discontinuity of gradients across the elements. The lack of gradient continuity in FEM necessitates the smoothing of results. There are a number of approximation schemes like B-splines, moving least squares and Hermite interpolations which provide at least $C^1$ continuity in the domain of interest. B-spline basis functions have compact support like traditional finite element shape functions and lead to banded stiffness matrices. They form partition of unity and hence can exactly represent the state of constant field in the domain of interest. The B-spline approximations have good reproducing properties and when a cubic B-spline is used, it can represent all polynomials up to third order exactly. B-spline approximation provides high order of continuity and is capable of providing accurate solutions with continuous gradients throughout the domain. The uniform B-spline basis functions are polynomials and accurate integration for stiffness matrices and load vectors can be
performed by using well known techniques like Gauss Quadrature. These properties of B-splines make them attractive for use in analysis. B-splines have not been used extensively for analysis because they do not satisfy Kronecker-delta property and hence essential boundary conditions cannot be imposed directly by specifying nodal values. B-splines are defined on a grid which limits the geometry of the analysis domain to a parallelepiped.

In order to be able to use uniform B-spline basis for approximation of finite element solutions, structured grids need to be used since the uniform B-spline basis are defined only on a uniform structured grid. A structured grid is much easier to generate than a finite element mesh and all the elements in the grid have regular geometry (rectangles/cuboids). The use of structured grids for analysis eliminates the need to generate a conforming mesh which is a significant advantage over traditional FEM. Automatic mesh generation algorithms for FEM are well developed 2D problems but can be unreliable for 3D geometries often resulting in poor or distorted elements in some regions that can lead to large errors in solution. Significant amount of user intervention is needed to correct such problems making mesh generation the most time consuming step in the design process. These problems associated with mesh generation can be avoided with the use of a structured grid.

When structured grids are used to approximate solution in the analysis domain, the boundaries of the domain need to be defined independent of the structured grid and this can lead to several elements on the boundary which have partial volume inside the grid elements. Special techniques are therefore needed to compute the stiffness matrices and load vectors in these partial elements. B-spline approximations do not satisfy Kronecker-delta property and hence boundary conditions cannot be applied by specifying nodal values. Furthermore, the nodes in a structured grid are not guaranteed to lie on the boundary, therefore the traditional methods used
in FEM for applying essential boundary conditions cannot be used and new techniques are needed for applying essential boundary conditions. In order to enforce essential boundary conditions when $C^1$ approximations are used on structured grids, Implicit Boundary Method is used in this work. In Implicit Boundary Method, solution structures are constructed by using the approximate Heaviside step functions based on the implicit equations of the boundaries for exact imposition of essential boundary conditions.

Implicit Boundary Method is extended in this work by developing solution structure for treatment of material discontinuity using approximate Heaviside step functions based on the implicit equations of matrix/inclusion boundaries. This technique is further used for determination of effective properties of fiber reinforced composite.

In many practical problems local refinement of mesh/grid is necessary to accurately compute the stresses in the regions of stress concentrations; this problem is addressed in this work by developing solution structure for local grid refinement using approximate Heaviside step functions based on the implicit equations of the coarse/refined grid boundaries.

The performance and capabilities of B-spline based finite elements are studied by solving several problems in structural and thermal analysis in both 2D and 3D. Convergence analysis is also performed using several examples to study the behavior of B-spline elements and it has been demonstrated that B-spline element provide accurate solutions with fewer number of elements when compared to Lagrange elements used in traditional FEM. Micromechanical analysis for determining effective properties of fiber reinforced composites is performed by employing the solution structure for treatment of material discontinuity using Lagrange finite elements. Solution structure for local refinement is used to analyze stress concentration problems where local
resolution of solution near regions of stress concentrations is necessary for performing design analyses.

1.2 Goals and Objectives

The goal of this research is to develop finite elements based on B-spline approximations and to extend Implicit Boundary Method by developing solution structures for analysis of engineering boundary value problems involving material discontinuity and local grid refinement.

The main objectives of this dissertation are

- To extend the Implicit Boundary Method for use of B-spline basis functions.
- To develop finite elements based on B-spline approximation which provides at least $C^1$ continuity in the analysis domain.
- To develop solution structures for modeling material discontinuity and imposition of periodic boundary conditions involved in the micromechanical analysis of composite microstructures and to determine effective elastic properties of fiber reinforced composites.
- To develop solution structures for local refinement of grid to accurately capture stress concentrations and study the use of the B-spline approximations and Lagrange interpolations in local refinement.
- To develop efficient numerical techniques for computation of various terms involved in the Galerkin weak form.
- To study the convergence behavior of the solution structures and B-spline finite elements using several numerical examples and to study the advantages and disadvantages of using the B-spline based finite element.

1.3 Outline

The rest of the dissertation is organized as follows:

Chapter 2 discusses several analysis techniques that are reported in literature which use B-splines to approximate solution. A survey on structured grid methods, meshless methods, treatment of material discontinuity and adaptive grid/mesh refinement is also presented.

Chapter 3 discusses the construction of solution structure for exact imposition of essential boundary conditions for structural and thermal analyses. Solution structures are developed for
modeling material discontinuity and for imposition of periodic boundary conditions which are
used for micromechanical analysis of composites. Finally, solution structure is developed for
local refinement of grid to improve the local resolution of the solution.

In chapter 4, finite elements based on B-spline approximation are developed which provide
$C^1$ and $C^2$ continuity in one, two and three dimensions.

Chapter 5 discusses efficient numerical implementations for computation of stiffness
matrices and load vectors involved in the modified weak form corresponding to the solution
structures presented in chapter 3.

These techniques are implemented in JAVA and several problems in structural mechanics,
steady state heat transfer, composite micromechanics and localized stress concentrations are
studied in detail in chapter 6. Convergence analyses are also performed for these problems to
study the behavior B-spline elements and solution structures in terms of accuracy and efficiency.

Finally, in chapter 7, several conclusions are drawn from the numerical experiments
performed in chapter 6. The advantages and shortcomings of proposed solution structures and B-
spline finite elements are discussed in detail. The scope for future work is presented towards the
end of the dissertation.
CHAPTER 2
ANALYSIS TECHNIQUES FOR BOUNDARY VALUE PROBLEMS

In this chapter, a detailed discussion on several analysis techniques that are used for
solution of engineering boundary value problems is presented. In the first part of this chapter, a
brief overview of the finite element method (FEM) is presented along with its advantages and
shortcomings. Techniques for employing B-spline approximations for analysis are discussed in
the next part of this chapter. A detailed discussion on structured grid methods and meshless
methods is presented in the later part of this chapter

Micromechanical analysis is an important engineering application where FEM is used
extensively. Microstructures are modeled using a representative volume element and periodic
boundary conditions are applied using multipoint constraint techniques. Meshless methods have
been extended for treatment of material discontinuity and for performing micromechanical
analysis. A survey on these techniques is presented in this chapter along with a survey on
employing FEM for determination of effective properties.

Another important feature of FEM is its capability for local refinement. A survey on the
refinement techniques available in structured grid and meshless framework is presented in the
last part of this chapter.

2.1 Finite Element Method

Finite element method (Hughes, 2000 ; Cook et. al. 2003) is a well established numerical
technique and is widely used in solving engineering problems in academia as well as in industry.
For finite element analysis, the domain of analysis is subdivided into elements and the resulting
finite element mesh approximates the geometry and is also used to approximate the solution by
piece-wise interpolation within each element. Using Galerkin’s approach, the governing
differential equation in its strong form is converted into a weak form which allows the use of
interpolation/approximation schemes with lower continuity requirements than the corresponding strong form. This leads to a set of linear equations which are then solved using Gauss elimination, Cholesky decomposition or iterative schemes like Gauss-Siedel. FEM has been applied to a wide variety of physical problems in linear/non-linear static and dynamic elasticity, steady state heat transfer, electrostatics and magnetostatics.

The approximation space used in FEM is typically Lagrange interpolation that yields $C^0$ continuous solutions. However, $C^0$ continuous solutions have discontinuous stresses and strains (gradients) across the element boundaries. The lack of stress and strain continuity necessitates the use of smoothing schemes to plot these quantities such that they appear to be continuous. Solutions can be represented with higher degree of continuity using several other basis functions like B-splines, moving least squares (MLS) and Hermite functions which provide at least $C^1$ continuity in the domain of interest. In this dissertation, B-spline approximations are studied in detail which provide $C^1$ and $C^2$ continuous solutions in the analysis domain.

Another limitation of the FEM is the need to generate a conforming mesh, which may need user intervention for correcting the problems associated with distorted meshes. Automatic mesh generation algorithms work satisfactorily for 2D but are still unreliable for 3D. In order to avoid the problems associated with mesh generation, several methods have been proposed which fall into two categories: meshless methods and structured grid methods. In this chapter, a detailed survey on various structured grid and meshless methods is presented.

2.2 B-Spline Approximation Based Methods

A number of researchers have studied the use of B-spline approximations to solve specific problems where the geometry of the analysis domain is simple (e.g. beams or rectangular plates). The boundary conditions were applied by using multiple knots at the boundary of the analysis
domain which emulates Kronecker-delta behavior on the boundaries. Leung and Au (Leung and Au, 1990) introduced the boundary transformation method by constructing an appropriate transformation matrix based on the boundary configuration to impose Dirichlet boundary conditions. Kagan et. al.(1998, 2003) have provided a scheme to integrate B-spline finite element method with a mechanically based computer aided design and the Dirichlet boundary conditions were enforced by imposing multiple knots on the essential boundaries. They also developed methods for adaptive refinement of B-spline elements. In summary, these methods have limitations on the geometry of analysis domain.

Hughes and his coworkers (Hughes et. al. 2005 ; Cottrell et. al. 2006 ; Cottrell et. al. 2007) have developed a more general approach for using B-splines called the isogeometric analysis method, where the geometry is represented by Non-Uniform Rational B-Spline (NURBS) basis functions to get an exact geometric representation. The same basis functions can be used for the analysis or their order can be raised without changing the geometry or parameterization. This enables the traditional h-, and p- adaptive refinement as well as k-refinement where the degree of continuity of the solution can be raised. Several alternatives for imposing Dirichlet boundary conditions were proposed including direct application by specifying control variables and use of constraint equations, but this still remains a topic of research.

2.3 Structured Grid Methods

A number of techniques have been developed based on structured grids to approximate the solution. Extended Finite Element Method or X-FEM was developed by Belytschko and co-workers (Belytschko et. al. 2003). This method uses implicit equations for definition of the geometry of the analysis domain and the Dirichlet boundary conditions are applied using Lagrange multipliers.
Penalty boundary method developed by Clark and Anderson (Clark and Anderson, 2003a, 2003b) uses a regular grid and a constrained variational formulation to include both essential and natural boundary conditions which is then solved using penalty method.

Shapiro (Shapiro, 1998; Shapiro and Tsukanov, 1999) and Hollig (Hollig et. al. 2001; Hollig and Reif 2003; Hollig 2003) used R-functions to define the boundary of the problem domain and the solution structure proposed by Kantorovich and Krylov (Kantorovich and Krylov 1958) was constructed to satisfy Dirichlet boundary conditions. Shapiro used transfinite Lagrange interpolation to impose Dirichlet boundary conditions while Hollig used weight functions based on distance functions and R-functions. Hollig developed extended B-spline basis to represent the solution in the analysis domain.

The method presented in this dissertation is very similar to the approach used by Hollig, however approximate Heaviside step function of essential boundaries are used in this work to construct weight functions and the behavior of solution structure for very small values of range parameter used to construct step functions is also studied. All the internal elements in our method have identical stiffness matrices unlike Hollig’s method.

2.4 Meshless Methods

A number of methods have been developed in the past two decades which avoid mesh generation. These methods are collectively termed as meshless or meshfree methods. Some of these methods provide continuous gradients in the analysis domain. Smoothed particle hydrodynamics (SPH) is one of the first meshless methods in literature (Lucy, 1977; Gingold, 1982); it was first used to model astrophysical phenomenon and was modified to include continuum mechanics problems (Monahan, 1982). This approach uses Shepard shape functions as interpolants and uses point collocation method for discretization and nodal integration for stiffness matrix computation. The drawbacks of this approach are poor accuracy and spatial
instability (tensile instability). The behavior of solution depends on the proper distribution of nodes. So there is always an effort needed to place the nodes properly in order to avoid instability.

Element Free Galerkin Method was developed by Belytschko and his coworkers (Belytschko et. al., 1994; Belytschko et. al., 1996; Belytschko et. al. ; 1996, Dolbow and Belytschko, 1999; Krongauz and Belytschko, 1996; Krongauz and Belytschko ; 1997; Krysl and Belytschko 1997). This method is based on moving least square approximation and uses global Galerkin method for discretization. Quadrature was performed on the background cells. Boundary conditions were applied using Lagrange multipliers or by modification of variational principle, where Lagrange multipliers were replaced by traction forces. The former method leads to an increased number of algebraic equations and the stiffness matrix is not positive definite. The latter method reduces the accuracy of the results and is not as convenient as imposing essential boundary conditions directly. A new method for imposing essential boundary conditions by using a string of Finite Elements around the boundary of the domain was later incorporated into this method.

Meshless Local Petrov-Galerkin (MLPG) was introduced as a truly meshless method by Atluri and his coworkers (Atluri et al. 1999; Atluri and Zhu 2000a, 2000b). This method uses moving least square approximation as the interpolation functions. It uses the Local Petrov-Galerkin weak form which is developed in the local sub-domain. The trial and test spaces are different; the test functions vanish on the boundary of the sub-domain, as long as these boundaries are internal to the problem domain. If the sub-domain intersects the boundary of global domain, then the boundary condition is applied on this local boundary by penalty method. The stiffness matrix obtained is banded but not symmetric. The boundary conditions are applied
using penalty method. Another advantage of this procedure over FEM is that smoothing techniques are not required for computation of derivative. There is no need of special integration schemes, and there is flexibility in choosing the size and shape of the local domain, which can lead to convenient methods for integration in non-linear problems. The drawbacks of this method are that the stiffness matrices generated by this approach are not symmetric positive definite and penalty method imposes boundary conditions approximately. Another drawback is that we have to make sure that the union of all the local domains should cover the global boundary.

Partition of unity based methods (PUFEM) form a class of meshless methods which use partition of unity functions to blend the local approximation functions which represent the local behavior (Melenk and Babuska, 1996). The main advantage of PUFEM is that we can use the knowledge of the local behavior of solutions efficiently to get good numerical approximation. This method also yields good results in the cases where FEM gives poor results or when FEM is computationally very expensive. One drawback of this approach is that the stiffness matrix obtained from this procedure can be singular and the basis function needs to be modified appropriately or special techniques are needed to solve the singular system. Generalized Finite Element Method was developed as a hybrid of Finite Element Method and Partition of Unity (Babuska et. al. 2002 ; Duarte et. al. 2000). The desirable features like inter-element continuity, local approximability and Kronecker-delta property from FEM are retained in GFEM.

Method of finite spheres (De and Bathe 2000 ; De and Bathe 2001) was developed as meshless method which is based on partition of unity; this approach does not use background cells for numerical quadrature. It uses compactly supported partition of unity functions and Bubnov-Galerkin method as weighted residual scheme. Integration of weak form is performed on spheres (circles in 2D), using specialized cubature rules. Essential boundary conditions are
imposed by placing nodes on the boundary so that the shape functions corresponding to these nodes emulate Kronecker-delta behavior. Shepard functions are used as partition of unity functions and quartic splines are used for weight functions.

Method of HP Clouds is a partition of unity based meshless method developed by Duarte and Oden (Duarte and Oden 1996; Duarte et. al. 1996; Liszka et. al. 1996). HP-Cloud functions are created by multiplying the partition of unity functions with local basis functions. Shepard functions or MLS functions are used as partition of unity. Anisotropic approximation can be incorporated by using the basis function which has higher order in one direction and lower order in other direction. P-refinement is done by increasing the size of the local domain; hence more number of points is included in the sub-domain and also by increasing the polynomial order in the basis function. Boundary conditions are applied by modified variational principle.

Natural element method developed by Sukumar et. al.(1998) uses the natural neighbor interpolants which are based on Voronoi tessellation of the nodes. These interpolants are smooth over the whole domain excepting at the nodes where they are continuous. The essential boundary conditions are applied on nodes for convex domains.

2.5 Techniques for Determination of Effective Properties of Composite Microstructures

The finite element method (FEM) has been used extensively in micromechanical analysis of composite microstructure to determine effective properties (Sun and Vaidya; 1996; Taliercio, 2005; Xia et. al.; 2003; Marrey and Sankar, 1997; Zhu et. al. 1998). The effective elastic properties are determined by performing six different analyses on the representative volume element (RVE) with unit non-zero strain component in each analysis and by imposing appropriate periodic boundary conditions on the boundaries of the RVE. The mesh is generated in such a way that the element boundaries conform to the matrix-inclusion interfaces. However, for complicated microstructures, automatic mesh generation becomes difficult and special
techniques and algorithms need to be developed (Kim and Swan, 2003) to generate a quality mesh with quadrilateral or hexahedral elements. For example, in the analysis of composite microstructures involved in textile composites, the automatic mesh generation often becomes difficult and one of the main problems is generating a quality mesh in the interfacial region (Kim and Swan, 2003). This region is multiply connected and complications may arise for generation of mesh with identical nodes on the opposite faces of the RVE in order to impose periodic boundary conditions using multipoint constraints. Meshless methods have been extended for treatment of material discontinuity. Element Free Galerkin Method has been extended to incorporate discontinuous derivatives (Cai and Zhu, 2004; Cordes and Moran, 1996; Krongauz and Belytschko, 1998) for application to material discontinuity problems and Meshless Local Petrov-Galerkin Method has been extended to incorporate material discontinuity and for performing micromechanical analysis (Dang and Sankar, 2007).

2.6 Techniques for Local Refinement

In many practical problems, there may be regions with stress concentrations and hence a uniform mesh/grid for the entire model can become very expensive computationally. In order to reduce the computational cost local mesh/grid refinement is necessary. In this section, a brief discussion on the local refinement techniques is presented.

In the finite element analysis, local refinement is typically obtained by h-refinement or p-refinement. In h-refinement, nodes are inserted in the regions of stress concentration which increases the number of elements and reduces the element size in the region of interest while p-refinement is obtained by increasing the order of polynomial basis used for interpolation. Another type of refinement is termed as r-refinement, where the total number of nodes and elements in the refined model is same as the coarse model but the nodes are rearranged so that the number of nodes and elements in the regions of stress concentration is increased and k-
refinement is obtained when the order of continuity of the basis functions is increased. In meshless methods, refinement is achieved by inserting nodes in the regions of stress concentrations.

Hierarchical mesh refinement is studied by Krysl et. al. (2003) in the finite element method framework. In this method, the nodal basis functions on the coarse mesh are split into the basis functions of same order in the finer mesh. They have provided algorithms for refinement as well as un-refinement for finite element meshes. Hollig (2003) also presented a hierarchical refinement of B-spline basis functions, where the B-spline basis are split into the B-spline basis of same order but on a finer grid with half the size of the coarse grid. The hierarchical refinement provides a framework for getting a multi-level resolution, where the basis functions are split in a recursive manner. In this dissertation, a technique for local grid refinement is presented based on construction of solution structure using approximate step functions.
CHAPTER 3
SOLUTION STRUCTURES FOR IMPLICIT BOUNDARY METHOD

The essential boundary conditions are imposed in FEM by specifying the values at the boundary nodes on which essential boundary conditions are specified. When structured grids are used for discretizing the analysis domain, nodes are not guaranteed to be present on essential boundaries; hence special techniques need to be devised to be able to impose essential boundary conditions. In this chapter, a detail discussion on construction of solution structure for exact imposition of Dirichlet boundary conditions using the implicit equations of boundaries is presented. Approximate Heaviside step functions are used to construct a solution structure based on the technique proposed by Kantorovich and Krylov (Kantorovich and Krylov, 1958 and is termed as Implicit Boundary Method (Padmanabhan, 2006; Kumar et. al. 2007). Non homogenous essential boundary conditions are imposed by constructing piecewise continuous functions which satisfy the specified values at the essential boundaries and are termed as boundary value functions. This solution structure is used for modifying the weak form corresponding to linear elasticity problems and steady state heat transfer problems. Implicit Boundary Method has been extended in this dissertation to be able to use B-spline basis.

A solution structure for treatment of material discontinuity based on the implicit equation of the material boundaries and approximate Heaviside step function is presented later in this chapter. Techniques for imposing periodic boundary conditions using multipoint constraints are also discussed in detail.

In the final part of this chapter, a solution structure for adaptive refinement of grid based on the implicit equations of the grid element boundaries and approximate Heaviside step functions is discussed in detail. The weak form corresponding to linear elasticity is modified using this solution structure.
3.1 Solution Structure for Enforcing Essential Boundary Conditions

The essential boundary conditions are specified as prescribed displacements or prescribed temperatures on the essential boundaries. Let \( u \) be a trial function defined over \( \Omega \subset \mathbb{R}^2 \) or \( \mathbb{R}^3 \) that must satisfy the boundary condition \( u = a \) along \( \Gamma \), which is the essential boundary of \( \Omega \). Here, \( u \) corresponds to a displacement component in linear elasticity and temperature in steady state heat transfer. If \( \Phi_a(x) = 0 \) \( (x \in \Omega \text{ and } \Phi_a : \Omega \to \mathbb{R}) \) is the implicit equation of the boundary \( \Gamma_a \), then the trial function can be defined as

\[
u(x) = \Phi_a(x)U(x) + a(x)
\]

(3-1)

The solution structure for the trial function defined in Eq. (3-1) is then guaranteed to satisfy the condition \( u = a \) along the boundary defined by the implicit equation \( \Phi_a(x) = 0 \) for any \( U : \Omega \to \mathbb{R} \). The variable part of the solution structure is the function \( U(x) \) which can be replaced by a finite dimensional approximate function \( U^h(x) \) defined by piece-wise interpolation/approximation within elements of a structured grid. In the context of such solution structures, the function \( \Phi_a(x) \) is often referred to as a weighting function. Since these functions assist in imposing the Dirichlet boundary conditions, we have referred to these functions as Dirichlet functions or just D-functions. D-function is constructed such that it takes a value of zero and has non-zero gradient on the essential boundary and has a value of one far from the essential boundary. Instead of directly using the implicit equation of the boundary as D-functions, approximate step functions constructed using these implicit equations have been used to construct solution structures in this work. The use of approximate step functions for construction of D-functions localizes them to the boundary elements and hence the stiffness matrix for all the internal matrices is identical as the D-function is unity inside them. In the
solution structure demonstrated in Figure 3-1, D represents the Dirichlet function which is zero at the first node of element e1 and reaches unity within this element and remains unity throughout the domain. The boundary value function is defined by $u^b$ which takes on the value of the prescribed boundary value of $u_0$ at the boundary and $u^g$ represents the grid variable which is interpolated on the grid consisting of elements e1-e5. The approximate solution is given by $u = Du^g + u^b$ and it can be observed that the approximated solution satisfies the boundary condition exactly. The solution structure for linear elastostatic and steady state heat transfer problems is first discussed in this section for a general D-function and a detail discussion on construction D-functions is provided later in this chapter.

### 3.1.1 Modified Weak Form for Linear Elasticity

The governing differential equation for an elastic body under equilibrium as shown in Figure 3-2 is given as:

Solve: \[ \nabla \cdot \sigma + b = 0 \text{ in } \Omega \]

Subject to: \[ u = u_0 \text{ on } \Gamma_u \]
\[ \sigma \cdot n = t_0 \text{ on } \Gamma_t \] (3-2)

In the above equation, $\Omega$ is the analysis domain bounded by essential boundary $\Gamma_u$ and natural boundary $\Gamma_t$. $\{\sigma\}$ is Cauchy stress tensor and $\{b\}$ is the body force and the Dirichlet boundary conditions are displacements specified as $u_0$ on essential boundary and the natural boundary conditions are specified traction $t_0$. The principle of virtual work is the weak form for the boundary value problem and is given as:

\[ \int_{\Omega} \{\delta \epsilon\}^T \{\sigma\} \, d\Omega = \int_{\Gamma_t} \{\delta u\}^T \{t\} \, d\Gamma + \int_{\Omega} \{\delta u\}^T \{b\} \, d\Omega \] (3-3)
Here \( \{ \delta \varepsilon \} \) is the virtual strain and \( \{ \delta \mathbf{u} \} \) is virtual displacement. A trial solution structure for the displacement field can be constructed such that the Dirichlet boundary conditions are satisfied

\[
\{ \mathbf{u} \} = [\mathbf{D}] \{ \mathbf{u}^e \} + \{ \mathbf{u}^a \} = \{ \mathbf{u}^r \} + \{ \mathbf{u}^a \}
\]  
(3-4)

In this solution structure, \( \{ \mathbf{u}^e \} \) is a grid variable represented by piece-wise approximation over the grid, and \( \{ \mathbf{u}^a \} \) is the boundary value function which is a vector field constructed such that it takes on the prescribed values of displacements at boundaries. The variable part of the solution structure is \( \{ \mathbf{u}^r \} = [\mathbf{D}] \{ \mathbf{u}^e \} \) which satisfies the homogeneous boundary conditions.

\[ [\mathbf{D}] = \text{diag}(D_1, \ldots, D_{n_y}) \] is a diagonal matrix whose components \( D_i \) are Dirichlet functions that vanish on boundaries on which the \( i^{th} \) component of displacement is specified, \( n_y \) is the dimension of the problem. The same D-functions used to construct the trial solution are also used to construct the test functions.

\[
\{ \delta \mathbf{u} \} = [\mathbf{D}] \{ \delta \mathbf{u}^e \}
\]  
(3-5)

Using these solution structures, the strains and stresses can be expressed as the sum of a homogeneous part \( (\varepsilon_{ij}^h, \sigma_{ij}^h) \) and a boundary value part \( (\varepsilon_{ij}^a, \sigma_{ij}^a) \).

\[
\varepsilon_{ij} = \frac{1}{2} (u_{i,j}^r + u_{j,i}^r) + \frac{1}{2} (u_{i,j}^a + u_{j,i}^a) = \varepsilon_{ij}^r + \varepsilon_{ij}^a
\]  
(3-6)

\[
\sigma_{ij} = C_{ijkl}\varepsilon_{kl}^r = C_{ijkl}(\varepsilon_{kl}^r + \varepsilon_{kl}^a) = \sigma_{ij}^r + \sigma_{ij}^a
\]  
(3-7)

Substituting \( \{ \mathbf{\sigma} \} = \{ \mathbf{\sigma}^r \} + \{ \mathbf{\sigma}^a \} \) in the weak form, we can rewrite it as

\[
\int_{\Omega} \{ \delta \varepsilon \}^T \{ \mathbf{\sigma}^r \} d\Omega = \int_{\Gamma} \{ \delta \mathbf{u} \}^T \{ \mathbf{t} \} d\Gamma + \int_{\Omega} \{ \delta \mathbf{u} \}^T \{ \mathbf{b} \} d\Omega - \int_{\Omega} \{ \delta \varepsilon \}^T \{ \mathbf{\sigma}^a \} d\Omega
\]  
(3-8)
The grid variable is approximated within each element as \( u^g_i = N_j u^g_j \), where \( N_j \) are the shape functions and \( u^g_j \) are the nodal values of the grid variable for \( i^{th} \) component of displacement. The virtual strain and stress within each element can then be expressed as
\[
\{\delta \epsilon\} = [B]\{\delta \mathbf{X}^e\} \quad \text{and} \quad \{\sigma^e\} = [C][B]\{\mathbf{X}^e\},
\]
where \( \{\delta \mathbf{X}^e\} \) and \( \{\mathbf{X}^e\} \) represents the nodal values of the grid variable for the element \( e \) and \([B]\) is the strain-displacement matrix. Using these notations, the weak form can be expressed in a discrete form very similar to the finite element equations.

\[
\sum_{e=1}^{NE} \{\delta \mathbf{X}^e\}^T \int_{\Omega_e} [B]^T [C][B]\{\mathbf{X}^e\} d\Omega = \sum_{e=1}^{NE} \{\delta \mathbf{X}^e\}^T \{\mathbf{F}^e\} + \sum_{e=1}^{NBE} \{\delta \mathbf{X}^e\}^T \int_{\Gamma_e} \{N\}^T \{t\} d\Gamma \tag{3-9a}
\]

\[
\{\mathbf{F}^e\} = \int_{\Omega_e} \{N\}^T \{\mathbf{b}\} d\Omega - \int_{\Omega_e} \{B\}^T \{\sigma^e\} d\Omega \tag{3-9b}
\]

The summation is over the number of elements (\(NE\)) and the number of boundary elements (\(NBE\)) in the grid used for analysis. As in the finite element method these element matrices can be assembled to form global equations, where the left hand side terms form a stiffness matrix and the right hand side a force vector. Note that unlike in the finite element equations, there is a forcing term that arises from the boundary value functions. Furthermore, the nodal variables to be solved for are grid variables and not displacements. Since no assumptions have been made restricting the choice of shape functions used to represent the grid variables, this approach can be used with a variety of basis functions including Lagrange interpolation, B-spline basis functions or meshless approximations.

**3.1.2 Modified Weak Form for Steady State Heat Transfer**

The governing differential equation for general steady state heat transfer problem shown in Figure 3-3 is given as
Solve: \( \nabla \cdot (k \nabla T) + f = 0 \) in \( \Omega \)

Subject to:
- \( T = \bar{T} \) on \( \Gamma_g \)
- \( k \nabla T \cdot \hat{n} = q_h \) on \( \Gamma_h \)

The corresponding weak form is given as:

\[
\int_{\Omega} \nabla \delta T \cdot k \nabla T d\Omega = \int_{\Omega} f \delta T d\Omega + \int_{\Gamma_h} q_h \delta T d\Gamma - \int_{\Gamma_c} h(T - T_\infty) \delta T d\Gamma
\]  

(3-11)

In the above equations, \( \Gamma_g \) is the portion of the boundary with prescribed temperature while \( \Gamma_h \) is the portion with heat flux conditions and \( \Gamma_c \) represents the portion with convection conditions and \( T_\infty \) is the ambient temperature. \( h \) is the convection coefficient and \( k \) is the thermal conductivity of the material which is assumed to be isotropic for simplicity and \( f \) is the heat source. A trial solution structure for the temperature field is constructed such that the essential boundary conditions are satisfied

\[
T = T^s + T^u = DT^g + T^u
\]  

(3-12)

Proceeding in the similar manner as for the linear elastic problems discussed in the previous section and choosing the test function \( \delta T = D \delta T^g \) such that it vanishes on \( \Gamma_g \), the weak form modifies to the following:

\[
\int_{\Omega} \nabla \delta T^s \cdot k \cdot \nabla T^s d\Omega + \int_{\Gamma_c} \delta T^s h T^g d\Gamma = -\int_{\Omega} \nabla \delta T^s \cdot k \cdot \nabla T^u d\Omega + \int_{\Omega} f \delta T^u d\Omega + \int_{\Gamma_c} q_0 \delta T^u d\Gamma - \int_{\Gamma_c} h(T^u - T_\infty) \delta T^u d\Gamma
\]  

(3-13)

The nodal degrees of freedom for temperature are approximated as \( T^g = N_i T^g_i \) and the homogenous part of solution becomes \( T^u = DN_i T^g_i \), where \( D \) is the essential boundary function. The gradients of temperature which are used in the weak form are constructed as \( \nabla T_i^s = \overline{B}_i T_j^g \).
The weak form takes the following form when the above approximations are incorporated into Eq. (3-13)

\[
\sum_{\Omega_c} \int \left[ \mathbf{B}^T k \mathbf{B} \right] \left\{ T^g \right\} d\Omega_c + \sum_{\Gamma_h} \int \left[ \mathbf{N}^T h [\mathbf{N}] \right] \left\{ T^g \right\} d\Gamma - \sum_{\Omega_c} \int \left[ \mathbf{B}^T k \mathbf{B} \right] \left\{ T^a \right\} d\Omega_c = -\sum_{\Gamma_d} \int \left[ \mathbf{N}^T \right] d\Omega_c + \sum_{\Gamma_h} \int \left[ \mathbf{N}^T \right] q_d d\Gamma - \sum_{\Gamma_c} \int \left[ \mathbf{N}^T \right] h \left( T^a - T^e \right) d\Gamma
\]

(3-14)

In the above expression, all the known quantities are moved to the right hand side and the unknown quantities are placed in the left hand side. The first term on the right hand side is the contribution to the load due to applied essential boundary conditions, the second term is the load due to the heat generation, the third term is load due to applied heat flux and the last term is load due to convection boundary conditions. The first term on the left hand side represents the stiffness matrix while the second term represents the stiffness due to convection boundary condition.

### 3.1.3 Dirichlet Function

The Dirichlet function $D_i$ is a function which vanishes on all essential boundaries where $i^{th}$ component of displacement (or temperature) is prescribed. In addition, $D_i$ should have a non-vanishing gradient on the essential boundaries to ensure that the gradients of displacements are not constrained. Furthermore, it is necessary to ensure that $D_i$ is non-zero inside the analysis domain so that the solution is not constrained anywhere within the domain of analysis. Implicit equation of the curve or surface representing the boundary can be used for this purpose. However if multiple curves are involved then it is necessary to combine them into a single equation. Some authors have proposed the use of R-functions to construct the Boolean combination of implicit functions (Shapiro, 1998; Rvachev et. al., 2001). Hollig (2003) recommends constructing a weight function using distance functions as: $w(x) = 1 - \max(0, 1 - \text{dist}(x, \partial D)/\partial\gamma).$ This function
varies between 0 and 1 over a narrow strip of width $\delta$ near the boundary. Evaluating this function requires numerically computing the distance function.

In this work, approximate step functions similar to the weighting function used by Hollig (Hollig, 2003) are proposed that can be constructed using any type of implicit function of the boundary. If the boundary condition is specified on a boundary with implicit equations $\phi$ then a step function at any given point $x$ is defined as shown below

$$D(\phi) = \begin{cases} 0 & \phi \leq 0 \\ 1 - \left(1 - \frac{\phi}{\delta}\right)^k & 0 \leq \phi \leq \delta \\ 1 & \phi \geq \delta \end{cases} \quad (3-15)$$

This function is a shifted approximate step function that tends to the Heaviside step function in the limit as $\delta \to 0$ but has a value of zero on the boundary instead of 0.5 as in traditional approximations of step functions (Osher, 2002). Moreover, for use as a Dirichlet function it is constructed to have non-zero gradient at $\phi = 0$. At $\phi = \delta$ this function has $C^{k-1}$ continuity. In this paper, the step function approximation of $D$ with $\delta \to 0$ is used as the Dirichlet function with values of $\delta \approx 10^{-5}$ or smaller.

When a single boundary passes through a boundary element the $D$ function can be computed as in Eq. (3-15), but when multiple boundaries exist that have Dirichlet boundary conditions on them then it is necessary to construct $D$ functions that are Boolean combinations of the individual step functions. The intersection, subtraction and union between two step functions $D(\phi_1)$ and $D(\phi_2)$, denoted as $D_{1 \cap 2}$, $D_{1 - 2}$ and $D_{1 \cup 2}$, respectively, can be defined as shown in Eq. (3-16).
\[ D_{i\cap} = D(\phi_1)D(\phi_2) \]  \hspace{1cm} (3-16a)

\[ D_{i\cup} = D(\phi_1)D(-\phi_2) \]  \hspace{1cm} (3-16b)

\[ D_{i\cup} = D(\phi_1) + D(\phi_2) - D(\phi_1)D(\phi_2) \]  \hspace{1cm} (3-16c)

Figure 3-4 shows plots of D-functions created as a Boolean combination of two D-functions that represent circles. Note that the D-functions created by the Booleans inherit important properties including zero value at boundaries, non-zero slopes at boundaries and they plateau to a value of 1 for \( \phi \geq \delta \). Since the step function defined in Eq. (3-15) has a value equal to zero at the boundary (and not 0.5 as in traditional approximations of step functions), the Boolean operations defined in Eq. (3-16) do not round off corners defined by the intersection of the implicit equations. If more than two boundaries exist within a boundary element, then the Dirichlet function is constructed using the Boolean tree similar to CSG tree as shown in Figure 3-5.

### 3.1.4 Boundary Value Function

The boundary value function \( u^a \) (displacement component for linear elasticity and temperature for steady state heat transfer) must be defined such that they have value equal to the imposed essential boundary conditions on the appropriate boundaries. If the essential boundary conditions are specified at multiple boundaries and the assigned values are not the same for all boundaries then it is necessary to construct a continuous function that takes on appropriate values at respective boundaries while transitioning smoothly in between. While there is no unique method for constructing boundary value functions, it is beneficial to ensure that the trial function is a polynomial of the same order as the shape functions used for interpolating the grid variable. This can be accomplished by constructing the boundary value function by piecewise
interpolation/approximation using the element basis functions. The nodal values of \( u^a \) can be constructed similar to the grid variable \( u^g \) using the grid element basis functions.

\[
    u^a = \sum_i N_i u_i^a
\]

In the above equation, \( N_i \) are the shape functions of the grid element and \( u_i^a \) are the nodal values of \( u^a \). It is important that the function \( u^a \) should belong to the space spanned by the shape functions used to represent the grid variable. Otherwise, the grid variable has difficulty compensating for \( u^a \) in the solution structure leading to poor convergence. Indeed, the solution structure will not satisfy completeness requirement, that is the ability to accurately represent constant strains, if basis functions used to construct \( u^a \) does not span a sub-space of the basis functions that are used to represent the grid variable \( u^g \). If the basis functions \( N_i \) in Eq. (3-17) are identical to the basis functions used for approximating the grid variable then this requirement is automatically satisfied. If solutions that have \( C^1 \) or \( C^2 \) continuity is desired then quadratic or cubic B-spline basis should be used in Eq. (3-17). The nodes of the boundary elements should be assigned nodal values of \( u^a \) such that the resulting approximation will have the desired values at the boundary passing through the element. This is very easy to achieve when the assigned value is constant or even linearly varying along the boundary. When the specified boundary condition is a constant value of displacement along boundary, all the support nodes of the element have to be assigned value equal to the specified boundary condition. In the case of the 2D cubic B-spline element, the approximation within the element is controlled by 16 support nodes. Therefore, the value at all these nodes should be assigned to the same value to ensure that the resulting approximation has a constant value within the element. Similarly, if the specified boundary value has to vary linearly (as in hydrostatic pressure which varies linearly in the z-direction), the values
specified at all the support nodes should be on a plane corresponding to the linear distribution. This is illustrated in Figure 3-6, where a simple geometry is used to demonstrate the construction of the boundary value function. The left edge has a constant value of \( u_a = 10 \) while the right edge has a bilinear variation of \( u_a = 10(1-x) + 5(1-y) \). The boundary value function is constructed by identifying the elements for the left boundary and specifying the nodal value of 10 for all the support nodes, and then by identifying the boundary elements for right boundary and specifying the nodal values computed using \( 10(1-x) + 5(1-y) \) on the corresponding support nodes. The nodes which are not support nodes for the boundary elements are set to zero.

The plot for the boundary value function is shown in Figure 3-6 and it can be observed that the boundary value function is continuous over the entire domain and it smoothly transitions from the specified value of 10 from the left boundary to zero in the middle of the domain and then smoothly transitioning from zero to the specified bilinear distribution along the right edge. Even though a simple geometry is used to illustrate the concept of constructing boundary value function, the procedure is quite general. However, care has to be taken to ensure that the grid has sufficient density to be able to construct the appropriate boundary value function. For more general variation of boundary values, the nodal values can be computed by least-square minimization. The rest of the nodes in the grid that are not part of any boundary element can have any arbitrary value and therefore can be set equal to zero. The boundary value function \( u^a \) contributes to the load computation on the right hand side of Eq. (3-10) for all those elements in which the gradient of \( u^a \) has non-zero magnitude.

### 3.2 Solution Structure for Micromechanics

In the finite element method, a conforming mesh is created such that the element edges/faces form the material boundary. When structured grids as shown in Figure 3-7 are used
for analysis, the nodes may not lie on the material interface and hence there is challenge in imposing interface conditions for material discontinuity. In Implicit Boundary Method, this is achieved by construction of a solution structure which ensures that interface conditions are satisfied for displacements.

The implicit equations of the inclusion boundaries are used to construct a step function for inclusion such that it is unity inside the inclusion and smoothly blends to zero at the inclusion boundary. Such a function can be used to patch the solution from the inclusion grid and matrix grid to form a solution structure. Figure 3-8 shows the inclusion function in one-dimension and Figure 3-9 shows the inclusion function for an elliptic inclusion in a square matrix.

It can be seen that the inclusion function is unity inside the inclusion and transitions to zero at the boundary of the inclusion, the rate with which this function reaches zero is specified by the parameter $\delta$. The expression for inclusion function is similar to the Dirichlet function described earlier in this chapter and shown below

$$H^{inc}(\phi) = \begin{cases} 
0 & \phi \leq 0 \\
1 - \left(1 - \frac{\phi}{\delta}\right)^k & 0 \leq \phi \leq \delta \\
1 & \phi \geq \delta 
\end{cases}$$

(3-18)

This function inherits all the properties of Dirichlet function and is a shifted approximate step function that tends to the Heaviside step function in the limit as $\delta \to 0$ but has a value of zero on the boundary unlike in traditional approximations of step functions where it has value of 0.5. Moreover, for allowing normal strain discontinuity, $H^{inc}(\phi)$ is constructed to have non-zero gradient at $\phi = 0$. At $\phi = \delta$ this function has $C^{k-1}$ continuity. In this work, the step function approximation of $H^{inc}$ with $k = 2$ and $\delta \to 0$ is used as Inclusion function with values of $\delta \approx 10^{-2}$
or smaller. The Inclusion function is used to construct the solution structure for material discontinuity as shown in Eq. (3-19).

\[ \mathbf{u} = (1 - H^{inc}) \mathbf{u}^{g1} + H^{inc} \mathbf{u}^{g2} \]  \hspace{1cm} (3-19)

This solution structures combines the solution from both grids to represent the solution in the analysis domain. When the Inclusion function is unity, the solution is given by \( \mathbf{u} = \mathbf{u}^{g2} \), which is the solution from the inclusion part and when the Inclusion function is zero, the solution is given by \( \mathbf{u} = \mathbf{u}^{g1} \), which is the solution from the matrix. In the region where the inclusion function varies from unity to zero, the solution is a blend of the solutions from matrix grid and inclusion grid. This way of constructing solution structure ensures the displacement continuity of the solution through out the analysis domain. This solution structure allows the normal strain discontinuity; this can be seen from the gradients of the solution structure as shown below

\[
\frac{\partial \mathbf{u}_i}{\partial x_j} = \left( (1 - H^{inc}) \frac{\partial \mathbf{u}_i^{g1}}{\partial x_j} - \frac{\partial H^{inc} \mathbf{u}_i^{g1}}{\partial x_j} + H^{inc} \frac{\partial \mathbf{u}_i^{g2}}{\partial x_j} + \frac{\partial H^{inc} \mathbf{u}_i^{g2}}{\partial x_j} \right) 
\]  \hspace{1cm} (3-20)

In this expression, the first term: \((1 - H^{inc}) \frac{\partial \mathbf{u}_i^{g1}}{\partial x_j}\) and third term \(H^{inc} \frac{\partial \mathbf{u}_i^{g2}}{\partial x_j}\) are continuous at the interface boundary while the second term: \(\frac{\partial H^{inc} \mathbf{u}_i^{g1}}{\partial x_j}\) and fourth term \(\frac{\partial H^{inc} \mathbf{u}_i^{g2}}{\partial x_j}\) are discontinuous at the interface boundary and vanish in the matrix region and are non-zero in the inclusion region. Therefore these terms provide independent slopes at both sides of the interface resulting in discontinuous normal strains.

**Modified Weak Form.** The weak form of the elastostatic boundary value problem is the principle of virtual work which can be written in the following form as shown in Eq. (3-21). Here \(\{\delta \varepsilon\}\) is the virtual strain, \(\{\sigma\}\) is Cauchy stress tensor, \(\{t\}\) is the traction vector, \(\{\delta \mathbf{u}\}\) is
virtual displacement and \( \{b\} \) is the body force. For elastostatic problems, the essential boundary conditions are displacements \( \{u\} = \{u_0\} \) specified on \( \Gamma_u \) and the natural boundary conditions are traction \( \{t\} = \{t_0\} \) specified on \( \Gamma_t \).

\[
\int_\Omega \{\delta u\}^T \{\sigma\} d\Omega = \int_{\Gamma_t} \{\delta u\}^T \{t\} d\Gamma + \int_\Omega \{\delta u\}^T \{b\} d\Omega \tag{3-21}
\]

When the solution structure shown in Eq. (3-19) is used and the displacements are interpolated as \( u^{g1} = [\overline{N}_i^{g1}] \{u_i^{g1}\} \), with \( \overline{N}_i^{g1} = \left(1 - H^{inc}\right)N \) in grid corresponding to matrix and \( u^{g2} = [\overline{N}_i^{g2}] \{u_i^{g2}\} \) with \( \overline{N}_i^{g2} = H^{inc}N \) in inclusion grid, the expression for strains takes the following form

\[
\begin{bmatrix}
\varepsilon_1 \\
\varepsilon_2 \\
\gamma_{12}
\end{bmatrix} =
\begin{bmatrix}
\frac{\partial u_1}{\partial x_1} \\
\frac{\partial u_2}{\partial x_2} \\
\frac{\partial u_1}{\partial x_2} + \frac{\partial u_2}{\partial x_1}
\end{bmatrix} = [B_1 \quad B_2] \begin{bmatrix} u^{g1} \\ u^{g2} \end{bmatrix} \tag{3-22}
\]

In this expression, \([B_1 \quad B_2]\) is the modified strain displacement matrix and is a combination of strain displacement matrices from the two grids. The expression for stress is given as \( \sigma_i = C_{ij} \varepsilon_j \), where \( C_{ij} \) is the elasticity stiffness matrix, and in computation of stress, the inclusion (or matrix) elasticity stiffness matrix is used when the strains are evaluated in the inclusion (or matrix) region. The modified weak form takes the following discrete form when the above expressions for stress and strain are incorporated into the weak form (Eq. 3-23).

\[
\sum_{i=1}^{NE} \{\delta X^c\}^T \int_{\Omega_i} [B_1 \quad B_2]^T \{C\} [B_1 \quad B_2] \{X^c\} d\Omega = \sum_{i=1}^{NE} \{\delta X^c\}^T \left[\overline{N}_i^{g1} \quad \overline{N}_i^{g2}\right]^T \{b\} d\Omega + \sum_{i=1}^{NBE} \{\delta X^c\}^T \int_{\Gamma_i} \left[\overline{N}_i^{g1} \quad \overline{N}_i^{g2}\right]^T \{t\} d\Gamma \tag{3-23}
\]
In this expression \(\{X^e\} = \{u^{g1} \quad u^{g2}\}^T\) and the summation is over the number of elements \((NE)\) and the number of boundary elements \((NBE)\) in the grid used for analysis. As in the finite element method these element matrices can be assembled to form global equations, where the left hand side terms form a stiffness matrix and the right hand side a force vector. The boundary conditions arising in micromechanical analysis are periodic boundary conditions which can be imposed in this method similar to FEM as the RVE is always a rectangle/cuboid and the nodes are always guaranteed to be on the boundaries of the unit cell. The effective properties of the composite microstructure are computed by performing six different analyses on the RVE subjected to different unit strains in each case. The average values of stresses and strains in the RVE are computed for each case and are then used to determine the effective properties. A detailed discussion on the periodic boundary conditions and computation of effective properties is presented in chapter 5.

### 3.3 Solution Structure for Grid Refinement

In many practical problems local refinement is needed to capture the localized behavior of the solution (e.g.: stress concentrations). A uniform grid for the entire model is not suitable for this purpose. In order to be able to refine a grid at required locations, a solution structure based on approximate step function is presented in this chapter. The approximate step function blends the solutions from the coarse grid and refined grid such that the continuity of the solution across the refined grid and coarse grid interface is maintained. When higher order continuous approximations are used for approximating the field variable, a suitable step function needs to be used to maintain the continuity of the solution across the refine grid and course grid interface. In Figure 3-10, the coarse grid is represented by \(g1\) and the locally refined grid is represented by \(g2\),
it is to be noted that these grids g1 and g2 are conceptual grids and analysis is performed on the grid g.

### 3.3.1 Solution Structure

The approximate step function that is used to blend the solutions from the coarse and the refined grids is constructed by using the implicit equations of the coarse/refined grid interface. This step function for refinement is defined as:

\[
H^{\text{ref}}(\phi) = \begin{cases} 
0 & \phi \leq 0 \\
\frac{1}{2} \left( \frac{2\phi}{\delta} \right)^k & 0 \leq \phi \leq \frac{\delta}{2} \\
1 - \frac{1}{2} \left( \frac{2\phi}{\delta} \right)^k & \frac{\delta}{2} \leq \phi \leq \delta \\
1 & \phi \geq \delta 
\end{cases}
\]  

(3-24)

In the above equation, \( \phi \) is the implicit equation of the coarse/refined grid interface, \( \delta \) is the range parameter which defines the region in which the step function for refinement varies from zero to one, and \( k \) is an integer which defines the order of the step function used. The step function for refinement is such that it takes on a value of zero at \( \phi = 0 \), \( \frac{1}{2} \) at \( \phi = \frac{\delta}{2} \) and one at \( \phi = \delta \). It has a zero slope and \( C^{k-1} \) continuity at both \( \phi = 0 \) and \( \phi = \delta \). Hence, when B-spline basis is used to approximate the solution, an appropriate \( k \) needs to be chosen so as to maintain the continuity of the solution across the coarse/refined grid interface. The plot of \( H^{\text{ref}} \) and \( 1 - H^{\text{ref}} \) is shown in Figure 3-11, and it can be seen that the above mentioned properties are satisfied by the step function of refinement.

The above definition for \( H^{\text{ref}} \) is valid only when the coarse/refined grid interface is defined by a single implicit equation. However, in many practical cases the interface is defined by
multiple implicit equations as shown in Figure 3-12. In order to define \( H^{\text{ref}} \) for multiple implicit equations, a Boolean tree as shown in Figure 3-12b is used to represent the step function for refinement and the Boolean operations used to combine two step functions \( H^{\text{ref}}(\phi_1) \) and \( H^{\text{ref}}(\phi_2) \), denoted as \( H_{1\rightarrow 2}^{\text{ref}} \), \( H_{1 \rightarrow 2}^{\text{ref}} \) and \( H_{1 \rightarrow 2}^{\text{ref}} \), respectively are be defined as

\[
H_{1 \rightarrow 2}^{\text{ref}} = H^{\text{ref}}(\phi_1) H^{\text{ref}}(\phi_2) \tag{3-25a}
\]

\[
H_{1 \rightarrow 2}^{\text{ref}} = H^{\text{ref}}(\phi_1) H^{\text{ref}}(-\phi_2) \tag{3-25b}
\]

\[
H_{1 \rightarrow 2}^{\text{ref}} = H^{\text{ref}}(\phi_1) + H^{\text{ref}}(\phi_2) - H^{\text{ref}}(\phi_1) H^{\text{ref}}(\phi_2) \tag{3-25c}
\]

The step function for refinement for the model shown in Figure 3-12 is shown in Figure 3-13. This step function is constructed by using the Boolean operations as defined in Eq. (3-32). The solution structure for the displacements is represented in the following form:

\[
u = (1 - H^{\text{ref}}) \mathbf{u}^1 + H^{\text{ref}} \mathbf{u}^2 \tag{3-26}\]

In the above expression, \( H^{\text{ref}} \) is the step function for the coarse and refined grid interface and it vanishes outside the refined grid and transitions from zero to unity inside the refined grid. The transition from zero to unity takes place only across the boundary of the coarse/refined grid interface. In Figure 3-10, the refined step function \( H^{\text{ref}} \) varies from zero to unity across the edges represented by AB and BC as these edges are shared between the refined elements of grid \( g_2 \) and unrefined elements of grid \( g_1 \). The refined step function is unity and hence does not vary across the edges AF, FE, ED and DC as these edges are not shared between the refined and unrefined grids. The expressions for \( \mathbf{u}^1 \) and \( \mathbf{u}^2 \) have solution structure as proposed for imposition of essential boundary conditions and can be written as \( \mathbf{u}^1 = D \mathbf{v}^1 + \mathbf{u}^2 \) and \( \mathbf{u}^2 = D \mathbf{v}^2 + \mathbf{u}^2 \).
3.3.2 Modified Weak Form

The solution structure for grid refinement using the step function for refinement, $H^\text{ref}$ can be written as shown in the previous section and the virtual displacements are written as:

$$\delta \mathbf{u} = (1 - H^\text{ref}) (\mathbf{D} \delta \mathbf{u}^\text{g1}) + H^\text{ref} (\mathbf{D} \delta \mathbf{u}^\text{g2})$$  \hspace{1cm} (3-27)

The grid solutions in both grids are approximated by $\mathbf{u}^\text{g1} = \{N^1\} \{X^\text{g1}\}$ with

$$\mathbf{N}^1 = (1 - H^\text{ref}) \mathbf{N}$$ and $\mathbf{u}^\text{g2} = \{N^2\} \{X^\text{g2}\}$ with $\mathbf{N}^2 = H^\text{ref} \mathbf{N}$, where $\mathbf{N}$ represents the shape functions for grid variables. The boundary values are approximated $\mathbf{u}^\text{a1} = \{\mathbf{N}^\text{a1}\} \{X^\text{a1}\}$ with

$$\mathbf{N}^\text{a1} = (1 - H^\text{ref}) \mathbf{N}$$ and $\mathbf{u}^\text{a2} = \{\mathbf{N}^\text{a2}\} \{X^\text{a2}\}$ with $\mathbf{N}^\text{a2} = H^\text{ref} \mathbf{N}$ where $\mathbf{N}$ represents the basis functions used to approximate the boundary value function. Using the above approximations, the expressions for strain takes the following forms:

$$\begin{bmatrix} \varepsilon_1 \\ \varepsilon_2 \\ \gamma_{12} \end{bmatrix} = \begin{bmatrix} \frac{\partial u_1}{\partial x_1} \\ \frac{\partial u_2}{\partial x_2} \\ \frac{\partial u_1}{\partial x_2} + \frac{\partial u_2}{\partial x_1} \end{bmatrix} = [\mathbf{B}_1 \hspace{0.5cm} \mathbf{B}_2] \begin{bmatrix} X^\text{g1} \\ X^\text{g2} \end{bmatrix} + [\mathbf{B}_\text{a1} \hspace{0.5cm} \mathbf{B}_\text{a2}] \begin{bmatrix} X^\text{a1} \\ X^\text{a2} \end{bmatrix}$$  \hspace{1cm} (3-28)

In the above expression, $\mathbf{B}_1$ and $\mathbf{B}_2$ are modified strain displacement matrices which contain the terms involving the gradients of $H^\text{ref}$, Dirichlet functions and the gradients of the shape functions used to approximate the grid solution and $\mathbf{B}_\text{a1}, \mathbf{B}_\text{a2}$ are strain displacement matrices which contain the gradients of the shape functions used to construct boundary value functions. The expression for stress is given as $\sigma_i = C_{ij} \varepsilon_j$, where $C_{ij}$ is the elasticity stiffness matrix, and in computation of stress. The modified weak form takes the following discrete form when the above expressions for stress and strain are incorporated into the weak form (Eq. 3-29).
\[
\sum_{e=1}^{\text{NE}} \{\delta X^e\}^T \int_{\Omega_e} \left[ B_1 \quad B_2 \right]^T \left[ C \quad B_1 \quad B_2 \right] \{X^e\} d\Omega = \sum_{e=1}^{\text{NE}} \{\delta X^e\}^T \{F^e\} + \sum_{e=1}^{\text{NBE}} \{\delta X^e\}^T \int_{\Gamma_e} \left[ \mathbf{N}_1 \quad \mathbf{N}_2 \right] \{t\} d\Gamma
\]

(3-29a)

\[
\{F^e\} = \int_{\Omega_e} \left[ \mathbf{N}_1 \quad \mathbf{N}_2 \right]^T \{b\} d\Omega - \int_{\Omega_e} \left[ \mathbf{B}_{a1} \quad \mathbf{B}_{a2} \right]^T \{\sigma^a\} d\Omega
\]

(3-29b)

In this expression \(\{X^e\} = \{u^1 \quad u^2\}^T\) and the summation is over the number of elements (NE) and the number of boundary elements (NBE) in the grid used for analysis. As in the finite element method these element matrices can be assembled to form global equations, where the left hand side terms form a stiffness matrix and the right hand side a force vector. The Dirichlet function and the boundary value function are constructed as explained in sections 3.1.3 and 3.1.4.

In this chapter, modified weak forms for the solution structures corresponding to enforcing essential boundary conditions, treatment of material discontinuity and local refinement of grid are presented in detail. These modified weak forms are used in finite element implementation for solving several engineering boundary value problems. In the next chapter, a detail discussion on the construction of B-spline based finite elements is presented.
Figure 3-1. Solution structure for imposing essential boundary conditions

\[ u = Du^g + u^a \]

Figure 3-2. Elastic solid under equilibrium

\[ \hat{n} \quad \sigma \cdot \hat{n} = T \]

\[ \Gamma_t \]

\[ \Gamma_u \]

\[ u = \bar{u} \]
Figure 3-3. Steady state heat transfer problem

Figure 3-4. Boolean operations on Dirichlet functions
Figure 3-5. A CSG tree representing Dirichlet function for multiple boundaries

\[ D(\phi) = D_{\{\cup, 2, 3\}} = (D(\phi_1) + D(\phi_2) - D(\phi_1)D(\phi_2))(D(\phi_1)) \]
Figure 3-6. Boundary value function using cubic B-spline basis

(a) Non-zero boundary value specified at the edges

(b) Boundary value function constructed using cubic B-spline basis
Figure 3-7. Representation of grids for material discontinuity

Figure 3-8. One dimensional inclusion function for treatment of material discontinuity
Figure 3-9. Two dimensional inclusion function for an elliptic inclusion in a square matrix

Figure 3-10. Representation of solution structure for local grid refinement
Figure 3-11. Approximate step function for refinement

Figure 3-12. Coarse and refined grid interface with multiple implicit equations
Figure 3-13. Step function for refinement for a 2D model
CHAPTER 4
B-SPLINE FINITE ELEMENT FORMULATION

B-splines provide a methodology to approximate a given set of points with smooth polynomial functions. The basis functions are represented by piecewise polynomials and the approximation provides a high degree of continuity depending on the basis used. For example, $C^1$ continuity is obtained when quadratic basis is used and $C^2$ continuity is obtained when cubic basis is used and so on. It is to be noted that the Lagrange interpolations which are used in traditional FEM are $C^0$ continuous irrespective of the basis used. B-spline basis functions are classified into uniform, non-uniform and NURBS. Uniform B-spline basis functions have equally spaced nodes in the parameter space and the basis functions are periodic. Adjacent nodes in non-uniform B-splines are not equidistant in the parameter space. NURBS are generalization of non-uniform B-splines, where the basis functions are rational functions and are capable of representing several analytical curves exactly. In this work, uniform B-splines are used for approximating the solution space. The discussion on B-splines in the remaining of this chapter is limited to uniform B-splines.

The B-spline basis functions have compact support and lead to banded stiffness matrices. B-spline approximation provides high order of continuity and is capable of providing accurate solutions with continuous gradients through out the domain. This is a major advantage over standard finite element shape functions. The B-spline basis functions form a partition of unity and are able to accurately represent the state of constant field in the domain of interest. This property is very important for convergence of the approximate solutions provided by B-splines. The basis functions used are polynomials and accurate integration can be performed by using Gauss quadrature. The B-spline approximation has good reproducing properties and when a
cubic B-splines are used for approximating the solution, all the polynomial solutions up to third order can be represented exactly.

B-spline shape (basis) functions are traditionally constructed using recursive definition (Farin, 2002). The parameter space is partitioned into elements using a knot vector (equivalent to a collection of nodes). Very general methods are available to insert knots and elevate the order (or degree) of the polynomial basis functions. This framework therefore can be used to implement h-p- and k-refinement and has been studied in the context of isogeometric analysis by Hughes et al (Hughes, 2005).

Instead of using recursive definitions as in geometric modeling applications, polynomial definitions for B-spline basis functions are used here. Furthermore, it is convenient to define an independent parameter space for each element in the grid instead of a continuous parameter space (or knot vector) for all elements. Therefore it is assumed here that for each element in the grid, parameter values vary within \([-1,1]\) as is done for traditional isoparametric finite elements. This is illustrated for the one-dimensional case in Figure 4-1 where a cubic B-spline approximation is shown. In Figure 4-1, element is defined between vertex nodes 2 and 3, but the approximation defined over (referred to as its span) is controlled by four nodes (1-4) which can be refer to as its support nodes.

### 4.1 One Dimensional B-Spline Elements

The polynomial expressions for the basis functions can be derived using the continuity requirements between adjacent elements. A \(k\)th order B-spline has \(k+1\) support nodes with some of the support nodes lying outside the element. The span corresponding to the element is defined by the basis functions of all the support nodes. The basis functions are polynomials of the form

\[
N_i = \sum_{j=0}^{k} a_{ij} r^j
\]

whose coefficients \(a_{ij}\) are determined using continuity requirements. Since the
parameter range for the element is \( r \in [-1, 1] \), the parameter value for first support node is 
\[
  r = -\frac{k+1}{2}
\]
and for the \((k+1)\)th support node is \( r = \frac{k+1}{2} \) for the parameterization to be uniform.

The approximated function shown in Fig 4-1, is a linear combination of the basis functions within each element so that the span of the element \( e \) is represented as

\[
f_e(r) = \sum_{i=0}^{k} N_i u_i = \sum_{i=0}^{k} \left( \sum_{j=0}^{k} a_{ij} r^j \right) u_i
\]

(4-1)

In the above equation, \( u_i \) are the support nodal values and it is assumed for convenience that the first support node for element \( e \) has index 0. B-spline approximation of order \( k \) has \( C^{k-1} \) continuity at the junction between adjacent elements. This continuity requirement can be stated as

\[
  \frac{\partial^m f_e(1)}{\partial r^m} = \frac{\partial^m f_{e+1}(-1)}{\partial r^m}, \quad m = 0, 1, ..., k-1
\]

(4-2)

where, \( e \) and \( e+1 \) are adjacent elements whose derivatives are evaluated at the end point \((r=-1)\) and start point \((r=1)\) respectively. \( m = 0 \) represents the continuity equation \( f_e(1) = f_{e+1}(-1) \). Using Eq. (4-2), the continuity equations can be expressed as

\[
  \left( \sum_{j=0}^{k} \frac{j!}{(j-m)!} a_{0j} \right) u_0 + \sum_{i=1}^{k} \left( \sum_{j=0}^{k} \frac{j!}{(j-m)!} a_{ij} - \sum_{j=0}^{k} \frac{j!}{(j-m)!} a_{ij} (-1)^{j-m} \right) u_i \\
  - \left( \sum_{j=0}^{k} \frac{j!}{(j-m)!} a_{k+1j} (-1)^{j-m} \right) u_{k+1} = 0
\]

(4-3)

Since this equation is valid for arbitrary values of \( u_i, i = 0..k+1 \), the coefficients corresponding to each \( u_i, i = 0..k+1 \) should vanish. This results in a set of \( k+2 \) linearly independent equations. Since \( k+2 \) equations are obtained for each value of \( m = 0, 1, ..., k-1 \), a total of \( k(k+2) \) linearly independent equations are obtained. An additional equation stating that
the basis functions form a partition of unity \( \sum_{i=0}^{k} N_i = 1 \) is used to obtain \( (k+1)^2 \) equations needed to solve for all coefficients of the \( k+1 \) basis functions. Using this approach, the basis functions for quadratic and cubic B-splines can be derived as shown in Eq. (4-4) and the basis functions are plotted in Figure 4-2.

**Quadratic B-spline element.** The shape functions for quadratic B-spline element are constructed using the procedure explained above. Quadratic B-spline element in one-dimension has three nodes and hence three shape functions. The plots of the shape functions are shown in Figure 4-2 and the corresponding equations are shown below:

\[
N_1 = \frac{1}{8} (1 - 2r + r^2); N_2 = \frac{1}{8} (6 - 2r^2); N_3 = \frac{1}{8} (1 + 2r + r^2)
\]  

(4-4)

**Cubic B-spline element.** The plots of basis functions for cubic B-spline are shown in Figure 4-3 where it can be seen that, unlike traditional finite element shape functions, the B-spline basis functions are not unity at the corresponding node and do not vanish at other nodes. Therefore, these basis functions do not satisfy the Kronecker-delta property and the approximation constructed using these basis functions does not interpolate nodal values.

\[
N_1 = \frac{1}{48} (1 - 3r + 3r^2 - r^3); N_2 = \frac{1}{48} (23 - 15r - 3r^2 + 3r^3); N_3 = \frac{1}{48} (23 + 15r - 3r^2 - 3r^3); N_4 = \frac{1}{48} (1 + 3r + 3r^2 + r^3)
\]  

(4-5)

4.2 Two and Three Dimensional B-Spline Elements

The basis functions for the higher dimensional B-spline elements are constructed by taking product of the basis functions for one-dimensional B-splines. A typical grid used for analysis is illustrated in Figure 4-4. This grid corresponds to cubic B-spline elements where the span corresponding to each element is controlled by 16 support nodes. The grid elements used here are regular quadrilaterals (rectangle/square) or regular hexahedra (cube/cuboid), hence the
mapping for geometry of elements from parameter space to the physical space is linear. Note that even if an iso-parametric formulation is used the mapping will degenerate to a linear map because the element geometry in physical space is regular and can be obtained by scaling the element geometry in parametric space. In the following sub-sections, detailed discussion on higher dimensional quadratic and cubic B-spline elements is presented.

**Quadratic B-Spline elements.** The basis functions for the bi-quadratic B-spline element shown in Figure 4-5 can be constructed using the product of the one-dimensional quadratic basis functions (expressed in terms of parametric coordinates \((\xi, \eta)\)).

\[
N_{2D}^{(i\xi,j\eta)}(\xi, \eta) = N_i(\xi)N_j(\eta); \quad i = 1..3; j = 1..3
\] (4-6)

The span is defined by 9 support nodes, as shown in Figure 4-5(a), but none of these are at the vertices of the element defined in the parameter space as the square \([-1,1] \times [-1,1]\). It is advantageous to have nodes at the vertices of the element. In order to accomplish this, the quadratic B-spline finite element was defined as shown in Figure 4-5(b) as an assembly of four quadrants (Q1-Q4). This representation facilitates implementation because each element will have nodes at its four vertices. The mapping of the geometry of element from the parameter space to the physical space is linear, as explained earlier, and can be represented as

\[
x_i = \frac{1-r_i}{2} x'_i + \frac{1+r_i}{2} x''_i
\] (4-7)

Equation (4-7) is written using index notation, where \(x'_i\) and \(x''_i\) are the lower and upper bounds respectively for the nodal coordinates of the element. For each quadrant, only 9-nodes (and hence 9 basis functions) are active. For example, the active nodes of the first quadrant Q1 are 6, 7, 8, 10, 11, 12, 14, 15 and 16 based on the node numbering shown in Figure 4-5(b). The basis functions obtained by product of one-dimensional basis functions will have a local
coordinate system \((\xi, \eta)\) with origin at node 11 for Q1. In order to use a parametric coordinate \((r, s)\) with origin at the center of the element, the \((\xi, \eta)\) coordinate system needs to be translated for each quadrant as

\[
Q1: \quad \xi = r - 1; \eta = s - 1 \\
Q2: \quad \xi = r + 1; \eta = s - 1 \\
Q3: \quad \xi = r - 1; \eta = s + 1 \\
Q4: \quad \xi = r + 1; \eta = s + 1
\]  

(4-8)

The basis functions at any given point \((r, s)\) are computed by first determining which quadrant the point lies in and then by determining the corresponding support nodes and basis functions. As an example, the basis functions for a point in Q1 are

\[
N_6^{2D}(r, s) = N_1(r - 1)N_1(s - 1); N_7^{2D}(r, s) = N_2(r - 1)N_1(s - 1) \\
N_8^{2D}(r, s) = N_3(r - 1)N_1(s - 1); N_9^{2D}(r, s) = N_1(r - 1)N_2(s - 1) \\
N_{11}^{2D}(r, s) = N_2(r - 1)N_2(s - 1); N_{12}^{2D}(r, s) = N_3(r - 1)N_2(s - 1) \\
N_{14}^{2D}(r, s) = N_4(r - 1)N_1(s - 1); N_{15}^{2D}(r, s) = N_1(r - 1)N_3(s - 1) \\
N_{16}^{2D}(r, s) = N_3(r - 1)N_3(s - 1); N_{17}^{2D}(r, s) = N_2(r - 1)N_3(s - 1) \\
N_5^{2D}(r, s) = N_2^D(r, s) = N_3^D(r, s) = N_4^D(r, s) = N_5^D(r, s) = N_6^D(r, s) = N_7^D(r, s) = N_8^D(r, s) = 0
\]  

(4-9)

\(N_i^{2D}(r, s)\) refers to bi-quadratic basis function corresponding to \(i^{th}\) node of the element and \(N_j^j(r)\) represents the one-dimensional quadratic basis function as defined in Eq. (4-4).

Three dimensional quadratic B-spline element can be constructed in a similar manner and has eight octants which are assembled to construct the 64-node element. The basis functions are constructed using the product of 1D basis functions and in any given octant, only 27 basis functions are active. The mapping for the geometry is done as shown in Eq. (4-7).

**Cubic B-Spline elements.** The two dimensional cubic B-spline elements are constructed by product of one-dimensional cubic B-splines. In this case, there are 16 support nodes as shown in Figure 4-6 and there is a node at each vertex of the element \([-1,1] \times [-1,1]\) in parametric space).
\[ N^{2D}_{4(i-1)4} (r, s) = N_i(r)N_j(s); \quad i = 1..4; \quad j = 1..4 \]  
(4-10)

\[ N^{3D}_{16(k-1)4(j-1)4} (r, s, t) = N_i(r)N_j(s)N_k(t); \quad i = 1..4; \quad j = 1..4; \quad k = 1..4 \]  
(4-11)

The geometry mapping between parametric and physical space can be defined using Eq. (4-7). The lower bounding node for this element is node 6 and the upper bounding point corresponds to the node 11. Again, some of the support nodes lie outside the domain of the element and are shared with neighboring elements. The 2-D bi-cubic B-spline element has 16 basis functions (Eq. 4-10) while the 3D cubic B-spline has 64 basis functions (Eq. 4-11). In these equations, \( N_j(r) \) represents the cubic basis functions as defined in Eq. (4-5).
Figure 4-1. Approximation using 1D cubic B-splines

Figure 4-2. Shape functions for 1D quadratic B-spline element

Figure 4-3. Shape functions for 1D cubic B-spline element
Figure 4-4. Typical grid used for analysis and the mapping used for geometry and field variable
Figure 4-5. Two dimensional quadratic B-spline elements in parametric space

Figure 4-6. Two dimensional cubic B-spline elements in parametric space
CHAPTER 5
NUMERICAL IMPLEMENTATIONS

The weak form was modified for various solution structures and was discussed in a previous chapter. In this chapter, a detailed discussion on the efficient and accurate computation of the terms involved in the modified weak form is presented. In the first part of this chapter, a discussion on the computation of stiffness matrix and load vector corresponding to the solution structure for imposing essential boundary conditions is presented. In the next part of this chapter, a discussion on the construction of stiffness matrices involved in the solution structure for micromechanical analysis is presented. Finally, a discussion on the computation of various terms involved in the solution structure for adaptive refinement is presented.

5.1 Numerical Implementations for Linear Elastic Problems

The modified weak form in discrete form for linear elasticity was presented in a previous chapter and was shown to be:

\[
\sum_{e=1}^{NE} \{\delta X^e\}^T \int_{\Omega_e} [B]^T [C][B]\{X^e\} \, d\Omega = \sum_{e=1}^{NE} \{\delta X^e\}^T \{F^e\} + \sum_{e=1}^{NBE} \{\delta X^e\}^T \int_{\Gamma_e} \{N\}^T \{t\} \, d\Gamma
\]

(5-1a)

\[
\{F^c\} = \int_{\Omega_i} \{N\}^T \{b\} \, d\Omega - \int_{\Omega_i} \{B\}^T \{\sigma^e\} \, d\Omega
\]

(5-1b)

The stiffness matrix is given by the expression \( \int_{\Omega_i} [B]^T [C][B] \, d\Omega \) which needs to be computed for all the elements present in the structured grid. A typical structured grid used for analysis is shown in Figure 5-1. The grid elements can be classified into three types and the computation of stiffness matrix depends on the type of element that is being integrated upon. In the following, a discussion on the computation of stiffness matrix in each type of element is presented.
5.1.1 Computation of Stiffness Matrix for Internal Elements

The internal elements lie completely inside the analysis domain and the strain displacement relation $[B]$ for two dimensional problems can be written as follows:

$$
[B]_{2\times2} = \begin{bmatrix}
\frac{\partial N_i}{\partial x_1} & 0 & \ldots & 0 \\
0 & \frac{\partial N_i}{\partial x_2} & \ldots & 0 \\
\frac{\partial N_i}{\partial x_2} & \frac{\partial N_i}{\partial x_1} & \ldots & 0 \\
\ldots & \ldots & \ldots & \ldots
\end{bmatrix}
$$

(5-2)

In the above equation, $N_i$ are the shape functions used to approximate the displacement solution and $m$ is the number of nodes for the element. The stiffness matrix is computed using Gauss Quadrature as shown below:

$$
[K]_{2m\times2m} = \sum_{j=1}^{n_x} \sum_{i=1}^{n_y} w_i w_j \begin{bmatrix} B(\xi_i, \xi_j) \end{bmatrix}^T [C] \begin{bmatrix} B(\xi_i, \xi_j) \end{bmatrix}
$$

(5-3)

In the above equation, $n_x, n_y$ are the number of Gauss points in x and y directions respectively, $w_i$ is the Gaussian weight associated to the Gauss point $\xi_i$ at which the integrand is evaluated. It is to be noted that the stiffness matrix for all the internal elements is identical and stiffness matrix is computed only once and is used for all the internal elements. This leads to a significant savings in computation cost associated with computation of stiffness matrices when compared to FEM, where stiffness matrix is computed for all the elements.

5.1.2 Computation of Stiffness Matrix for Boundary Elements

The boundary elements lie partly in the analysis domain; this leads to partial elements and hence needs special techniques for computation of stiffness matrix. The strain-displacement matrix for these elements is identical to the strain-displacement matrix for internal elements as
shown in Eq. (5-2). To compute the stiffness matrix, the partial solid region is divided into triangles as shown in Figure 5-2.

The stiffness matrix is computed by adding the contribution from all the triangles generated by triangulation as shown below:

\[
[K]_{2m \times 2m} = \sum_{i=1}^{n_t} [K]_i
\]

(5-4)

In this equation, \( n_t \) is the number of total number of triangles and \([K]_i\) is the stiffness matrix computed using Gauss Quadrature for \( i^{th} \) triangle. Several algorithms are available for automatic triangulation of a given set of points on a plane. In this work, Delaunay triangulation algorithm is used for triangulation. It is to be noted that curved edges are approximated by straight lines which can leads to error in the computation of stiffness matrix. However, this error is limited to boundary elements and the errors incurred due to this approximation are similar to the errors involved in FEM where the boundaries are approximated with conforming meshes. Furthermore, when the grid is made finer, the errors will approach zero. In three dimensions, the stiffness matrix is computed by tetrahedralizing the solid region and the errors involved in this approach are same as the ones involved in triangulation in two dimensions.

5.1.3 Computation of Stiffness Matrix for Elements with Essential Boundaries

For the boundary elements containing essential boundaries, the Dirichlet functions are active and hence the corresponding strain-displacement matrix has gradients of Dirichlet function. Since Dirichlet functions are defined on a narrow band with \( \delta \to 0 \), their gradients can have large values in the small band. In order to accurately compute the contribution due to Dirichlet function and its gradient, special techniques are required. In this section, one such technique is presented and discussed in detail. The strain-displacement matrix can be written as:
The above equation shows that the strain-displacement matrix has gradients of both shape functions and Dirichlet functions. It is convenient to decompose the $[B]$ matrix into two parts $[B] = [B_1] + [B_2]$ such that $[B_1]$ contains terms involving the gradient of the shape functions and $[B_2]$ contains terms with the gradients of the D function as shown below:

\[
[B_1]_{3\times2m} = \begin{bmatrix}
D_1 \frac{\partial N_1}{\partial x_1} + N_1 \frac{\partial D_1}{\partial x_1} & 0 \\
0 & D_2 \frac{\partial N_1}{\partial x_2} + N_1 \frac{\partial D_1}{\partial x_2} \\
D_1 \frac{\partial N_2}{\partial x_1} + N_1 \frac{\partial D_2}{\partial x_1} & D_2 \frac{\partial N_2}{\partial x_2} + N_1 \frac{\partial D_2}{\partial x_2}
\end{bmatrix}
\]

(5-5)

\[
[B_2]_{3\times2m} = \begin{bmatrix}
N_1 \frac{\partial D_1}{\partial x_1} & 0 \\
0 & N_1 \frac{\partial D_2}{\partial x_2} \\
N_1 \frac{\partial D_2}{\partial x_2} & N_1 \frac{\partial D_1}{\partial x_1}
\end{bmatrix}
\]

(5-6)

Using the above procedure, the strain-displacement matrix can be rewritten as

\[
[B] = [\bar{B}_1][B_1] + [\bar{B}_2][B_2]
\]

Similar matrices can be defined for three dimensional elements also. Using the decomposition of strain displacement matrix, the stiffness matrix is decomposed into the following components:
\[ [K_1] = \left[ \int_{V_1} [B_1]^T [C] [B_1] \, dV \right] + \left[ \int_{V_2} [B_2]^T [C] [B_2] \, dV \right] + \left[ \int_{V_3} [B_3]^T [C] [B_3] \, dV \right] + \left[ \int_{V_4} [B_4]^T [C] [B_4] \, dV \right] \]
\[ = [K_1] + \left( [K_2] + [K_2]^T \right) + [K_3] \quad (5-8) \]

The first component \([K_1]\) is computed as described earlier by decomposing the boundary elements into triangles or tetrahedra to perform the area or volume integrals respectively. The second and third components contain gradients of Dirichlet functions which are large near the boundary when \(\delta\) is made very small and they vanish away from the boundary, hence the terms in the integrals will be non-zero in a thin band along the boundary. This allows us to convert the volume integral into a surface integral. The contribution from the gradients of finite element shape functions can be assumed to be constant across the band but varies along the boundary and the contribution from the gradients of Dirichlet function are constant along the boundary but vary normal to the boundary. The band is represented in terms of two parameters \(t, n\) as shown in the Figure5-3 and the terms in stiffness matrix take the following form.

The stiffness matrix as decomposed in Eq. (5-8) has four components; the second component \([K_2]\) can be further decomposed as shown in the following equation.

\[ [K_2] = \int_{\Gamma_1} [B_1]^T [C] [B_1] \, d\Gamma + \int_{\Gamma_2} \left[ \int_{\Phi} [\bar{B}_1]^T \left[ \int_{\Phi} [\bar{D}_1]^T [\bar{D}_2] \frac{1}{|\nabla \phi|} \, d\phi \right] [\bar{D}_2] \right] \, d\Gamma \]
\[ = \int_{\Gamma_1} [\bar{B}_1]^T \left[ \int_{\Phi} [\bar{C}_2] \, d\phi \right] [\bar{B}_2] \, d\Gamma \quad (5-9) \]

In this expression, the terms involving only Dirichlet functions and their gradients are separated from the terms containing the basis functions and their gradients. This decomposition allows us to compute the stiffness matrix efficiently and accurately. The volume integral has been decomposed into a line integral along the normal to the boundary and a surface integral along the boundary. The normal for the boundary represented by implicit equation \(\phi = 0\) is given
by $\nabla \phi$ at the boundary. The component involving only Dirichlet function and its gradients is termed as $[\overline{C}^2]$ in Eq. (5-9) and this needs to be integrated only across the band (along the normal to boundary), which can be done analytically as shown in Eq. (5-10). In computation of the integral across the band, it is assumed that the gradients of the implicit function with respect to the parametric coordinates of the element are constant; this is a valid assumption as the integration is performed in a very thin band $\delta \approx 10^{-5}$ and hence the gradients remain approximately constant.

$$\int_{\Phi} [\overline{C}^2] d\Phi = \int_{\Phi} \left[ \begin{array}{c} D_1 C_{11} \frac{\partial D_1}{\partial x_1} \\ D_1 C_{12} \frac{\partial D_2}{\partial x_1} \\ D_1 C_{13} \frac{\partial D_3}{\partial x_1} \\ D_2 C_{21} \frac{\partial D_1}{\partial x_2} \\ D_2 C_{22} \frac{\partial D_2}{\partial x_2} \\ D_2 C_{23} \frac{\partial D_3}{\partial x_2} \\ D_3 C_{31} \frac{\partial D_1}{\partial x_3} \\ D_3 C_{32} \frac{\partial D_2}{\partial x_3} \\ D_3 C_{33} \frac{\partial D_3}{\partial x_3} \end{array} \right] \frac{1}{|\nabla \Phi|} d\Phi = \frac{1}{|\nabla \Phi|} \left[ \begin{array}{c} C_{11} \frac{\partial \Phi}{\partial s_1} \\ C_{12} \frac{\partial \Phi}{\partial s_1} \\ C_{13} \frac{\partial \Phi}{\partial s_1} \\ C_{21} \frac{\partial \Phi}{\partial s_2} \\ C_{22} \frac{\partial \Phi}{\partial s_2} \\ C_{23} \frac{\partial \Phi}{\partial s_2} \\ C_{31} \frac{\partial \Phi}{\partial s_3} \\ C_{32} \frac{\partial \Phi}{\partial s_3} \\ C_{33} \frac{\partial \Phi}{\partial s_3} \end{array} \right]$$

(5-10)

In the above equation, the terms $J_{ii}$ denote the components of the Jacobian matrix of the transformation described in Eq. (4.7) which transforms the element from parametric space $(s_1, s_2, s_3)$ to the physical space $(x_1, x_2, x_3)$. It is to be noted that the Jacobian matrix is diagonal, as the grid elements are regular quadrilaterals or hexahedra. Proceeding in the similar manner as explained above, the third component of the decomposed stiffness matrix in Eq. (5-8) can be written as shown in the following equation

$$[K_3] = \int_{\Gamma_c} [B_2]^T [C] [B_2] dV = \int_{\Gamma} [\overline{B}_2]^T \left( \int_{\Phi} [\overline{D}_2]^T [C] [D_2] \frac{1}{|\nabla \Phi|} d\Phi \right) [\overline{B}_2] d\Gamma$$

$$= \int_{\Gamma} [\overline{B}_2]^T \left( \int_{\Phi} [\overline{C}] d\Phi \right) [\overline{B}_2] d\Gamma$$

(5-11)
The components involving only the gradients of Dirichlet function is termed as $[C_3]$ and its integral across the band is given as

$$\int [C_3] d\Phi = \frac{1}{|\nabla \Phi|} \begin{bmatrix} C_{11} \left( \frac{\partial \Phi}{\partial n_1} \right)^2 \frac{4}{3\delta} + C_{33} \left( \frac{\partial \Phi}{\partial n_2} \right)^2 \frac{4}{3\delta} & \frac{1}{J_{11}J_{22}} \left( \frac{\partial \Phi}{\partial n_1} \frac{\partial \Phi}{\partial n_2} \right) \frac{4}{3\delta}(C_{12} + C_{33}) \\ \frac{1}{J_{11}J_{22}} \left( \frac{\partial \Phi}{\partial n_1} \frac{\partial \Phi}{\partial n_2} \right) \frac{4}{3\delta}(C_{12} + C_{33}) & C_{22} \left( \frac{\partial \Phi}{\partial n_1} \right)^2 \frac{4}{3\delta} + C_{33} \left( \frac{\partial \Phi}{\partial n_2} \right)^2 \frac{4}{3\delta} \end{bmatrix}$$

(5-12)

The computation of the integrals along the boundary $\Gamma$ is performed numerically by Gauss quadrature. This approach leads to accurate and efficient computation of stiffness matrix for boundary elements with essential boundaries.

### 5.1.4 Computation of Load Vector

The right hand side of the modified weak form as shown in Eq(5-1) has two terms, the first term is a volume integration for the body loads and applied non-homogenous essential boundary conditions which is done similar to the computation of stiffness matrix as explained in the previous sections. The second term is a surface integration over the natural boundaries.

The boundary is approximated as a set of line segments in 2D as shown in Figure 5-4 and surface triangles in 3D and integration is performed using Gauss Quadrature as shown below:

$$\{f\}_{2\text{vol}} = \int_{\Gamma} \{N\}^T \{t\} d\Gamma = \sum_{i=1}^{n_\Gamma} w_i \{N(\xi_i)\}^T \{t(\xi_i)\}$$

(5-13)

$$\{f\}_{2\text{vol}} = \sum_{i=1}^{n_\Gamma} \{f_i\}$$

As the grid is made finer, the approximation of the boundary approaches the exact representation and the errors associated with approximation of boundaries with lines (planes) approach zero. In traditional FEM, the natural boundary is approximated by the surface formed by the nodes on the boundary and associated shape functions. This results in a load vector which has non-zero values corresponding to the nodes which are present on the surface. However, in
the implicit boundary method, nodes are not guaranteed to be present on the surface, therefore the load vector for a boundary element with natural boundary will have non-zero values for all the nodes corresponding to this element. The computed load vector is a work-equivalent load similar to the consistent load vector used in traditional FEM.

When the solid region inside the element is very small, its contribution towards the stiffness matrix will be negligible and may lead to singular stiffness matrices. To overcome this problem, the elements with low volume fraction, i.e. $\eta < 5\%$, $\eta = \frac{\text{vol}(\text{Solid})}{\text{vol}(\text{Element})}$ are identified and the nodal displacements in these elements are constrained to be an extrapolation of the displacements from the neighboring internal elements. The details of this extrapolation approach are presented in section 5.5.

5.2 Numerical Implementations for Steady State Heat Transfer

The modified weak form for the solution structure for steady state heat transfer was discussed in a previous chapter and was shown to be:

$$
\sum_{\Omega} \int [B]^T k [B] \{T^e\} \, d\Omega + \sum_{I_v} \int [N]^T h [N] \{T^e\} \, d\Gamma = \\
- \sum_{\Omega} \int [B]^T k [B] \{T^a\} \, d\Omega - \sum_{I_v} \int [N]^T f \, d\Omega - \sum_{I_v} \int [N]^T q_0 \, d\Gamma - \sum_{I_v} \int [N]^T h (T^a - T^e) \, d\Gamma
$$

(5-14)

In this equation, the left hand side corresponds to stiffness matrix and the right hand side corresponds to load vector. The left hand side has two terms the first term is stiffness matrix and the second term is a contribution to the stiffness matrix due to convection boundary condition. The right hand side has four terms, the first term is load due to applied temperature on essential boundary condition, the second term is load due to heat generation in the body, the third term is due to applied heat flux on natural boundary and the last term is load due to convection on convection boundary.
Computation of Stiffness Matrix. The stiffness matrix comprises of a volume integral and a surface integral. The volume integral is performed as explained in section 5.1.1 and 5.1.2 after subdividing the boundary elements into triangles or tetrahedra. The surface integral for load computation is evaluated as explained in section 5.1.4. For the boundary elements with essential boundaries, the \([B]\) matrix can be decomposed as shown below:

\[
[B]_{2\times m} = \begin{bmatrix}
D \frac{\partial N_1}{\partial x_1} + N_1 \frac{\partial D}{\partial x_1} & 0 & \ldots \\
0 & D \frac{\partial N_1}{\partial x_2} & \ldots \\
\end{bmatrix}
\]

\[(5-15)\]

In the above equation, \([B]\) matrix contains the terms involving gradients of shape functions and also the gradients of D function. It is advantageous to decompose this matrix further to \([B] = [B_1] + [B_2]\) such that contains terms involving the gradient of the shape functions and \([B_2]\) contains terms with the gradients of the D function as shown below:

\[
[B]_{2\times m} = D \begin{bmatrix}
\frac{\partial N_1}{\partial x_1} & 0 & \ldots \\
0 & \frac{\partial N_1}{\partial x_2} & \ldots \\
\end{bmatrix} = \begin{bmatrix}
\frac{\partial D}{\partial x_1} & 0 & \ldots \\
0 & \frac{\partial D}{\partial x_2} & \ldots \\
\end{bmatrix} = D[B_1]_{2\times m}
\]

\[(5-16)\]

\[
[B_2]_{2\times m} = \begin{bmatrix}
N_1 \frac{\partial D_1}{\partial x_1} & 0 & \ldots \\
0 & N_1 \frac{\partial D_2}{\partial x_2} & \ldots \\
N_1 \frac{\partial D_3}{\partial x_2} & N_1 \frac{\partial D_3}{\partial x_1} & \ldots \\
\end{bmatrix} = \begin{bmatrix}
\frac{\partial D}{\partial x_1} & 0 & \ldots \\
0 & \frac{\partial D}{\partial x_2} & \ldots \\
\end{bmatrix} = [D_2]_{2\times 2} \begin{bmatrix}
N_1 & 0 & \ldots \\
0 & N_1 & \ldots \\
\end{bmatrix} = [\tilde{B}_2]_{2\times m}
\]

\[(5-17)\]

Using the above procedure, the gradient matrix can be rewritten as 
\([B] = D[B_1] + [D_2][\tilde{B}_2]\). Similar matrices can be defined for 3D elements also. Using this decomposition, the stiffness matrix is decomposed into the following components:
\[
[K_{1}] = \int_{\Gamma_{e}} [B_{1}]^{T} \left[ k \right] [B_{1}] d\Gamma + \int_{\Gamma_{e}} [B_{1}]^{T} \left[ k \right] [B_{2}] d\Gamma + \int_{\Gamma_{e}} [B_{2}]^{T} \left[ k \right] [B_{1}] d\Gamma + \int_{\Gamma_{e}} [B_{2}]^{T} \left[ k \right] [B_{2}] d\Gamma
\]
\[
= [K_{1}] + \left( [K_{2}] + [K_{2}]^{T} \right) + [K_{3}]
\]

The first component \([K_{1}]\) is computed as described earlier by decomposing the boundary elements into triangles or tetrahedra to perform the area or volume integrals respectively. The second and third components contain gradients of Dirichlet functions which are large near the boundary when \(\delta\) is made very small and they vanish away from the boundary, hence the terms in the integrals will be non-zero in a thin band along the boundary. This allows us to convert the volume integral into a surface integral as explained in detail in section 5.1.3. The second term in Eq. (5-18) can be written as:

\[
[K_{2}] = \int_{\Gamma_{e}} [B_{1}]^{T} \left[ k \right] [B_{2}] d\Gamma = \int_{\Gamma_{e}} \left( \int_{\phi} [D_{1}]^{T} \left[ k \right] [D_{2}] \frac{1}{\sqrt{\phi}} d\phi \right) \left[ B_{2} \right] d\Gamma
\]

This term is evaluated as a surface integral as explained in section 5.1.3.

5.3 Numerical Implementations for Micromechanics

The modified weak form for the solution structure corresponding to micromechanics was discussed in a previous chapter and was shown to be:

\[
\sum_{e=1}^{NE} \{\delta X^{e}\}^{T} \int_{\Omega_{e}} \left[ B_{1} \quad B_{2} \right]^{T} \left[ C \right] \left[ B_{1} \quad B_{2} \right] \{X^{e}\} d\Omega = \sum_{e=1}^{NE} \{\delta X^{e}\}^{T} \left\{ \tilde{N}^{1} \quad \tilde{N}^{2} \right\}^{T} \{b\} d\Omega +
\]

\[
\sum_{e=1}^{NBE} \{\delta X^{e}\}^{T} \int_{\Gamma_{e}} \left\{ \tilde{N}^{1} \quad \tilde{N}^{2} \right\}^{T} \{t\} d\Gamma
\]

\[
\{X^{e}\} = \{u^{e1} \quad u^{e2}\}^{T}
\]

In this section, a detailed discussion on the numerical implementations for the computation of the terms involved in this weak form is presented. The left hand side of the weak form
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corresponds to the stiffness matrix while the right hand side corresponds to the load vector. The solution structure for micro-mechanics is such that the solution from the matrix grid inside the inclusion is zero due to the step function of inclusion and similarly the solution from inclusion grid outside of the inclusion vanishes. Therefore the nodal values of the matrix grid inside the inclusion are set to zero, provided these nodes are outside the influence of $H^{inc}$ and the nodal values of the inclusion grid outside the inclusion are set to zero. This leads to the reduction in the total number of degrees of freedom for the analysis model.

The finite element solution for the grid variables are written as $\mathbf{u}^{g1} = [N_i^{g1}] \{u_i^{g1}\}$ and $\mathbf{u}^{g2} = [N_i^{g2}] \{u_i^{g2}\}$. For two dimensional case, the strain vector using the strain displacement relations is written as shown below:

$$\begin{align*}
\{ \varepsilon_1, \varepsilon_2, \gamma_{12} \} &= \begin{bmatrix} \frac{\partial u_1}{\partial x_1} & \frac{\partial u_2}{\partial x_2} & \frac{\partial u_1}{\partial x_2} + \frac{\partial u_2}{\partial x_1} \end{bmatrix} \begin{bmatrix} B_1 \\ B_2 \end{bmatrix} \{ \mathbf{u}^{g1}, \mathbf{u}^{g2} \} \\
&= \begin{bmatrix} \frac{\partial u_1}{\partial x_1} & \frac{\partial u_2}{\partial x_2} & \frac{\partial u_1}{\partial x_2} + \frac{\partial u_2}{\partial x_1} \end{bmatrix} \begin{bmatrix} N_i^{g1} \\ N_i^{g2} \end{bmatrix} \\
&= \begin{bmatrix} (1 - H^{inc}) \frac{\partial N_i^{g1}}{\partial x_1} & \frac{\partial H^{inc}}{\partial x_1} & 0 \\
0 & (1 - H^{inc}) \frac{\partial N_i^{g2}}{\partial x_2} & \frac{\partial H^{inc}}{\partial x_2} N_i^{g1} \\
(1 - H^{inc}) \frac{\partial N_i^{g1}}{\partial x_2} & \frac{\partial H^{inc}}{\partial x_2} & (1 - H^{inc}) \frac{\partial N_i^{g2}}{\partial x_1} \frac{\partial H^{inc}}{\partial x_1} N_i^{g1} \end{bmatrix}
\end{align*}$$

The components of the strain displacement matrix $B_1, B_2$ are expressed as:
In the above equations, the decomposed components of strain-displacement matrix have terms involving gradients of finite element shape functions \( \frac{\partial N_{ik}^{g_k}}{\partial x_j} \) and the gradients of the inclusion function \( \frac{\partial H_{inc}^{j}}{\partial x_j} \). It will be advantageous to further split these components into a term containing gradients of shape function only and another term containing gradients of inclusion function only. This is accomplished as shown in the following equations.

\[
\begin{align*}
B_1 &= B_{11} + B_{12} = \\
&= \begin{bmatrix}
(1 - H_{inc}^{j}) \frac{\partial N_{ik}^{g_k}}{\partial x_i} & 0 & \cdots \\
0 & (1 - H_{inc}^{j}) \frac{\partial N_{ik}^{g_k}}{\partial x_2} & \cdots \\
(1 - H_{inc}^{j}) \frac{\partial N_{ik}^{g_k}}{\partial x_2} & (1 - H_{inc}^{j}) \frac{\partial N_{ik}^{g_k}}{\partial x_1} & \cdots 
\end{bmatrix} + \\
&= \begin{bmatrix}
-\frac{\partial H_{inc}^{j}}{\partial x_i} N_{ik}^{g_k} & 0 & \cdots \\
0 & -\frac{\partial H_{inc}^{j}}{\partial x_2} N_{ik}^{g_k} & \cdots \\
-\frac{\partial H_{inc}^{j}}{\partial x_2} N_{ik}^{g_k} & -\frac{\partial H_{inc}^{j}}{\partial x_1} N_{ik}^{g_k} & \cdots 
\end{bmatrix}
\end{align*}
\]

\[
B_2 &= B_{21} + B_{22} = \\
&= \begin{bmatrix}
H_{inc}^{j} \frac{\partial N_{ik}^{g_k}}{\partial x_i} & 0 & \cdots \\
0 & H_{inc}^{j} \frac{\partial N_{ik}^{g_k}}{\partial x_2} & \cdots \\
H_{inc}^{j} \frac{\partial N_{ik}^{g_k}}{\partial x_2} & H_{inc}^{j} \frac{\partial N_{ik}^{g_k}}{\partial x_1} & \cdots 
\end{bmatrix} + \\
&= \begin{bmatrix}
\frac{\partial H_{inc}^{j}}{\partial x_i} N_{ik}^{g_k} & 0 & \cdots \\
0 & \frac{\partial H_{inc}^{j}}{\partial x_2} N_{ik}^{g_k} & \cdots \\
\frac{\partial H_{inc}^{j}}{\partial x_2} N_{ik}^{g_k} & \frac{\partial H_{inc}^{j}}{\partial x_1} N_{ik}^{g_k} & \cdots 
\end{bmatrix}
\]

It can be noticed that the modified strain displacement matrices \( B_{11}, B_{12}, B_{21} \) and \( B_{22} \) vanish in certain regions of the computational domain and are non zero in other parts of computational domain depending on where the inclusion function and its gradients vanish.
Therefore the computational domain is divided into three regions as shown in Figure 5-5 and they are explained in detail in the following.

5.3.1 Computation of Stiffness Matrix in the Matrix Region

In the matrix region of the microstructure, the degrees of freedom for grid corresponding to matrix are active, therefore the strain-displacement matrix as shown in Eq. (5-23) becomes

\[ B = \begin{bmatrix} B_1 & B_2 \end{bmatrix} = \begin{bmatrix} B_{11} & 0 \end{bmatrix} \]

with

\[ H^{inc} = 0 \]

in Eqs. (5-24) and (5-25). The stiffness matrix will take the following form in matrix region:

\[
K = \int_{\Omega_m} \left[ \begin{array}{c} B_1 & B_2 \end{array} \right]^T C^{mat} \left[ \begin{array}{c} B_1 & B_2 \end{array} \right] dV = \int_{\Omega_m} \left[ \begin{array}{ccc} B_{11}^T C^{mat} B_{11} & 0 & 0 \\ 0 & 0 & 0 \end{array} \right] dV \] (5-26)

This stiffness matrix is computed by performing the volume integration over the elements in matrix region. The grid element in the matrix region will be an internal element and the volume integration is performed as discussed in the previous section 5.1.1.

5.3.2 Computation of Stiffness Matrix in the Inclusion Region

This region corresponds to the inclusion region. In this region the degrees of freedom for grid corresponding to inclusion are active, therefore the strain-displacement matrix as shown in Eq. (5-23) becomes

\[ B = \begin{bmatrix} B_1 & B_2 \end{bmatrix} = \begin{bmatrix} 0 & B_{21} \end{bmatrix} \]

with

\[ H^{inc} = 1 \]

in Eqs. (5-24) and (5-25). The stiffness matrix takes the following form:

\[
K = \int_{\Omega_i} \left[ \begin{array}{c} B_1 & B_2 \end{array} \right]^T C^{inc} \left[ \begin{array}{c} B_1 & B_2 \end{array} \right] dV = \int_{\Omega_i} \left[ \begin{array}{ccc} 0 & 0 \\ 0 & B_{21}^T C^{inc} B_{21} \end{array} \right] dV \] (5-27)

The stiffness matrix is computed by performing the volume integration over the elements in inclusion region. The grid element in this region will be an internal element and the volume integration is performed as discussed in the previous sections 5.1.1.
5.3.3 Computation of Stiffness Matrix in the Interface Region

In this region, the step function for the inclusion is active. This means the step function is varying in this region and strain-displacement matrix as shown in Eq. (5-23) becomes

\[ \mathbf{B} = [\mathbf{B}_1 \quad \mathbf{B}_2] \]. The stiffness matrix is expressed as:

\[
\mathbf{K} = \int_{\Omega} \left[ \mathbf{B}_1 \quad \mathbf{B}_2 \right]^T \mathbf{C} \left[ \mathbf{B}_1 \quad \mathbf{B}_2 \right] d\mathbf{V} = \int_{\Omega} \left[ \mathbf{B}_1^T \mathbf{C} \mathbf{B}_1 \quad \mathbf{B}_1^T \mathbf{C} \mathbf{B}_2 \quad \mathbf{B}_2^T \mathbf{C} \mathbf{B}_1 \quad \mathbf{B}_2^T \mathbf{C} \mathbf{B}_2 \right] d\mathbf{V} = \begin{bmatrix} \mathbf{K}_{11} & \mathbf{K}_{12} \\ \mathbf{K}_{21} & \mathbf{K}_{22} \end{bmatrix}
\] (5-28)

In this expression \( \mathbf{C} = \mathbf{C}^{\text{inc}} \) or \( \mathbf{C}^{\text{mat}} \) depending on which region is being integrated upon.

Each of the terms in this matrix can be decomposed as a sum of volume integral and a surface integral. The procedure for this decomposition is described in detail for the first term in the stiffness matrix \( \mathbf{K}^{11} \).

\[
\mathbf{K}_{11} = \int_{\Omega} \mathbf{B}_1^T \mathbf{C} \mathbf{B}_1 d\mathbf{V} = \int_{\Omega} \left( \mathbf{B}_{11} + \mathbf{B}_{12} \right)^T \mathbf{C} \left( \mathbf{B}_{11} + \mathbf{B}_{12} \right) d\mathbf{V}
\]

\[
= \int_{\Omega} \left( \mathbf{B}_{11}^T \mathbf{C} \mathbf{B}_{11} + \mathbf{B}_{11}^T \mathbf{C} \mathbf{B}_{12} + \mathbf{B}_{12}^T \mathbf{C} \mathbf{B}_{11} + \mathbf{B}_{12}^T \mathbf{C} \mathbf{B}_{12} \right) d\mathbf{V}
\] (5-29)

In this expression, the first term is integrated as a volume integral after the partial elements are subdivided into triangles or tetrahedral as explained in section 5.1.2. The remaining three terms are converted into surface integrals, as these terms are non-zero in a thin band in which the inclusion function is non-zero. The strain-displacement matrices shown in Eq. (5-25) are rewritten in the following form:

\[
\mathbf{B}_{21} = \begin{bmatrix} H^{\text{inc}} \frac{\partial N_{i}^{g_1}}{\partial \bar{x}_1} & 0 & \ldots \\ 0 & H^{\text{inc}} \frac{\partial N_{i}^{g_1}}{\partial \bar{x}_2} & \ldots \\ H^{\text{inc}} \frac{\partial N_{i}^{g_1}}{\partial \bar{x}_2} & H^{\text{inc}} \frac{\partial N_{i}^{g_1}}{\partial \bar{x}_2} & \ldots \end{bmatrix} = H^{\text{inc}} \begin{bmatrix} \frac{\partial N_{i}^{g_1}}{\partial \bar{x}_1} & 0 & \ldots \\ 0 & \frac{\partial N_{i}^{g_1}}{\partial \bar{x}_2} & \ldots \\ \frac{\partial N_{i}^{g_1}}{\partial \bar{x}_2} & \frac{\partial N_{i}^{g_1}}{\partial \bar{x}_2} & \ldots \end{bmatrix} = H^{\text{inc}} \overline{\mathbf{B}}_{21}
\] (5-30)
Using the above procedure, the strain-displacement matrix can be rewritten as

\[
\mathbf{B}_2 = H^{inc}\mathbf{B}_{21} + \mathbf{\bar{H}}_2\mathbf{B}_{22} .
\]

Similarly, the first component of strain-displacement matrix is written as

\[
\mathbf{B}_1 = (1 - H^{inc})\mathbf{B}_{11} - \mathbf{\bar{H}}_1\mathbf{B}_{11} .
\]

These matrices can be defined for 3D elements also in a similar manner.

The last three components in stiffness matrix as shown in Eq. (5-29) contain gradients of inclusion functions which are large near the inclusion boundary when \( \delta \) is made very small and they vanish away from the boundary. Therefore the terms in these integrals will be non-zero only in a thin band along the boundary. This allows the volume integral to be converted to a surface integral. The contribution from the gradients of the shape functions can be assumed to be constant across the band but varies along the boundary and the contribution from the gradients of inclusion function is constant along the boundary but varies normal to the boundary. The band is represented in terms of two parameters \( t, n \) as shown in the Figure 5-3. The stiffness matrix as decomposed in Eq. (5-29) has four components; the second component \( \int_E \mathbf{B}_{11}^T\mathbf{C}\mathbf{B}_{12}dV \) can be rewritten as shown below.

\[
\int_{\Omega} \mathbf{B}_{11}^T\mathbf{C}\mathbf{B}_{12}dV = \int_{\Omega} \mathbf{\bar{B}}_{11}^T\left((1 - H^{inc})\mathbf{C}\mathbf{\bar{H}}_2\right)\mathbf{\bar{B}}_{12}dV
\]

\[
= \int_{\mathbf{T}} \mathbf{B}_{11}^T\left( \int_{\phi}^{-}(1 - H^{inc})\mathbf{C}\mathbf{\bar{H}}_2 \frac{1}{\sqrt{\phi}}d\phi \right)\mathbf{\bar{B}}_{12}d\Gamma = \int_{\mathbf{T}} \mathbf{B}_{11}^T\mathbf{\bar{C}}_2\mathbf{B}_{12}d\Gamma
\]
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In this expression, the terms involving only inclusion functions and its gradients are separated from the terms containing the shape functions and their gradients. This decomposition leads to efficient and accurate computation of the stiffness matrix. The volume integral has been decomposed into a line (surface) integral along the normal to the boundary and a surface integral along the boundary. The normal for the boundary represented by implicit equation $\phi = 0$ is given by $\nabla \phi$ at the boundary.

The component involving only inclusion function and its gradients is termed as $\overline{C}_2$ in Eq. (5-32) and is evaluated in the similar manner as explained in section 5.1.3.

**5.3.4 Periodic Boundary Conditions**

Composite materials have periodic arrangement of cells and their behavior can be predicted by analyzing the behavior of the unit cell which is often termed as representative volume element (RVE). The variations in the micro-scale (RVE) are rapid and periodic as compared to the variations at the macro-scale. In order to analyze the behavior at the micro-scale, the RVE is analyzed with appropriate loading and boundary conditions. The RVEs tile the computational domain by translation and the neighboring cells fit into each other in both deformed and un-deformed states as shown in Figure 5-6. Hence the boundary conditions for the RVE are periodic in order to preserve the continuity of displacements, strains and stress across each RVE. The periodic boundary conditions are expressed as linear constraints and they are implemented as multipoint constraints in a typical finite element code. The periodic boundary conditions are expressed in the following form:

\[
\begin{align*}
    u_{F_1} - u_{F_3} &= \text{const} \quad \text{or in general} \quad u_{F_1} - \lambda u_{F_3} + \mu = 0 \quad (5-33a) \\
    u_{F_2} - u_{F_4} &= \text{const} \quad \text{or in general} \quad u_{F_2} - \lambda u_{F_4} + \mu = 0 \quad (5-33b)
\end{align*}
\]
The multipoint constraints in Implicit Boundary Method can be implemented exactly as is done in traditional finite element method (Cook et. al. 2003). It is to be noted that the RVE is always a rectangle/cuboid, hence when Lagrange interpolations are used, the nodes are guaranteed to be present on the boundaries on which multipoint constraints are imposed. Furthermore, since structured grids are used, identical nodes are always guaranteed to be present on the opposite faces and facilitate the imposition of periodic boundary conditions. However, when FEM is used for analysis, care needs to be taken to generate mesh such that there are identical nodes present on opposite faces.

The nodes on the faces (or edges in 2D) of the RVE can be partitioned into two parts: independent or master nodes (s) and dependent or slave nodes (s). The nodal displacement vector can be similarly partitioned into \( u = [u_m, u_s] \), where \( u_m \) are displacement of the master nodes and \( u_s \) are those of slave nodes. The displacements for the slave nodes are specified in terms of the master nodes in the following form \( u_s = G_s u_m + g_s \), where \( g_s \) is the non-zero periodic boundary conditions (e.g., Case 1: \( u_i^{(c)} = u_i^{(b)} + L \)). Hence the displacements are expressed as:

\[
\begin{bmatrix} u_m & u_s \end{bmatrix} = \begin{bmatrix} 1 \\ G_s \end{bmatrix} [u_m] + \begin{bmatrix} 0 \\ g_s \end{bmatrix} = G [u_m] + g
\]

(5-34)

where, \( I \) denotes the identity matrix and \( 0 \) is the zero vector. The matrices \( G \) and \( g \) are constructed globally for all the master degrees of freedom present in the analysis model. Using this expression for displacement and a similar expression of the corresponding virtual displacement \( \delta u = G [\delta u_m] \) in the weak form, the global stiffness matrix is transformed into \( K' = G^T K G \) and the load vector is increased by \( -G^T K g \) to impose the multipoint constraints. It is to be noted that in a general case of multipoint constraints, \( G \) and \( g \) are constructed such that
they may be a fully populated matrix and vector respectively. However, when structured grids are used for analysis, identical nodes are guaranteed to be present on the opposite faces and hence with proper choice of node numbers, $G$ matrix can be constructed to be a diagonal matrix. This simplifies the computations involved in the transformation of the stiffness matrix and hence leads to efficient implementation. The periodic boundary conditions involved in a square array of fibers are shown in Figure 3-10 and the corresponding multipoint constraint equations are shown in Table 1.

**5.3.5 Computation of Effective Properties**

Effective properties of the composite materials with periodic distribution of microstructures are computed by applying far field strains to the RVE as shown in Figure 5-7. The displacements, strains and stresses are assumed to be periodic in the RVE. Hills lemma states that the average of the strain energy in RVE is same as the strain energy due to average stress and strains. It can be stated in the form $\langle \sigma : \varepsilon \rangle = \langle \sigma \rangle : \langle \varepsilon \rangle$. This property is used to compute the effective properties from an RVE. Using the stress-strain relation $\langle \sigma \rangle = C^H \langle \varepsilon \rangle$, the effective properties are represented as $\langle \sigma \rangle : \langle \varepsilon \rangle = \langle C^H \varepsilon \cdot \varepsilon \rangle$. The average stresses and strains are computed by solving the boundary value problem six times with different applied strains. These average stresses and strains are used in the relation $\langle \sigma \rangle = C^H \langle \varepsilon \rangle$ to determine a row (column) of the homogenized stiffness matrix $C^H$. Six different strain states are used to determine all the components of $C^H$. The strain-stress relation for orthotropic materials is given as follows. Once the homogenized stiffness matrix is determined, the effective properties can be computed by using the strain-stress relation.
In two-dimensional problems, the effective properties in the transverse directions are determined by analyzing the model in plane strain conditions. The longitudinal modulus is computed by analyzing the model in generalized plane strain conditions. The longitudinal shear moduli are computed by analyzing the model in longitudinal shear loading conditions. Each of these cases are explained in brief in the following sub-sections.

**Plane strain.** In plane strain formulation, the strains in the $x_3$ direction (longitudinal direction) are assumed to be zero and the stress-strain relation is constructed as follows:

\[
\begin{bmatrix}
\sigma_1 \\
\sigma_2 \\
\tau_{12}
\end{bmatrix} = \frac{E}{(1+\nu)(1-2\nu)} \begin{bmatrix}
1-\nu & \nu & 0 \\
\nu & 1-\nu & 0 \\
0 & 0 & \frac{1-2\nu}{2}
\end{bmatrix} \begin{bmatrix}
\varepsilon_1 \\
\varepsilon_2 \\
\gamma_{12}
\end{bmatrix}
\]

(5-36)

This stress-strain relation is used in the modified weak form shown in Eq. (3.3) to solve the boundary value problem with specified strain loading and periodic boundary conditions to compute the transverse material properties.

**Generalized plane strain.** The homogenized material properties in the longitudinal direction are computed by using a generalized plane strain model (Li and Lim, 2005), where the
strains in the longitudinal directions are specified. A constant strain in the $x_3$ is assumed and the strains and stresses are expressed as follows

$$\begin{bmatrix}
\varepsilon_1 \\
\varepsilon_2 \\
\varepsilon_3 \\
\gamma_{12}
\end{bmatrix} = \begin{bmatrix}
\frac{\partial u_1}{\partial x_1} \\
\frac{\partial u_2}{\partial x_2} \\
\frac{\partial u_1}{\partial x_2} + \frac{\partial u_2}{\partial x_1}
\end{bmatrix}$$

and

$$\begin{bmatrix}
\sigma_1 \\
\sigma_2 \\
\sigma_3 \\
\tau_{12}
\end{bmatrix} = \begin{bmatrix}
C_{11} & C_{12} & C_{13} & 0 \\
C_{21} & C_{22} & C_{23} & 0 \\
C_{31} & C_{32} & C_{33} & 0 \\
0 & 0 & 0 & C_{66}
\end{bmatrix} \begin{bmatrix}
\varepsilon_1 \\
\varepsilon_2 \\
\varepsilon_3 \\
\gamma_{12}
\end{bmatrix}$$

(5-37)

Using the constant strain in 3-direction, the stresses are written as follows:

$$\begin{bmatrix}
\sigma_1 \\
\sigma_2 \\
\sigma_3 \\
\tau_{12}
\end{bmatrix} = \begin{bmatrix}
C_{11} & C_{12} & 0 \\
C_{12} & C_{22} & 0 \\
0 & 0 & C_{66}
\end{bmatrix} \begin{bmatrix}
\varepsilon_1 \\
\varepsilon_2 \\
\gamma_{12}
\end{bmatrix} + \begin{bmatrix}
C_{13} \\
C_{23} \\
0
\end{bmatrix} \overrightarrow{\varepsilon_3} = \begin{bmatrix} C \end{bmatrix} \varepsilon + C^t \overrightarrow{\varepsilon_3}$$

(5-38)

and $\sigma_3 = [C_{13} \ C_{23} \ 0] \begin{bmatrix}
\varepsilon_1 \\
\varepsilon_2 \\
\gamma_{12}
\end{bmatrix} + C_{33} \overrightarrow{\varepsilon_3}$

The principle of virtual work as shown in Eq. (3.3) is modified by choosing the virtual strain vector as $\delta \varepsilon = \{\delta \varepsilon_1 \ \delta \varepsilon_2 \ \delta \gamma_{12}\}^T$ to get the following equation (Eq. 5-39). In this expression, the last term is the load due to strain in the third direction. The rest of the formulation is exactly similar to plane strain formulation.

$$\int_{\Omega} \{\delta \varepsilon\}^T \{\sigma\} \ d\Omega = \int_{\Gamma} \{\delta u\}^T \{\epsilon\} d\Gamma + \int_{\Omega} \{\delta u\}^T \{b\} d\Omega - \{\delta \varepsilon\}^T C^t \overrightarrow{\varepsilon_3}$$

(5-39)

**Longitudinal shear loading.** The homogenized shear properties in the longitudinal direction are computed by using a longitudinal shear loading, where there is only one degree of freedom which is the displacement in the 3rd-direction. This assumption results in non-zero shear strains in 3-2 or 3-1 directions only while all other strain and stress components are identically zero. The equations for shear strains and shear stress are given by the following expression:
\[
\{ \gamma_{32} \} = \left[ \frac{\partial u_3}{\partial x_2}, \frac{\partial u_3}{\partial x_1} \right], \quad \{ \sigma_{32} \} = \begin{bmatrix} G_{32} & 0 \\ 0 & G_{31} \end{bmatrix} \{ \gamma_{32} \}
\] (5-40)

The principle of virtual work as shown in Eq. 3-3 is modified by choosing the virtual strain vector as \( \delta \varepsilon = \{ \delta \gamma_{32}, \delta \gamma_{31} \}^T \). This formulation is used to specify unit shear strains and hence the corresponding shear moduli are computed.

### 5.3.6 Computation of Load Vector

The right hand side of the modified weak form Eq. (5-20) comprises of load terms. The first term is load due to body load and the volume integration is performed as explained in section 5.1.1 and 5.1.2. The second term is the load term due to applied traction. The shape function vector will be either \( \{ N^1 \ 0 \} \) or \( \{ 0 \ N^2 \} \) depending on which region the natural boundary condition is applied. The computation of load vector is performed in a similar manner as explained in section 5.1.4.

### 5.4 Numerical Implementations for Local Grid Refinement

The modified weak form for the solution structure corresponding to local grid refinement was discussed in a previous chapter and was shown to be:

\[
\sum_{e=1}^{NE} \{ \delta x^e \}^T \int_{\Omega_e} [B_1 \ B_2]^T [C][B_1 \ B_2] \{ x^e \} d\Omega = \sum_{e=1}^{NE} \{ \delta x^e \}^T \{ F^e \} + \sum_{e=1}^{NBE} \{ \delta x^e \}^T \int_{\Gamma_e} \{ N^1 \ N^2 \}^T \{ t \} d\Gamma
\] (5-41a)

\[
\{ F^e \} = \int_{\Omega_e} \{ \tilde{N}^1 \ \tilde{N}^2 \}^T \{ b \} d\Omega - \int_{\Omega_e} \{ B_{a1} \ B_{a2} \}^T \{ \sigma^a \} d\Omega
\] (5-41b)

\[
\{ x^e \} = \{ u^{a1} \ u^{a2} \}^T
\] (5-41c)
In this section, a discussion on the numerical implementations for the computation of the terms involved in this weak form is presented. The left hand side of the weak form corresponds to the stiffness matrix while the right hand side corresponds to the load vector. The solution structure for local grid refinement is such that the solution from the coarse grid inside the refined grid is zero due to the step function for refinement. Therefore the nodal values of the coarse grid inside the refined are set to zero, provided these nodes are outside the influence of \( H^\text{ref} \). This leads to the reduction in the total number of degrees of freedom for the analysis model. The computational domain can be divided into three regions as shown in Figure 5-8. It can be observed that the solution is \( \mathbf{u}^1 \) outside the refined grid and transitions from \( \mathbf{u}^1 \) to \( \mathbf{u}^2 \) inside the refined grid. It can also be observed that in the regions where step function for refinement is active, the Dirichlet functions are inactive and vice versa. This is because of the fact the step functions for refinement are active (varying from zero to one) only on the interface of the edges which are shared between the refined and unrefined grid elements and the Dirichlet functions are active only on essential boundaries and the essential boundaries cannot form the interface edges.

The computation of stiffness matrix is explained in detail in the next section.

### 5.4.1 Computation of Stiffness Matrix in Regions 1 and 2

The step function of refinement is not active (\( H^\text{ref} = 0 \)) in Region 1 and the solution structure becomes \( \mathbf{u} = \mathbf{D}\mathbf{u}^1 + \mathbf{u}^3 \) and hence the strain displacement matrix is given as follows:

\[
[B_1]_{3 \times 2m} = \begin{bmatrix}
D_1 \frac{\partial N_i}{\partial x_1} + N_1 \frac{\partial D_1}{\partial x_1} & 0 & \cdots \\
0 & D_2 \frac{\partial N_i}{\partial x_2} + N_2 \frac{\partial D_2}{\partial x_2} & \cdots \\
D_1 \frac{\partial N_i}{\partial x_2} + N_1 \frac{\partial D_1}{\partial x_2} & D_2 \frac{\partial N_i}{\partial x_1} + N_2 \frac{\partial D_2}{\partial x_1} & \cdots
\end{bmatrix}
\]

\( [B_2]_{3 \times 2m} = \begin{bmatrix}
0 & 0 & \cdots \\
0 & 0 & \cdots \\
0 & 0 & \cdots
\end{bmatrix} \quad (5-42)\)

This matrix is similar to the one explained in section 5.1.3 and the stiffness matrix is given as:
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\[ K = \int_{\Omega} \left[ [B_1, B_2]^T C [B_1, B_2] \right] dV = \int_{\Omega} \left[ \begin{bmatrix} B_T^T C B_1 & 0 \\ 0 & 0 \end{bmatrix} \right] dV \] (5-43)

The computation of stiffness matrix is performed in a similar manner as explained in sections 5.1.1-5.1.3.

In the Region 2, the step function of refinement is equal to one and the solution structure becomes \( u = D u^2 + u^{a1} \) and the strain displacement matrix will be similar to the one shown in Eq. (5-42) and hence the stiffness matrix becomes:

\[ K = \int_{\Omega} \left[ [B_1, B_2]^T C [B_1, B_2] \right] dV = \int_{\Omega} \left[ \begin{bmatrix} 0 & 0 \\ 0 & B_T^T C B_2 \end{bmatrix} \right] dV \] (5-44)

The stiffness matrix is computed as explained in sections 5.1.1-5.1.3.

5.4.2 Computation of Stiffness Matrix in Region 3

In the Region 3, the step function of refinement is varying and the Dirichlet functions are unity. It is to be noted that there is a small region of the size \( \delta \) where both Dirichlet functions and step function of refinement may be active, since this region is very small, the contribution to the stiffness matrix in this region is negligible. The solution structure takes the form:

\[ u = \left(1 - H^{ref}\right) \left( u^{a1} + u^{a2} \right) + H^{ref} \left( u^{a2} + u^{a2} \right) \]

and hence the strain displacement matrix takes the form:

\[ \mathbf{B} = \begin{bmatrix} \mathbf{B}_1 \end{bmatrix} \]

\[ \mathbf{B}_1 = \mathbf{B}_{11} + \mathbf{B}_{12} = \begin{bmatrix} (1 - H^{ref}) \frac{\partial N_i^{a1}}{\partial x_1} & 0 & \ldots \\ 0 & (1 - H^{ref}) \frac{\partial N_i^{a1}}{\partial x_2} & \ldots \\ (1 - H^{ref}) \frac{\partial N_i^{a1}}{\partial x_2} & (1 - H^{ref}) \frac{\partial N_i^{a1}}{\partial x_1} & \ldots \end{bmatrix} + \begin{bmatrix} \frac{\partial H^{ref}}{\partial x_1} N_i^{a1} & 0 & \ldots \\ 0 & \frac{\partial H^{ref}}{\partial x_2} N_i^{a1} & \ldots \\ -\frac{\partial H^{ref}}{\partial x_2} N_i^{a1} & -\frac{\partial H^{ref}}{\partial x_1} N_i^{a1} & \ldots \end{bmatrix} \] (5-45)
\[ \mathbf{B}_2 = \mathbf{B}_{21} + \mathbf{B}_{22} = \begin{bmatrix} H^{ref}_{\mathbf{N}_i^{g2}} \frac{\partial \mathbf{N}_i^{g2}}{\partial x_1} & 0 & \ldots & N_i^{g2} \frac{\partial \mathbf{N}_i^{g2}}{\partial x_1} & 0 & \ldots \\ 0 & H^{ref}_{\mathbf{N}_i^{g1}} \frac{\partial \mathbf{N}_i^{g1}}{\partial x_2} & \ldots & 0 & \frac{\partial \mathbf{N}_i^{g1}}{\partial x_2} \\ H^{ref}_{\mathbf{N}_i^{g2}} \frac{\partial \mathbf{N}_i^{g2}}{\partial x_2} & H^{ref}_{\mathbf{N}_i^{g1}} \frac{\partial \mathbf{N}_i^{g1}}{\partial x_1} & \ldots & 0 & \frac{\partial \mathbf{N}_i^{g1}}{\partial x_1} \end{bmatrix} + \begin{bmatrix} 0 & \mathbf{H}^{ref}_{\mathbf{N}_i^{g2}} \\ \mathbf{H}^{ref}_{\mathbf{N}_i^{g1}} & 0 \\ \mathbf{H}^{ref}_{\mathbf{N}_i^{g2}} & \mathbf{H}^{ref}_{\mathbf{N}_i^{g1}} \end{bmatrix} \] (5-46)

The strain displacement matrix takes the similar form as explained in section 5.3.3. Hence the stiffness matrix will take the following form:

\[ \mathbf{K} = \int_{\Omega} \begin{bmatrix} \mathbf{B}_1 & \mathbf{B}_2 \end{bmatrix}^T \mathbf{C} \begin{bmatrix} \mathbf{B}_1 & \mathbf{B}_2 \end{bmatrix} d\mathbf{V} = \int_{\Omega} \begin{bmatrix} \mathbf{B}_1^T \mathbf{C} \mathbf{B}_1 & \mathbf{B}_1^T \mathbf{C} \mathbf{B}_2 \\ \mathbf{B}_2^T \mathbf{C} \mathbf{B}_1 & \mathbf{B}_2^T \mathbf{C} \mathbf{B}_2 \end{bmatrix} d\mathbf{V} = \begin{bmatrix} \mathbf{K}_{11} & \mathbf{K}_{12} \\ \mathbf{K}_{21} & \mathbf{K}_{22} \end{bmatrix} \] (5-47)

The computation of stiffness matrix is performed in the similar procedure as explained in detail in section 5.3.3.

5.4.3 Computation of Load Vector

The load vector is computed in the similar manner as explained in section 5.3.6.

5.5 Extrapolation of Solution for Elements with Low Volume Fraction

In structured grid based methods, the grid elements do not conform to the geometry of the analysis domain and hence there may be few elements in the model with very small solid region. When the volume of the solid region inside the grid elements approach zero, the stiffness matrix corresponding to these elements will have components with magnitudes which are very small in comparison to the internal element stiffness matrices. This leads to ill-conditioning of the system of linear equations and hence poor convergence behavior.

In order to avoid the problems associated with grid elements having small volume fractions, an extrapolation scheme is presented in this dissertation. The degrees of freedom corresponding to the elements with small volume fractions are constrained to be an extrapolation of the degrees of freedom from the internal elements. Due to this extrapolation scheme, the degrees of freedom for external nodes will not be arbitrarily large due to near singularity of the
stiffness matrix of partial elements. An added advantage of this procedure is that the total number of degrees of freedom is reduced and hence less computational time for solution of linear equations.

The procedure for this extrapolation strategy is explained with reference to Figure 5-9. The external nodes in the grid are denoted by $n^o$ and the internal nodes are represented by $n^i$. The displacement of an external node is associated with the displacement of a set of internal nodes and the number of inner nodes that are used will depend on the approximation scheme used for the grid variable. For example, for linear Lagrange elements, two internal nodes are associated for a given external node and for cubic B-spline elements four internal nodes are associated with a given external node.

The extrapolation (constraining of external nodes using internal nodes) can be written as follows

$$\mathbf{u}_{n^o} = \mathbf{I(\mathbf{u}_{n^i}, ..., \mathbf{u}_{n^i})}$$

(5-48)

In the above expression, $\mathbf{I}$ is a function which maps the degrees of freedom of a set of internal nodes to the displacement of an external node. This function can be expressed as an extrapolation matrix and the transformation can be represented as a matrix multiplication:

$$\mathbf{u}_{n^o}^{\omega} = [\mathbf{C}]_{m \times n^o} \{\mathbf{u}_{n^i}\}$$

(5-49)

In the above equation $m$ is the number of internal nodes used to constrain the displacements of the outer nodes and the dimension of the problem as $n^o$ and the size of $[\mathbf{C}]$ is $n^o \times m$. 
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5.5.1 Construction of Extrapolation Matrix

In this section, construction of extrapolation matrix $C$ is described in detail. The extrapolation matrix is constructed by imposing the continuity requirements at the boundaries of the elements.

**Q4/H8 interpolation.** The extrapolation matrix is constructed using the continuity conditions at the nodes and is explained for a 1D case and the extrapolation matrix for higher dimensions is constructed from the 1D extrapolation.

When a linear interpolation for grid variable is used, the extrapolation matrix is constructed such that the displacement along the line joining the internal and outer nodes is linear, which means that a $C^1$ continuity requirement is imposed for the piecewise polynomial at the intersection of internal and boundary element. In Figure 5-10, the interpolation between nodes $n_i^i$ and $n_i^o$ is given by $N_i u_i^i + N_o u_i^o$ and the interpolation between nodes $n_2^i$ and $n_2^o$ is given by $N_i u_2^i + N_o u_2^o$. Imposing $C^1$ continuity at node $n_2^i$ leads to the following equation (Eq. 5-50).

Solving this equation we get $u^o = 2u_2^i - u_1^i$ and 2D the extrapolation will be as shown in Eq. 5-51

$$\left( \frac{dN_1}{dr} u_1^i + \frac{dN_2}{dr} u_2^i \right)_{r=1} = \left( \frac{dN_1}{dr} u_2^i + \frac{dN_2}{dr} u^o \right)_{r=-1} \quad (5-50)$$

$$\begin{pmatrix} u_{n_1^i} \\ v_{n_1^i} \end{pmatrix} = \begin{bmatrix} 2 & 0 & -1 & 0 \\ 0 & 2 & 0 & -1 \end{bmatrix} \begin{pmatrix} u_{n_2^i} \\ v_{n_2^i} \\ u_{n_2^o} \\ v_{n_2^o} \end{pmatrix} \quad (5-51)$$

**Cubic B-spline approximation.** The cubic B-spline approximations have $C^2$ continuity. Hence $C^2$ continuity is imposed between the piecewise polynomial segments between internal nodes and external nodes.
In Figure 5-11, the approximation for displacements in the internal element is given by

\[ u = N_i u_i^1 + N_2 u_i^2 + N_3 u_i^3 + N_4 u_i^4 \]

and the approximation in the boundary element is given by

\[ u = N_i u_i^1 + N_2 u_i^2 + N_3 u_i^3 + N_4 u_i^\alpha. \]

The shape functions of cubic B-splines and their third derivative is given by

\[ N_i = \frac{1}{48}(1 - 3r + 3r^2 - r^3); \quad N_i = \frac{1}{48}(23 - 15r - 3r^2 + 3r^3) \]

\[ N_3 = \frac{1}{48}(23 + 15r - 3r^2 - 3r^3); \quad N_4 = \frac{1}{48}(1 + 3r + 3r^2 + r^3) \]

\[ \frac{d^3 N_i}{dr^3} = -\frac{1}{8}; \quad \frac{d^3 N_i}{dr^3} = \frac{3}{8}; \quad \frac{d^3 N_i}{dr^3} = -\frac{3}{8}; \quad \frac{d^3 N_i}{dr^3} = \frac{1}{8} \tag{5-52} \]

Imposing \( C^3 \) continuity at the intersection of internal element and boundary element results in the following equation and the extrapolation relation is given as:

\[ -u_i^1 + 3u_i^2 - 3u_i^3 + u_i^4 = -u_i^\gamma + 3u_i^\eta - 3u_i^\zeta + u_i^\alpha \]

\[ \Rightarrow u_i^\alpha = -u_i^1 + 4u_i^2 - 6u_i^3 + 4u_i^4 \tag{5-54} \]

Using the above relation, the extrapolation matrix in two dimensions is given as:

\[ \begin{bmatrix}
\begin{bmatrix} u_n^\alpha \\ v_n^\alpha 
\end{bmatrix}
\end{bmatrix} =
\begin{bmatrix}
-1 & 0 & 4 & 0 & -6 & 0 & 4 & 0
\end{bmatrix}
\begin{bmatrix}
\begin{bmatrix} u_n^1 \\ v_n^1 \\ u_n^2 \\ v_n^2 \\ u_n^3 \\ v_n^3 \\ u_n^\zeta \\ v_n^\zeta 
\end{bmatrix}
\end{bmatrix} \tag{5-55} \]

**Quadratic B-spline approximation.** The quadratic b-spline approximations have \( C^1 \) continuity. Hence \( C^2 \) continuity is imposed (Figure 5-12) between the piecewise polynomial segments between internal nodes and external nodes. The extrapolation relation between the external node and internal node is computed as:

\[ u_i^\alpha = u_i^1 - 3u_i^2 + 3u_i^3 \tag{5-56} \]

The extrapolation in two dimensions is constructed as:

\[ \begin{bmatrix}
\begin{bmatrix} u_n^\alpha \\ v_n^\alpha 
\end{bmatrix}
\end{bmatrix} =
\begin{bmatrix}
1 & 0 & -3 & 0 & 3 & 0
\end{bmatrix}
\begin{bmatrix}
\begin{bmatrix} u_i^1 \\ v_i^1 \\ u_i^2 \\ v_i^2 \\ u_i^3 \\ v_i^3 
\end{bmatrix}
\end{bmatrix} \tag{5-57} \]
5.5.2 Construction of Extrapolation Matrix for a Boundary Element

In the above discussion, the extrapolation matrix for a single external node is constructed. For a boundary element, there may be more than one such external node. In this section, the construction of extrapolation matrix for a boundary element is described using the example shown in Figure 5-13.

In Figure 5-13, there are 3 external nodes for the element of interest and one internal node. An extrapolation matrix needs to be constructed which relates the displacements of the outer nodes using the inner nodes as shown in the following equation:

\[
\begin{bmatrix}
10 & 4 & 7 & 7 & 4 \\
11 & 2 & 5 & 5 & 2 \\
82 & 5 & 5 & 2 \\
\end{bmatrix}
\]

\[
\begin{bmatrix}
u_i \\
u_I \\
u_{10} \\
u_{11}
\end{bmatrix}
= 
\begin{bmatrix}
-1 & 0 & 0 & 2 \\
0 & 1 & 0 & 0 \\
0 & 2 & -1 & 0 \\
-1 & 0 & 0 & 3
\end{bmatrix}
\begin{bmatrix}
u_2 \\
u_7 \\
u_4 \\
u_5
\end{bmatrix}
\]

Using the above relations, the extrapolation matrix for the boundary element shown in Figure 5-13 is constructed as:

\[
\begin{bmatrix}
u_8 \\
u_7 \\
u_{10} \\
u_{11}
\end{bmatrix}
= 
\begin{bmatrix}
-1 & 0 & 0 & 2 \\
0 & 1 & 0 & 0 \\
0 & 2 & -1 & 0 \\
-1 & 0 & 0 & 3
\end{bmatrix}
\begin{bmatrix}
u_2 \\
u_7 \\
u_4 \\
u_5
\end{bmatrix}
\]

In the above discussion, construction of extrapolation matrix is presented for a specific example and this approach can be extended for construction of extrapolation matrix for Lagrange interpolations as well as B-spline approximations in both two and three dimensions.

5.5.3 Computation of Stiffness Matrix

Once the extrapolation matrix for a boundary element is constructed, it can be used to compute the stiffness matrix in terms of the inner degrees of freedom (nodes). Assuming that the external nodes are related to internal nodes with the relation \( u^e = Cu^i \) and the left hand side contains the degrees of freedom for the boundary element, the strain displacement matrix is
given as $\varepsilon = B\mathbf{u}^o = B\mathbf{C}\mathbf{u}^i$. Hence the stiffness matrix is given by $K = \int_\Omega C^T B^T D B C dV$

$$= C^T \left( \int_\Omega B^T D B dV \right) C.$$ Hence if $K^o$ is the stiffness matrix in terms of the degrees of freedom of boundary element, the modified stiffness matrix in terms of the degrees of freedom of internal nodes is given by $K^i = C^T K^o C$. By using this approach, the modified stiffness matrix for each boundary element is computed and later used for assembly. Once the finite element equations are solved for the internal degrees of freedom, the $C$ matrix can be used to compute the displacements of the external nodes.

Figure 5-1. Typical non-conforming grid used for analysis
Figure 5-2. Triangulation of boundary element for volume integration

Figure 5-3. Representation of band on essential boundaries
Figure 5-4. Approximation of natural boundary for computation of load vector
Figure 5-5. Division of computational domain into three regions

Figure 5-6. Undeformed and deformed configuration of a set of 4 RVEs
Figure 5-7. Representative volume element used for computation of effective properties

Figure 5-8. Division of computation domain into various regions
Figure 5-9. Typical analysis grid with elements having low volume fraction

Figure 5-10. Extrapolation of external node for linear Lagrange element

Figure 5-11. Extrapolation of external nodes for cubic B-spline element
Figure 5-12. Extrapolation of external nodes for quadratic B-spline element

Figure 5-13. Extrapolation for boundary element
Table 5-1. Set of periodic boundary conditions for 6 different strains

<table>
<thead>
<tr>
<th>Case</th>
<th>Unit Strain</th>
<th>Front and Back Face</th>
<th>Left and Right Face</th>
<th>Top and Bottom Face</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$\varepsilon_{11}$</td>
<td>$u_i^f = u_i^{bk} + L; u_i^b = u_i^{bk}; u_i^l = u_i^{bk}$</td>
<td>$u_i^r = u_i^l; u_i^u = u_i^l; u_i^s = u_i^l$</td>
<td>$u_i^r = u_i^b; u_i^u = u_i^b; u_i^s = u_i^b$</td>
</tr>
<tr>
<td>2</td>
<td>$\varepsilon_{22}$</td>
<td>$u_i^l = u_i^{bk}; u_i^r = u_i^{bk}; u_i^l = u_i^{bk}$</td>
<td>$u_i^r = u_i^l; u_i^u = u_i^l + L; u_i^s = u_i^l$</td>
<td>$u_i^r = u_i^b; u_i^u = u_i^b; u_i^s = u_i^b$</td>
</tr>
<tr>
<td>3</td>
<td>$\varepsilon_{33}$</td>
<td>$u_i^l = u_i^{bk}; u_i^r = u_i^{bk}; u_i^l = u_i^{bk}$</td>
<td>$u_i^r = u_i^l; u_i^u = u_i^l; u_i^s = u_i^l$</td>
<td>$u_i^r = u_i^b; u_i^u = u_i^b; u_i^s = u_i^b + L$</td>
</tr>
<tr>
<td>4</td>
<td>$\gamma_{23}$</td>
<td>$u_i^l = u_i^{bk}; u_i^r = u_i^{bk}; u_i^l = u_i^{bk}$</td>
<td>$u_i^r = u_i^l; u_i^u = u_i^l + L$</td>
<td>$u_i^r = u_i^b; u_i^u = u_i^b; u_i^s = u_i^b$</td>
</tr>
<tr>
<td>5</td>
<td>$\gamma_{13}$</td>
<td>$u_i^l = u_i^{bk}; u_i^r = u_i^{bk}; u_i^l = u_i^{bk} + L$</td>
<td>$u_i^r = u_i^l; u_i^u = u_i^l; u_i^s = u_i^l$</td>
<td>$u_i^r = u_i^b; u_i^u = u_i^b; u_i^s = u_i^b$</td>
</tr>
<tr>
<td>6</td>
<td>$\gamma_{12}$</td>
<td>$u_i^l = u_i^{bk}; u_i^r = u_i^{bk}; u_i^l = u_i^{bk}$</td>
<td>$u_i^r = u_i^l; u_i^u = u_i^l; u_i^s = u_i^l$</td>
<td>$u_i^r = u_i^b + L; u_i^u = u_i^b; u_i^s = u_i^b$</td>
</tr>
</tbody>
</table>
CHAPTER 6
ANALYSIS AND RESULTS

The solution structures developed in this dissertation have been implemented by modifying a finite element code. The first part of this chapter presents numerical examples for validating the solution structure corresponding to enforcing essential boundary conditions exactly for both structural and steady state heat transfer problems. It has been demonstrated that B-spline elements provide good convergence capabilities with continuous stresses (heat flux) in the entire analysis domain. The solutions obtained from B-spline elements are compared with the FE results obtained using bi-linear (4-noded quadrilateral) and bi-quadratic (9-noded quadrilateral) finite elements for two dimensional problems and linear and quadratic tetrahedral elements for three dimensional problems.

In the second part of this chapter, the solution structure for treatment of material discontinuity and micromechanical analysis is validated. Numerical examples are presented to study the convergence capability of this solution structure. Fiber reinforced composite is used for determination of effective properties using 2D models and 3D models.

In the final part of this chapter, numerical examples are presented for validation of solution structure for local refinement of grid. The classical stress concentration example is presented to study the convergence behavior using Lagrange and B-spline approximations.

6.1 Validation of Solution Structure for Essential Boundary Conditions

6.1.1 Patch Test

This example consists of two parts. The first part demonstrates that a linear solution can be exactly represented using B-spline elements using the solution structure presented in this dissertation and the second part demonstrates that a cubic solution in displacement is represented accurately with only one B-spline element using a thin cantilever beam as an example.
**Uniaxial tension with constant stress.** The first part of this example demonstrates the capability of B-spline elements to represent a state of constant stress. A rectangular plate of dimensions $2.0m$ by $1.0m$ is subjected to uniaxial loading of $1.0 MPa$. Only a quarter of the plate was modeled because of symmetry as shown in Figure 6-1. The material of the plate is assumed to be steel with modulus of elasticity equal to $200 GPa$ and Poisson’s ratio of $0.3$. The analytical solution is given in Eq. (6-1)

$$
\begin{align*}
    u &= (5.0 \times 10^{-6})x \quad ; \quad v = (-1.5 \times 10^{-6})y \\
    \sigma_x &= 10^6 \quad ; \quad \sigma_y = 0 \quad ; \quad \tau_{xy} = 0
\end{align*}
$$

(6-1)

A non-conforming grid used for this analysis is shown in Figure 6-2. It can be seen that several nodes lie outside the analysis domain as the B-spline elements are being used for analysis. The Dirichlet functions for this problem are shown in Figure 6-3. The D-function for x-component of displacement is zero on the left edge and rapidly reaches to one in the interior of the domain as can be seen in Figure 6-3a. The D-function corresponding to the y-displacements is zero on bottom edge and reaches to one inside the interior region as shown in Figure 6.3b. Since the applied value of Dirichlet boundary condition is zero, the boundary value function is zero in the entire domain.

In order to study the effect of range parameter $\delta$ on the quality of solution, a parameter study is performed on $\delta$ and the solution of x-displacements along the line AB is plotted in Fig 6-4 for varying values of $\delta$, it can be observed that for values of $\delta < 10^{-2}$, one element gives an exact solution. This study demonstrates that a state of constant stress can be exactly represented using Implicit Boundary Method with B-spline approximation. The contour plot for $\sigma_x$ is shown in Figure 6-5. This example serves as a patch test for implicit boundary method.
Deflection of thin cantilever beam. The second part of this example demonstrates the ability of cubic B-spline element to represent a cubic solution accurately. A thin cantilever beam as shown in Figure 6-6 is considered for this purpose, and according to Euler-Bernoulli’s beam theory, the deflection curve of for beam is a cubic polynomial and tip deflection is given by \( \delta_{tip} = \frac{PL^3}{3EI} \), where \( P \) is the end load, \( L \) is the length of beam, \( E \) is the modulus of elasticity and \( I \) is the moment of inertia of beam cross section. The tip deflection according to Timoshenko beam theory is given as \( \delta_{tip} = \frac{P}{3EI} \left[ \frac{1}{8} \left( 4 + 5\nu \right) t^2 L + L^3 \right] \) (Timoshenko and Goodier, 1969). When cubic B-spline elements are used to model a cantilever beam, we expect to get accurate tip deflection as predicted by Timoshenko beam theory when only one element is used. However, we may not get exact tip deflection as predicted by Euler-Bernoulli’s beam theory as shear deformations are neglected in this theory, while the plane stress elements account for shear deformations. As the aspect ratio of the beam is increased, the solution from Timoshenko beam theory and Euler-Bernoulli beam theory converge to the same solution and we expect that the solution obtained by one element cubic B-splines converges to the same solution. In order to test this, a cantilever beam with varying aspect ratio is modeled using one-element cubic B-splines.

The error in tip deflection for Euler-Bernoulli theory and one element model with respect to the aspect ratio of the beam is plotted in Figure 6-7. It can be observed that the solution obtained by one element model is accurate even for smaller aspect ratio of the beam and the quality of solution does not degrade with increasing aspect ratio of the beam. It can also be observed that the solution from one element model converges to the solution from Euler-Bernoulli theory and Timoshenko beam theory at large aspect ratios of the beam. This example
also demonstrates that cubic B-spline elements do not undergo shear locking in thin limit, and when the structures are made of thin beams, one element can be used to get acceptable solutions.

6.1.2 Validation of Extrapolation Technique

In this example, the extrapolation technique presented in this dissertation is validated. A curved beam as shown in Figure 6-8 is used for analysis. The curved beam is a three-quarter circular beam which is fixed on one end and loaded on the other end. The material of the beam is assumed to be made of steel with a modulus of elasticity of $200 \text{GPa}$ and a Poisson’s ratio of 0.3.

The geometry for this beam is such that there are several elements on the boundary which may have very small support from the nodes lying inside the geometry of the analysis domain and hence the resulting stiffness matrix will be almost singular and can lead to ill-conditioning of the system of linear equations and hence leads to poor convergence behavior. The extrapolation technique presented in this dissertation is used to extrapolate the solution for the external nodes in terms of the internal nodes.

Bilinear Lagrange interpolation are used to perform a convergence analysis where a series of models with varying grid densities are analyzed and the error in strain energy is plotted as shown in Figure 6-9. It can be observed that the convergence behavior is not smooth due to near-singular stiffness matrices. Figure 6-10 shows the error in strain energy using the extrapolation scheme. It can be observed that the convergence plot is very smooth and gives an expected behavior.

When B-spline elements are used for modeling this example, the quality of solution was not severely affected even when several elements are present on the boundary with small support. This may be because B-spline elements have a wide span as compared to Lagrange elements and hence the contribution to stiffness from a neighboring element leads to non-singular stiffness matrices and hence does not lead to ill-conditioning. Figure 6-9 shows the plot
of error in strain energy when extrapolation technique was not used for cubic B-spline elements. Figure 6-10 shows the plot of error in strain energy when extrapolation was used. It can be observed that there is no appreciable difference in the convergence plots. It is to be noted that the x-axis of the convergence plot when extrapolation technique is used shows the number of active nodes.

The contour plot of $\sigma_y$ without extrapolation is shown in Figure 6-11 and the contour plot of normal stress is shown in Figure 6-12 using extrapolation technique. In both these plots, bilinear Lagrange elements were used for analysis and it can be observed that the stress solution shows expected behavior only when extrapolation is used and hence it is necessary to use extrapolation to avoid singular stiffness matrices and to obtain accurate solutions. Figure 6-13 shows the contour plot for $\sigma_y$ using cubic B-spline elements without the use of extrapolation technique and it can be observed that accurate solution is obtained for B-spline elements even when extrapolation technique was not used. However, in all the remaining examples of this section, extrapolation technique is used for Lagrange as well and B-spline elements.

6.1.3 Convergence Analysis of a Cantilever Beam

This example involves the convergence study of quadratic and cubic B-spline elements and its comparison with four-node (Lagrange bi-linear element) and nine-node quadrilateral (quadratic Lagrange element) elements used in traditional FEM. A cantilever beam of length 1.0m and 0.2m thickness is fixed at the one end and a uniform shear load of $-0.1MPa$ is applied at the other end as shown in Figure 6-14. The exact solution for this problem is shown in Eq. (6-2) (Timoshenko and Goodier, 1969).

$$u = \frac{-Py}{6EI} \left[ (6L-3x) x + (2 + \nu) \left( y^2 - \frac{1}{4} D^2 \right) \right]$$

(6-2a)
\[ v = \frac{P}{6EI} \left[ 3\nu y^2 (L - x) + \frac{1}{4} (4 + 5\nu) D^2 x + (3L - x)x^2 \right] \]  
\[ (6-2b) \]

\[ \sigma_x = \frac{P}{I} (L - x)y ; \quad \sigma_{xy} = \frac{P}{2I} \left( \frac{D^2}{4} - y^2 \right) ; \quad \sigma_y = 0 \]  
\[ (6-2c) \]

A typical non-conforming grid used for analysis is shown in Figure 6-15. Even though this problem can be modeled using a conforming grid, a non-conforming grid is used in order to demonstrate the convergence behavior of the solution structure along with B-spline basis. The B-spline elements have nodes outside the elements which form an extra layer of nodes as can be seen in Figure 6-15. The consistent nodal loads are distributed on the nodes corresponding to the boundary elements on which traction is specified.

A convergence analysis is performed for this model where a series of models with increasing grid density are used for analysis and the corresponding error norms are computed and plotted. The \( L_2 \) error norm represents the errors in the displacements and the expression which defines error is shown in Eq. (6-3). Energy error norm represents the error in stresses and strains and the expression for defining energy error is shown in Eq (6-4). In these expressions, \( u, \varepsilon \) and \( \sigma \) represent displacement, strain and stress respectively, while the superscript \( e \) represents exact solution and \( h \) represents approximate solution.

\[ \|L_2\| = \left( \int_\Omega (u^e - u_h)^T (u^e - u_h) d\Omega \right)^{1/2} \]  
\[ (6-3) \]

\[ \|E\| = \left( \frac{1}{2} \int_\Omega (\sigma^e - \sigma_h)^T (\varepsilon^e - \varepsilon_h) d\Omega \right)^{1/2} \]  
\[ (6-4) \]

The convergence plot for \( L_2 \) error norm and energy error norms are computed for various grid densities and shown in Figure 6-16 and Figure 6-17 respectively.
The plots are shown in a log-log scale, where the y-axis represents the error norm and the x-axis represents the number of nodes in the model. B-spline elements exhibit good convergence rates and for a given number of nodes, the errors are much smaller as compared to the bi-linear and quadratic Lagrange elements.

In order to study the errors involved in deflection curve and stress distribution for a specific model, a 10 element model with 5 elements along the length of the beam and 2 elements through the thickness is used. Corresponding FE models with bilinear and quadratic Lagrange elements are also used for comparison purposes. Analytical solution as shown in Eq (6-2) is used a benchmark solution. The comparison of deflection curve is shown in Figure 6-18. It can be observed that the deflection obtained by quadratic and cubic B-spline elements as well as quadratic Lagrange elements used in FEM match closely with the analytical solution.

The variation of normal and shear stresses along the line AB are shown in Figure 6-19 and Figure 6-20. It can be observed that B-spline elements as well as quadratic Lagrange elements used in traditional FEM give accurate solutions and match closely with the analytical solutions. However, B-spline elements provide continuous stress in the analysis domain and hence do not need any smoothing algorithms.

In order to study the performance of B-spline elements in near incompressible limit, the cantilever beam shown in Figure 6-14 is analyzed under plane strain conditions with a Poisson’s ratio as 0.4999999. Convergence analysis is performed by analyzing a series of models with increasing grid densities and the tip deflection is plotted in Figure 6-21 for bi-linear Lagrange elements in FEM and quadratic and cubic B-spline elements. It can be observed that bi-linear Lagrange elements undergo volumetric locking while B-spline elements converge to the
expected tip deflection. This example demonstrates that the B-spline elements do not undergo volumetric shear locking.

### 6.1.4 Square Plate with a Circular Hole

The performance of quadratic and cubic B-spline elements in regions of stress concentration is studied in this example. An infinite plate with a central circular hole as shown in Figure 6-22 is considered for this analysis. The plate is subjected to uniform unit traction ($\sigma = 1$) along the $x$ axis at infinity. The exact solution for this problem is shown in Eq. (6-5) (Sokolnikoff, 1956). Symmetry of the problem is exploited to model only a quadrant of the analysis domain. The radius of the hole is chosen to be 1 ($a = 1$) and length and width of the plate is chosen to be 4 ($l = w = 4a$). The exact solution is used to compute the tractions on the traction boundaries (right and top boundaries) and symmetry boundary conditions are applied on the bottom and left edges while the inner edge is traction free.

$$
\sigma_x = \sigma \left[ 1 - \frac{a^2}{r^2} \left( \frac{3}{2} \cos 2\theta + \cos 4\theta \right) + \frac{3a^4}{2r^4} \cos 4\theta \right] \quad (6-5a)
$$

$$
\sigma_{xy} = \sigma \left[ -\frac{a^2}{r^2} \left( \frac{1}{2} \sin 2\theta + \sin 4\theta \right) + \frac{3a^4}{2r^4} \sin 4\theta \right] \quad (6-5b)
$$

$$
\sigma_y = \sigma \left[ -\frac{a^2}{r^2} \left( \frac{1}{2} \cos 2\theta - \cos 4\theta \right) + \frac{3a^4}{2r^4} \cos 4\theta \right] \quad (6-5c)
$$

$$
u = \frac{1+\nu}{E} \sigma \left[ -\frac{1}{1+\nu} r \cos \theta + \frac{2}{1+\nu} \frac{a^2}{r} \cos \theta + \frac{1}{2} \frac{a^2}{r^3} \cos 3\theta - \frac{1}{2} \frac{a^4}{r^4} \cos 3\theta \right] \quad (6-5d)
$$

$$
v = \frac{1+\nu}{E} \sigma \left[ -\frac{\nu}{1+\nu} r \sin \theta - \frac{1-\nu}{1+\nu} \frac{a^2}{r} \sin \theta + \frac{1}{2} \frac{a^2}{r^3} \sin 3\theta - \frac{1}{2} \frac{a^4}{r^4} \sin 3\theta \right] \quad (6-5e)
$$

The typical analysis models used for convergence analysis along with the contour plot of stresses are shown in Figure 6-23 and Figure 6-24. The error analysis for this problem is
performed by computing the $L_2$ errors and energy errors for a series of models with varying grid densities. For comparison purposes, errors are also computed for a series of models with FE Q4 (bi-linear) and FE Q9 (bi-quadratic) elements. The plot for $L_2$ error is shown in Figure 6-25 and plot for energy error is shown in Figure 6-26. Cubic B-spline elements perform much better than the quadratic B-spline elements and FE elements. For a given number of nodes, the errors for B-splines are far smaller when compared to the traditional finite elements.

Figure 6-27 shows comparison with the analytical solution along the line $\theta = \frac{\pi}{2}$. It can be observed that cubic B-spline element computes the stress concentration factor as 3.06 which is very close to the theoretical value of 3.0.

### 6.1.5 Thick Cylinder with Internal Pressure

A hollow thick walled cylinder of internal radius 0.3in and external radius 0.5in is modeled as shown in Figure 6-28 and for analysis purpose only a quarter of the cylinder is used. The Dirichlet boundary conditions are applied on the straight edges of the quarter such that radial displacement is allowed while tangential displacement is restricted. The inner curved edge is subjected to a pressure of 500 psi. The material is assumed to be made of steel with a modulus of elasticity as $30 \times 10^6$ psi and a Poisson’s ratio of 0.3. The analytical solution is obtained from the governing differential equations for displacements, strains and stresses in a thick walled cylinder with open ends (Boresi et.al. 2003). The displacements and stresses as a function of radial position $r$ is:

$$u_r = \frac{r}{E(b^2-a^2)} \left[ (1-\nu)pa^2 + \frac{(1+\nu)pa^2b^2}{r^2} \right]$$

(6-6a)
This example demonstrates the capability of the Implicit Boundary Method to impose zero essential boundary conditions in a non-conforming structured grid. The Dirichlet functions are constructed such that they vanish on the boundaries where essential boundary conditions are specified. The displacement solution for the radial displacement is shown in Figure 6-29 and Figure 6-30.

In order to verify the accuracy of solution along the line AB, comparison of analytical solution and the computed solution for radial displacements is shown in Figure 6-31. The comparison of radial and tangential stresses is shown in Figure 6-32 and Figure 6-33. It can be observed that the solutions obtained by both quadratic and cubic B-spline elements match closely with analytical solution for displacement, radial and tangential stresses. Furthermore, the stresses computed by B-spline elements are continuous across the element boundaries. This example demonstrates that B-spline elements provide smooth and accurate solutions for stresses as well as displacements with B-spline elements.

### 6.1.6 Steady State Heat Transfer Analysis

A series of pipes carrying hot fluids are arranged in a block to enable heat transfer as shown in Figure 6-34. Each set of alternate pipes carry fluid with temperatures 80°C and 50°C. The surfaces of the block are exposed to air with ambient temperature of 30°C. The heat transfer takes place due to conduction between the pipes and the block and due to convection from the
ambient air and the surfaces of the block. The conduction coefficient of the block is assumed to be $0.3 \, \text{W/m}^\circ\text{C}$ and the natural convection coefficient is taken to be $15 \, \text{W/m}^2 \, \circ\text{C}$.

This problem is analyzed as a steady state heat transfer along with convection. Symmetry of the problem is exploited to model only a quarter as shown in Figure 6-34 (b). The Dirichlet functions for this problem are constructed such that they vanish at the curved edges and are unity inside the domain. The contour plot for Dirichlet function is shown in Figure 6-35.

This problem demonstrates the imposition of non-zero Dirichlet boundary conditions and the boundary value function is constructed such that it takes the value of imposed boundary values at the curved edges and the contour plot of the boundary value function is plotted in Figure 6-36. The boundary value function takes on the imposed values at the curved edges and smoothly vanishes to zero in the interior of the domain.

For validating the solution obtained by Implicit Boundary Method using B-spline elements, the solution is compared with the solution obtained by FE using ABAQUS package. The contour plot of the temperature distribution in the entire domain is shown in Figure 6-37, Figure 6-38 and Figure 6-39. It can be observed that the solution obtained using cubic B-spline elements has similar patterns when compared to FEM solution using bi-linear Lagrange elements. The temperature distribution along the line AB is plotted in Figure 6-40. The comparison of plots show that the temperature distribution matches exactly with the solution obtained by FEM.

6.1.7 Analysis of a 3D Clamp

The clamp shown in Figure 6-41 is modeled using a three-dimensional model with 8-node hexahedral elements and B-spline elements to demonstrate some advantages of using a structured grid with undistorted elements. The structure is clamped on one end while the other end is
subjected to traction in the Y direction. Traction of 10000 Pa is applied on the flat face as shown in Figure 6-41. The Young’s modulus is assumed to be 200 GPa while the Poisson’s ratio is taken as 0.3.

This problem is analyzed using both Implicit Boundary Method (IBFEM) and using traditional finite element software (ABAQUS). Convergence analysis for this problem was performed by computing strain energy for a series of models with varying mesh densities as plotted in Figure 6-42. The plot is shown on semi-log scale, where the x-axis represents the number of nodes and the y-axis represents the strain energy. As the number of nodes increases both methods converge to the same solution. However, in this example, the Implicit Boundary Method provides a better estimate of the strain energy using fewer nodes and elements when cubic B-spline elements are used. For small number of elements, it is harder to accurately represent the geometry without having elements that are distorted in the finite element mesh, whereas the structured grid has regular shaped elements regardless of the grid density.

The contour plot for the bending stresses is plotted in Figures 6-43, 6-44 and 6-45 using FEM, Implicit Boundary Method with linear Lagrange elements and cubic B-spline elements respectively. The results obtained using Implicit Boundary Method and relatively coarse grid is able to give an answer that is close to the answer obtained by a higher density FEM mesh.

6.1.8 Analysis of a 3D Rib Structure

A 3D rib structure shown in Figure 6-46 is used to study the performance of B-spline elements and tri-linear Lagrange hexahedral elements. A constant pressure loading of 1000 Pa is applied on the top surface and one end of the structure is clamped as shown in Figure 6-46. The material of the structure is assumed to be steel with modulus of elasticity $E = 200 GPa$ and Poisson’s ratio $\nu = 0.3$. The geometry of the structure is quite complex and meshing with regular
hexahedral elements is difficult, so finite element models with linear tetrahedral meshes are used as benchmark solutions.

A sequence of models with varying grid densities is modeled and strain energy is computed for each model and the convergence in strain energy is plotted for FEM tetrahedral elements, Implicit Boundary Method linear hexahedral elements and cubic B-spline elements is plotted in Figure 6-47.

It can be observed that the strain energy obtained by the sequence of models converge to the same strain energy value. In order to validate the computed stress distribution obtained by linear hexahedral elements and B-spline elements, the contour plots of the normal stress distributions is plotted in Figures 6-48, 6-49 and 6-50. It can be observed that the stress distribution matches closely with the one obtained by FEM.

**6.1.9 Analysis of a 3D Dial Bracket**

A 3D dial bracket structure shown in Figure 6-51 is used to study the performance of B-spline elements and linear hexahedral elements. A constant pressure loading of 1000 Pa is applied on the top flat surface and the bottom flat surface of the structure is constrained. The material of the structure is assumed to be steel with modulus of elasticity $E = 200 \text{GPa}$ and Poisson’s ratio $\nu = 0.3$.

The geometry of the structure is quite complex and meshing with regular hexahedral elements is difficult, so finite element models with quadratic and linear tetrahedral meshes are used as benchmark solutions. Convergence analysis is performed in terms of strain energy and the results are plotted in Figure 6-52. It can be seen that the solutions obtained by B-spline elements converge to the solution obtained from very dense FE model and the number of nodes needed to reach a convergent solution for B-spline elements is significantly smaller as compared
to the traditional tetrahedral (linear, quadratic) elements. The contour plots of bending stresses are shown in Figures 6-53, 6-54 and 6-55. It can be observed that stress distribution obtained by the Implicit Boundary Method shows similar pattern as with the finite element solutions. This example demonstrates the ease of constructing regular grid for complicated 3D geometries without compromising the quality of solution.

6.2 Validation of Solution Structure for Micromechanics

6.2.1 Square Plate with Circular Inclusion

This example demonstrates the validity of the solution structure for treatment of material discontinuity. A circular inclusion of volume fraction $v_f = 0.47$ as shown in Figure 6-56 is used for analysis in this example. The matrix has material properties $E_m = 68.3\, \text{GPa}$ and $\nu_m = 0.3$ and the fiber has material properties $E_f = 379.3\, \text{GPa}$ and $\nu_f = 0.1$ and plane stress idealization is used. The solution obtained by Implicit Boundary Method (IBFEM) is compared with the solution obtained by FEM using ABAQUS software.

The contour plot of $\sigma_x$ is shown in Figures 6-57 and 6-58 and it can be observed that the stress pattern as computed by FEM matches closely with the stress pattern as computed by IBFEM. The maximum and minimum values for the stresses also match very closely.

Convergence analysis is performed by analyzing a sequence of models and the error in strain energy is plotted in Figure 6-59. The solution from a highly dense FE model with 12001 quadratic quadrilateral elements is used to as an exact solution for convergence analysis. The strain energy from the dense FE model was computed to be $4.273020946 \times 10^{-6}$ and the error in strain energy for a given grid density is computed as the difference in computed strain energy and this value. It can be observed that the solution converges as the error approaches to zero when the grid density is increased.
The comparison of $u_z$ along the line is shown in Figure 6-60. It can be observed that the displacement solution obtained by IBFEM matches exactly with the FEM solution. A slope discontinuity can be observed at the inclusion boundary. Figure 6-61 shows the line plots $\sigma_x$ and $\sigma_y$ along the line AB and Figure 6-62 shows the comparison of $\varepsilon_x$ and $\varepsilon_y$. It can be observed that the solution for both stresses and strains match exactly with the FEM solution. The discontinuity in stress and strain can be observed at the inclusion interface.

6.2.2 Determination of Effective Properties of a Fiber Reinforced Composite

2D model. In this example a two-dimensional model is used for computation of effective properties of a Boron-Aluminum fiber reinforced composite with volume fraction of 0.47. For determining the effective properties in the transverse directions, a plane strain assumption is used. In order to determine the homogenized material properties in the longitudinal direction, a generalized plane strain model (Li and Lim, 2005) is used. The homogenized shear properties in the longitudinal direction are determined by using a longitudinal shear loading model with one degree of freedom in the longitudinal direction is used. This assumption results in non-zero shear strains in z-y and z-x directions only while all other strain and stress components are identically zero.

The results obtained by IBFEM are compared with the results available in literature (Sun and Vaidya, 1996, Sun and Chen, 1990, Chamis, 1984 and Whitney, 1966). The periodic boundary conditions shown in Table 5-1 are used for analysis. The average stresses for each case are tabulated in Table 6-1. Figures 6-63, 6-64 and 6.65 show the stress distribution for various cases with the deformed shape. The effective properties are computed by using the average stresses and strains and are compared in Table 6-2. It can be observed that the effective
properties determined by the current method match very closely with the effective elastic constants as reported in literature.

**3D model.** In this example a three-dimensional model is used for computation of effective properties of the fiber reinforced composite. The results obtained by three-dimensional analysis are compared with the results available in literature. The periodic boundary conditions shown in Table 5-1 are used for analysis. The average values of stresses and strains are tabulated in Table 6-3, and the effective elastic constants that are determined by the 3D model are tabulated in Table 6-2. It can be observed that the effective properties determined by 3D model matches very closely with the ones determined by 2D model and with the ones available in literature. Figures 6-66, 6-67 and 6-68 show the stress distribution for various cases.

### 6.3 Validation of Solution Structure for Grid Refinement

The local grid refinement technique presented in chapter 3 is validated in this section. The first example demonstrates the validity of solution structure for grid refinement by solving the problem with a linear displacements and constant stress and strain as exact solution. In order to demonstrate the performance of the refinement technique in the regions of stress concentrations, the classic problem of square plate with a circular hole is solved and the convergence of the solution structure is demonstrated in the second example.

#### 6.3.1 Application of Grid Refinement to Constant Stress Problem

In this example, the validity of solution structure for grid refinement is demonstrated. A rectangular plate with a uniform traction on one end as shown in Figure 6-1 is analyzed in this example. Only a quarter of the plate is modeled because of symmetry, and the exact solution for this problem is shown in Eq. (6-1).

The solution structure presented in chapter 3 for local grid refinement is used in a recursive fashion to get multiple levels of refinement. Figure 6-69 shows the contour plot of X-
displacements using bi-linear Lagrange elements and Figure 6-70 shows the contour plot of Y-displacements. It can be observed that the refinement is done for three levels and the exact solution is obtained without degrading the quality of the solution.

It can be observed that at the first level and second levels of refinement, the central element is subdivided into 3x3 elements and at the third level of refinement, the central element is subdivided into 2x2 elements. It is to be noted that in hierarchical refinement, each element can be subdivided only into 2x2 elements, while the method presented in this dissertation does not have this limitation. The contour plots for X and Y displacements are shown in Figures 6-71 and 6-72 and it can be observed that for three levels of refinement, the solution is exactly represented.

6.3.2 Stress Concentration Problem

This example involves the study of the performance of solution structure for local grid refinement in the regions of stress concentration. An infinite plate with a central circular hole as shown in Figure 6-73 is considered for this analysis. The plate is subjected to uniform unit traction ($\sigma_x = 1$) along the x-axis at infinity. Symmetry of the problem is exploited to model only a quadrant of the analysis domain. The radius of the hole is chosen to be 1 ($a = 1$) and length and width of the plate is chosen to be 5 ($l = w = 5a$). The exact solution as shown in Eq. (6-5) is used to compute the tractions on the traction boundaries (right and top boundaries) and symmetry boundary conditions are applied on the bottom and left edges while the inner edge is traction free.

Bi-linear Lagrange elements and cubic B-spline elements are used in this study and convergence analysis is performed to demonstrate the convergence capabilities of the solution structure. Figure 6-74 shows the contour plot of the X-stress with 4 levels of refinement using a
bi-linear Lagrange elements and it can be observed that the stress concentration factor is computed as 2.916 which is close to the exact value of 3.0 but not exact. Figure 6-75 shows the contour plot of $\sigma_x$ using cubic B-spline elements for 2 levels of refinement. It can be observed that very accurate solution is obtained by cubic B-spline approximations with relatively less number of elements.

Convergence analysis is performed for this problem and Figure 6-76 shows the plot of errors in $L_2$ norm and Figure 6-77 shows the plot of energy error norm. It can be observed that in both the plots that the solution obtained with the local grid refinement solution structure converges and the error approaches to zero when the levels of refinement are increased. The B-spline elements converge faster as compared to Lagrange elements and hence very accurate solutions are obtained by B-spline approximations with relatively less number of elements.

The proposed solution structure is capable of using a mix of Lagrange and B-spline elements in a given model. In order to test this, the stress concentration problem is modeled using bi-linear Lagrange elements for the coarsest mesh and for the first level of refinement and the second level of refinement is done using cubic B-spline elements. The contour plot for $\sigma_x$ is shown in Figure 6-78. It can be observed that very accurate solution is obtained by using a mix of Lagrange and B-spline elements and the stress concentration factor is computed to be 3.009 which is very close to the analytical solution of 3.0.
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Figure 6-68. Plot of stresses for cases 5 and 6 for 3D model (A) Plot of $\tau_{31}$ shear stress for Case 5 and (B) Plot of $\tau_{12}$ shear stress for Case 6.
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Figure 6-78. Contour plot of $\sigma_x$ for local refinement using Q4 and cubic B-spline elements
<table>
<thead>
<tr>
<th>Case</th>
<th>Unit</th>
<th>( \sigma_{11}(GPa) )</th>
<th>( \sigma_{22}(GPa) )</th>
<th>( \sigma_{33}(GPa) )</th>
<th>( \tau_{23}(GPa) )</th>
<th>( \tau_{31}(GPa) )</th>
<th>( \tau_{12}(GPa) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>( \varepsilon_{11} = 1 )</td>
<td>230.84</td>
<td>41.14</td>
<td>41.14</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>( \varepsilon_{22} = 1 )</td>
<td>40.35</td>
<td>161.20</td>
<td>46.22</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>( \varepsilon_{33} = 1 )</td>
<td>40.35</td>
<td>46.22</td>
<td>161.20</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>( \gamma_{23} = 1 )</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>46.07</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>( \gamma_{31} = 1 )</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>54.44</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>( \gamma_{12} = 1 )</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>54.44</td>
</tr>
</tbody>
</table>
Table 6-2. Comparison of effective properties

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_1(GPa)$</td>
<td>214.83</td>
<td>214.85</td>
<td>215</td>
<td>214</td>
<td>214</td>
<td>215</td>
</tr>
<tr>
<td>$E_2(GPa)$</td>
<td>144.07</td>
<td>143.85</td>
<td>144</td>
<td>135</td>
<td>156</td>
<td>123</td>
</tr>
<tr>
<td>$E_3(GPa)$</td>
<td>144.07</td>
<td>143.85</td>
<td>144</td>
<td>135</td>
<td>156</td>
<td>123</td>
</tr>
<tr>
<td>$G_{23}(GPa)$</td>
<td>46.07</td>
<td>45.97</td>
<td>45.9</td>
<td>-</td>
<td>43.6</td>
<td>-</td>
</tr>
<tr>
<td>$G_{13}(GPa)$</td>
<td>54.44</td>
<td>54.35</td>
<td>57.2</td>
<td>51.1</td>
<td>62.6</td>
<td>53.9</td>
</tr>
<tr>
<td>$G_{12}(GPa)$</td>
<td>54.44</td>
<td>54.35</td>
<td>57.2</td>
<td>51.1</td>
<td>62.6</td>
<td>53.9</td>
</tr>
<tr>
<td>$\nu_{23}$</td>
<td>0.25</td>
<td>0.25</td>
<td>0.29</td>
<td>-</td>
<td>0.31</td>
<td>-</td>
</tr>
<tr>
<td>$\nu_{13}$</td>
<td>0.20</td>
<td>0.19</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$\nu_{12}$</td>
<td>0.20</td>
<td>0.19</td>
<td>0.19</td>
<td>0.19</td>
<td>0.20</td>
<td>0.19</td>
</tr>
<tr>
<td>Case</td>
<td>Unit Strain</td>
<td>$\sigma_{11}$ (GPa)</td>
<td>$\sigma_{22}$ (GPa)</td>
<td>$\sigma_{33}$ (GPa)</td>
<td>$\tau_{23}$ (GPa)</td>
<td>$\tau_{13}$ (GPa)</td>
</tr>
<tr>
<td>------</td>
<td>-------------</td>
<td>----------------------</td>
<td>----------------------</td>
<td>----------------------</td>
<td>------------------</td>
<td>------------------</td>
</tr>
<tr>
<td>1</td>
<td>$\varepsilon_{11} = 1$</td>
<td>230.57</td>
<td>40.34</td>
<td>40.34</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>$\varepsilon_{22} = 1$</td>
<td>40.35</td>
<td>160.93</td>
<td>46.25</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>$\varepsilon_{33} = 1$</td>
<td>40.35</td>
<td>46.25</td>
<td>160.93</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>$\gamma_{23} = 1$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>45.98</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>$\gamma_{13} = 1$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>54.37</td>
</tr>
<tr>
<td>6</td>
<td>$\gamma_{12} = 1$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>
7.1 Conclusions

In this dissertation, finite elements based on uniform B-spline basis defined over a structured grid are constructed to obtain solutions with continuous gradients throughout the analysis domain. Finite elements are developed using quadratic and cubic B-spline basis for problems in both two and three dimensions. B-spline basis do not satisfy Kronecker-delta property and hence Implicit Boundary Method is extended for using B-spline basis and for applying essential boundary conditions. Solution structures are developed using the approximate Heaviside step functions based on the implicit equations of the essential boundaries to impose essential boundary conditions. The weak form for linear elasticity and steady state heat transfer was modified using this solution structure such that essential boundary conditions are automatically imposed. Methods were developed for efficiently and accurately evaluating the terms involved in the modified weak form in the limit as the approximate Heaviside step functions approach the exact Heaviside step functions.

The primary motivation for the method is the desire to obtain continuous gradients in the entire analysis domain using B-spline basis on a structured grid. The B-spline elements studied in this work exhibited good convergence behavior and the comparison with traditional FEM solutions showed that very accurate solutions can be obtained with relatively fewer nodes. The performance of B-spline elements does not degrade with increasing aspect ratio of the elements and one element can be used to compute accurate solutions for beam like structures. Although B-spline basis is used in this work to achieve continuous stress and strains, the method is quite general and can be applied to other basis functions which may or may not satisfy Kronecker-
delta property such as Lagrange interpolations and Moving Least Squares approximation used in many meshless methods.

An added advantage of the current method is the elimination of the mesh generation process during the preprocessing stage of the design cycle. Generating a uniform structured grid that encloses the geometry is easier than to generate a conforming mesh, furthermore all the elements used in the analysis are regular and undistorted unlike traditional FEM and hence problems associated with distorted elements are eliminated. As shown through several examples in the dissertation, models with fewer elements can be used for getting accurate solutions. In addition, the method would enable design engineers to perform analysis directly using solid models instead of first generating a mesh and then applying boundary conditions on the mesh, hence resulting in significant savings in pre-processing time. Another advantage of this method is that all internal elements have the same stiffness matrix resulting in significant reduction in computation required to determine the global stiffness matrix.

The Implicit Boundary Method is extended for analysis of micromechanical analysis by developing a solution structure for treatment of material discontinuity in a structured grid framework. A technique for imposing multipoint constraints based on the technique for imposition of multipoint constraints in traditional FEM is presented. This approach is used for modeling an inclusion in a matrix and convergence analysis is performed to validate the solution structure. Lagrange interpolations are used for performing micromechanical analysis to determine effective properties of fiber reinforced composites and it has been shown that the solution structure presented in this work has good convergence properties and is capable of determining the effective elastic constants with very good accuracy in both two and three
dimensions. This method holds the potential for determining effective properties of complicated microstructures using structured grids for each inclusion and a structured grid for matrix.

The Implicit Boundary Method is extended for local grid refinement by constructing a solution structure based on approximate Heaviside step functions of the coarse/refined grid boundary. This solution structure is validated by analyzing the classical stress concentration problem. Convergence analysis shows that the solution structure has good convergence capabilities. In traditional adaptive techniques, multiple types of approximations (e.g., combination of Lagrange and B-spline approximations) is difficult to use, but with the proposed solution structure, it has been demonstrated that multiple types of approximations can be used. Using higher order elements (B-spline elements) in the regions of stress concentration and lower order elements (Lagrange elements) far from the regions of stress concentrations makes the analysis computationally efficient and provides accurate solutions as demonstrated in the numerical examples.

7.2 Future Work

The B-spline elements developed in this dissertation are used for analysis of linear elastic and steady state heat transfer problems only. B-spline based elements can be extended for analysis of Kirchhoff plates, where the weak form requires $C^1$ continuous approximation space. The Implicit Boundary Method with B-spline approximations can be extending for other linear analysis types like electro-static and magneto-static problems, non-linear analysis like large elastic deformations and elasto-plastic deformations, fracture mechanics and contact mechanics.

The solution structure for material discontinuity can further be used to compute effective properties of complicated microstructures and for performing damage analysis of composites. The method can further be extended to incorporate B-spline approximations.
The solution structure for adaptive refinement can be extended for performing analysis of 3D problems. The h-, p- and k- adaptivity can be incorporated into this method. B-spline basis provides a convenient methodology for raising the order and continuity of the approximation space, this property can be used to enable k-adaptivity and can also be used for k-version FEM.
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