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Underwater travel is greatly limited by the speed that can be attained by the vehicles. Usually, the maximum speed achieved by underwater vehicles is about $40 \mathrm{~m} / \mathrm{s}$. Supercavitation can be viewed as a phenomenon that would help us to break the speed barrier in underwater vehicles. The idea is to make the vehicle surrounded by water vapor while it is traveling underwater. Thus, the vehicle actually travels in air and has very small skin friction drag. This allows it to attain high speeds underwater. Supercavitation is a phenomenon which is observed in water. As the relative velocity of water with respect to the vehicle increases, the pressure decreases and subsequently it evaporates to form water vapor. Supercavitation has its drawbacks. It is really hard to control and maneuver a supercavitating vehicle. The first part of this work deals with modeling of a supercavitating torpedo. Nonlinear equations of motion are derived in detail. The latter part of the work deals with finding a controller to maneuver the torpedo. A controller is obtained by LQR synthesis. For the synthesis, it is assumed that the cavity is fixed and the torpedo is situated symmetrically in the cavity. The robustness analysis of the LQR controllers is carried out
by calculating the gain and phase margins. Simulations of the response for a perturbed system also have been studied.

## CHAPTER 1 INTRODUCTION

Achieving high speeds is an important issue for underwater vehicles. Even the common fastest underwater vehicles are restricted to travel at speeds around $40 \mathrm{~ms}^{-1}$. The reason for this restriction is the drag induced by skin friction. When a body moves in a fluid, a layer of the fluid clings to the surface of the body and is dragged with it. This interaction causes high drag forces on the body and is commonly termed skin friction drag. The drag force in water, unlike air, is dominated by skin friction drag as compared to other sources such as pressure drag. Over the years, extensive research has been done to boost the speed of underwater vehicles. However, most of the studies were mainly focused on streamlining the bodies and improving their propulsion systems. Even though these have proven to give advancements in speed, there has not been a considerable reduction in skin friction drag. In the late 1970's, the Russian Navy was able to engineer a torpedo, the Shkval (squall) [1], that achieved a speed over $80 \mathrm{~ms}^{-1}$. This phenomenal improvement in speed was made possible by supercavitation. The idea was to envelop the torpedo in a gas so that it has little contact with water. The Shkval was able to achieve a tremendous reduction in skin friction drag and exhibit high speed.

### 1.1 Cavitation

As the speed of an underwater vehicles increases, i.e., as the relative velocity of water with respect to the vehicle increases, the pressure decreases. The speed can be increased to the point the pressure goes below the vapor pressure of water and then bubbles of water vapor are formed. This process is known as cavitation. Cavitation is mostly observed at sharp corners of a body where the speed can reach high magnitudes. A classic example for cavitation is at the tip of propellers, like the one shown in Figure 1.1. Since the propeller
is rotating at high speed, the relative velocity at the tips is high enough so that water at the tips vaporizes. Cavitation has been extensively researched, but remains a challenge for underwater vehicles.


Figure 1.1 Tip Vortex Cavitation [2]
Cavitation can be harmful in many cases. The cavitation region is usually turbulent. When the cavitation is not steady, the pressure drop is momentary and very quickly the cavitation bubble encounters a region of high pressure that forces the bubble to collapse like a tiny bomb. This collapse causes high levels of noise and also may cause considerable damage to the surface of the body.

Figure 1.2 shows the various stages of formation of cavity. It shows a bullet-like body traveling in water at high speed. The cavitation starts as vapor bubbles near the region of high relative velocity. As the speed is further increased, the bubbles merge to form a large area of vapor. On further increase in speed, the whole of the body is covered in vapor. This stage is called the supercavitation. At this point, the condition is similar to traveling in air. The skin friction drag is tremendously reduced, and thus high speed can be attained in this phase.

### 1.2 Types of Supercavitating Projectiles

The first version of the Russian Shkval was a crude supercavitating vehicle. It was unguided and had a small range of about 5 miles. Now, there are various advanced forms of supercavitating bodies. One class of supercavitating bodies, called RAMICS (Rapid


Figure 1.2 Formation of Cavity [3]
Airborne Mine Clearance System), is a helicopter-borne weapon that destroys surface and near-surface marine mines by firing supercavitating rounds at them. These are small bulletlike, flat nosed projectiles that are designed to travel stably through air and water. As the RAMICS can produce a cavitation bubble, they can travel at high speed underwater and can pierce the mines to destroy them. As they are fired from a distance in air, they need to be designed to travel in both phases. The RAMICS are better than conventional bullets, as conventional bullets are rapidly slowed down by drag in water.

Another kind of a supercavitating projectile is a sub-surface gun system using Adaptable High-Speed Undersea Munitions (AHSUM). These are supercavitating "kinetic-kill" bullets, fired from guns fitted under submerged hull of submarines. These sonar directed bullets would be used to intercept undersea missiles.

The RAMICS and AHSUM are uncontrolled small range supercavitating projectiles. The next level of supercavitating projectiles is larger torpedoes, with higher speeds and longer range. These vehicles are much more complex. They require the design of a launch station. They require detailed studies of hydrodynamics, acoustics, guidance and control, propulsion, etc. Even if the vehicle is designed to be an uncontrolled torpedo, it is still a challenge to produce and maintain a cavity around the vehicle. The cavity is usually produced by the nose of the vehicle, which is specially shaped for the purpose. The nose is called a cavitator. The cavitator may not be sufficient to produce the cavity. Thus air can be blown at the nose and various sections of the body so as to maintain and produce the
cavity. Figure 1.3 shows a supercavitating torpedo traveling underwater. It can be seen that the whole of its body is enveloped by a cavity. This is the kind of vehicle that has been studied in this work.


Figure 1.3 Supercavitating Vehicle [1]

### 1.3 Related Research

Research in the field of supercavitation has been going on from the early 1900's. But earlier research was aimed at reduction of cavitation so as to reduce noise and body damage. In the 90 's the focus shifted to exploiting the effects of supercavitation.

The work shown in May [4] has an extensive collection of experimental data for variation of forces on various supercavitating shapes. Coefficients of lift and drag are plotted with the variation of cavitation number for shapes like disks, cones, ogives and wedges. The work done in this research makes use of a CFD database provided in Fine [5]. This database has values for coefficients of lift and drag for conical cavitators, which are functions of the half angle of the cone and the angle of attack. This database also has coefficients of lift and drag for wedges, which are functions of wetted surface of the wedge, angle of attack and sweepback angle (we discuss the definition of these geometric quantities such as the angle of attack and half angle later in this thesis). This information is useful to calculate the forces on fins of the torpedo.

In late 90 's a lot of research has been done on the dynamics of supercavitating vehicles. Work shown in Kulkarni and Pratap [6] and Rand et al. [7] deals with studying dynamics of uncontrolled supercavitating projectiles. A dynamic model for RAMICS and AHSUM has been developed. It is shown that these projectiles rotate inside the cavity. This rotation leads to impacts between the tail of the projectile and the cavity wall. The frequency of the
impact increases with time. These projectiles are very short range and have a small time of flight, on the order of a few seconds.

The work shown in Dzielski and Kurdila [8] focuses on the formulation of a control problem for a supercavitating torpedo. A dynamical model for a fin controlled torpedo has likewise been developed. The model also includes a formulation for the cavity. It is observed that the weight of the body forces it to skip inside the walls of the cavity and the vehicle is unstable. A control system is designed for the torpedo and results of closed-loop simulations have been presented.

### 1.4 Overview of this Thesis

This work aims at formulating the control design for a supercavitating torpedo. Equations of motion for the torpedo are derived, and linear control methodologies are applied for pitch and roll control of the torpedo. The main purpose of this work is to analyze these controllers and ascertain their robustness to various errors and uncertainties.

Chapter 2 of this thesis briefly describes the configuration of the supercavitating torpedo for which the equations of motion have been developed.

A detailed derivation of the equations of motion for the torpedo has been carried out in Chapter 3. Various reference frames have been used to obtain the kinematic equations of the torpedo. Dynamic equations are derived using Newton's Laws. Various forces experienced by different regions of the torpedo have been explained.

Chapter 4 describes linearization of the equations of motion using small disturbance theory. Numerical methods are used for this purpose. It is observed that the linearization for a simple trim can be very complicated.

Chapter 5 describes the control synthesis for the torpedo. Open-loop dynamics are shown. The closed-loop problem and various constraints on the torpedo have been stated.

Chapter 6 formulates a Linear Quadratic Regulator (LQR) control design for the torpedo. Controllers for pitch and roll rate control of the torpedo are obtained. The results for linear closed-loop system and a perturbed liner system have been shown.

The results for pitch and roll rate control for the nonlinear closed-loop system have been presented in Chapter 7. The simulations for a perturbed system model also have been presented.

## CHAPTER 2 CONFIGURATION OF VEHICLE

Although supercavitation can be a very helpful phenomenon, it presents significant challenges in modeling and control of supercavitating vehicles. As a significant portion of the vehicle is located in the cavity, the control, guidance and stability of the vehicle has to be managed by very small regions in front and aft of the vehicle. Also generation of the cavity can be a significant problem. The major problems associated with the supercavitating vehicles may be summarized as:

- generation and maintenance of cavity
- balancing the weight of the vehicle
- control and guidance
- stability

Figure 2.1 is a figure of a supercavitating torpedo that is modeled in this work. The main parts of the torpedo are the cavitator in the front and the four fins in the aft portion. The cavitator is used to generate and maintain the cavity. The Cavitator and the four fins together are also used for control and stability of the vehicle.

### 2.1 Cavitator

The cavitator is the element that generates a cavity around the torpedo. Several types of cavitators, including cones, wedges and plates have been investigated [4]. This project will consider a conical cavitator as shown in Figure 2.1. The main parameter that defines


Figure 2.1 Supercavitating Vehicle [8]
a conical cavitator is its half-angle. The coefficients of lift and drag, as functions of halfangle, for the cavitator have been generated using CFD and tabulated in [5].

The cavitator in this model has one degree of freedom defined by a rotation angle about an axis perpendicular to its axis of symmetry. The shape and location of the cavity is a nonlinear function of this cavitator deflection angle and half angle of the cone. This shape determines the position where the cavity intersects the body of the vehicle. Thus, the amount of wetted area of the vehicle is dependent on these angles, which in turn determines the efficiency of supercavitation achieved.

As stated earlier, a large portion of the vehicle is in the cavity. The lift produced by the cavitator combined with the lift produced by the fins helps in balancing the weight of the body.

### 2.2 Fins

Although the cavitator is capable of providing enough lift to sustain the body in water, it does not usually provide sufficient forces and moments to stabilize and control the vehicle. For this purpose fins are required in the aft portion of the vehicle. The fins help in counteracting the moments produced by the cavitator and also providing some amount of lift to support the weight of the body. There are four fins placed symmetrically along the girth of the vehicle, near the tail. The fins also are the control surfaces, as they can provide differential forces, thus causing control moments. Two of the fins shown in Figure 2.2 are horizontal (placed parallel to the axis of rotation of cavitator), called elevators, are used to affect the longitudinal dynamics for the vehicle. The other two fins are called the rudders and are used to affect the lateral dynamics to the vehicle.

The fins have two degrees of freedom, a sweepback angle and an angle of rotation. These angles will be explained further in Chapter 3.

### 2.3 Maneuvering

The motion of the vehicle is controlled by all five control surfaces, the four fins and the cavitator. In a straight line motion the cavitator and the elevators balance the weight of the


Figure 2.2 Cavitator and Fins
vehicle. A propulsion force at the tail pushes the vehicle forward. The rudders usually have a zero deflection in such a case.

The vehicle depends on a bank-to-turn strategy for making a turn, and cannot use traditional missile strategies such as skid-to-turn. This dependence arises because the hull of the vehicle is incapable of providing a lift force. The fins are the main lift generating surfaces. A differential force from the fins can be used to generate a force towards the center of the turn.

## CHAPTER 3 NONLINEAR EQUATIONS OF MOTION

The dynamics of the torpedo, whose configuration was discussed in Chapter 2, can be mathematically formulated. A complete derivation of the equations of motion is given in this chapter. Section 3.1 deals with the setup of reference frames and derivation of the kinematic equations. The dynamic equations of motion are derived in Section 3.2.

### 3.1 Kinematic Equations of Motion

The definition of a suitable coordinate system and degrees of freedom is a precursor to any formulation of equations of motion. The derivation of the equations of motion of multi-body systems is highly simplified by defining various reference frames and relations between them. Appendix A describes briefly the concept of reference frames and rotation matrices. These concepts will be used extensively in the derivation of equations of motion.

The derivation of the equations of motion will be done in two parts. First, the kinematic equations will be derived. These include the formulation of the position vectors, velocities and accelerations of various points on the torpedo. Next, the dynamic equations will be derived. Finally, Newton's Laws yield the dynamic equations of motion.

### 3.1.1 Orientation of the Torpedo

Six degrees of freedom (DOF) are required to describe the position and orientation of the torpedo when it is considered a rigid body. Of these, three DOFs give the location of a point fixed on the torpedo. The other 3 DOFs give the orientation of the torpedo in a fixed reference frame. The position of the torpedo in a reference frame can also be obtained by the integration of its velocity in that reference frame.

The torpedo is assumed to be moving in an earth-fixed reference frame $E$, centered at any conveniently chosen point and described by the basis vectors $\left(\hat{e}_{1}, \hat{e}_{2}, \hat{e}_{3}\right)$. The earth-fixed


Figure 3.1 Body-fixed and Inertial Frames
reference frame is shown in Figure 3.1. The vector $\hat{e}_{3}$ points in the downward direction, i.e., the direction of the gravity. The vectors $\hat{e}_{1}$ and $\hat{e}_{2}$ are placed in the horizontal plane such that the basis vectors form a right-handed coordinate system. As shown in the figure, $\hat{e}_{1}$ points to the right and $\hat{e}_{2}$ points outside the plane of the paper. A body-fixed frame $B$ is defined by the basis vectors $\left(\hat{b}_{1}, \hat{b}_{2}, \hat{b}_{3}\right)$ so as to simplify the derivation of the equations of motion. The frame $B$ is centered at $O$, the center of gravity of the torpedo, and moves with the torpedo. The reference frame $B$ is shown in the Figure 3.1. It can be seen in Figure 3.2 that the torpedo has two planes of symmetry namely $\hat{b}_{1} \hat{b}_{2}$ and $\hat{b}_{1} \hat{b}_{3}$. The plane $\hat{b}_{1} \hat{b}_{3}$ is called the longitudinal plane and plane $\hat{b}_{1} \hat{b}_{2}$, the lateral plane.

Transformation from $\mathbf{E}$ to $\mathbf{B}$ can be achieved by 3 rotations. Many such sets of rotations are possible. The rotation steps chosen here are the Euler angles of rotation, which are the yaw, pitch and roll. As there are three rotations to be performed, two intermediate reference frames with basis vectors $\left(\hat{x}_{1}, \hat{x}_{2}, \hat{x}_{3}\right)$ and $\left(\hat{y}_{1}, \hat{y}_{2}, \hat{y}_{3}\right)$ will have to be introduced to perform the transformation. The rotations, to be performed in order, are listed below.

1. Rotate the frame $\mathbf{E}$ about $\hat{e}_{3}$ through a yaw angle, $\Psi$, to obtain the frame $\left(\hat{x}_{1}, \hat{x}_{2}, \hat{x}_{3}\right)$.
2. Rotate $\left(\hat{x}_{1}, \hat{x}_{2}, \hat{x}_{3}\right)$ about $\hat{x}_{2}$ through a pitch angle, $\Theta$, to obtain the frame $\left(\hat{y}_{1}, \hat{y}_{2}, \hat{y}_{3}\right)$.
3. Rotate $\left(\hat{y}_{1}, \hat{y}_{2}, \hat{y}_{3}\right)$ about $\hat{y}_{1}$ through a roll angle, $\Phi$, to obtain the frame $\mathbf{B}$.


Figure 3.2 Principle Planes of Symmetry for the Torpedo


Figure 3.3 Euler Angles of Rotation
Figure 3.3 shows the above rotations in order. Based on the above definition of rotations, the transformation matrix from $\mathbf{E}$ to $\mathbf{B}$ can be written as in equation 3.1.

$$
\begin{align*}
\left\{\begin{array}{l}
\hat{b}_{1} \\
\hat{b}_{2} \\
\hat{b}_{3}
\end{array}\right\} & =\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & C \Phi & S \Phi \\
0 & -S \Phi & C \Phi
\end{array}\right]\left[\begin{array}{ccc}
C \Theta & 0 & -S \Theta \\
0 & 1 & 0 \\
S \Theta & 0 & C \Theta
\end{array}\right]\left[\begin{array}{ccc}
C \Psi & S \Psi & 0 \\
-S \Psi & C \Psi & 0 \\
0 & 0 & 1
\end{array}\right]\left\{\begin{array}{l}
\hat{e}_{1} \\
\hat{e}_{2} \\
\hat{e}_{3}
\end{array}\right\} \\
& =\left[\begin{array}{ccc|}
C \Theta C \Psi & C \Theta S \Psi & -S \Theta \\
C \Psi S \Phi S \Theta-C \Phi S \Psi & S \Phi S \Theta S \Psi+C \Psi C \Phi & S \Phi C \Theta \\
C \Phi S \Theta C \Psi+S \Phi S \Psi & C \Phi S \Theta S \Psi-C \Psi S \Phi & C \Phi C \Theta
\end{array}\right]\left\{\begin{array}{l}
\hat{e}_{1} \\
\hat{e}_{2} \\
\hat{e}_{3}
\end{array}\right\}  \tag{3.1}\\
& =E \_B\left\{\begin{array}{l}
\hat{e}_{1} \\
\hat{e}_{2} \\
\hat{e}_{3}
\end{array}\right\}
\end{align*}
$$

### 3.1.2 Orientation of the Cavitator

As described earlier, the cavitator has only one degree of freedom. It can rotate in the longitudinal plane about an axis parallel to the $\hat{b}_{2}$ axis. The orientation of the cavitator-fixed axes with respect to the body fixed axes is shown in Figure 3.4.


Figure 3.4 Cavitator Reference Frame
The deflection of the cavitator is given by an angle, $\delta_{c}$, which is positive for a positive cavitator rotation about the $\hat{b}_{2}$ direction. The geometric center of rotation of cavitator is denoted by $\mathbf{P}$. CP is the center of pressure for the cavitator, which is at a distance $\Delta_{C P}$ from $\mathbf{P}$, along $\hat{c}_{1}$.

From Figure 3.4, the rotation matrix from $\mathbf{B}$ to cavitator fixed frame $\mathbf{C}$, can be written as in Equation 3.2.

$$
\left\{\begin{array}{c}
\hat{c}_{1}  \tag{3.2}\\
\hat{c}_{2} \\
\hat{c}_{3}
\end{array}\right\}=\left[\begin{array}{ccc}
C \delta_{c} & 0 & -S \delta_{c} \\
0 & 1 & 0 \\
S \delta_{c} & 0 & C \delta_{c}
\end{array}\right]\left\{\begin{array}{l}
\hat{b}_{1} \\
\hat{b}_{2} \\
\hat{b}_{3}
\end{array}\right\}
$$

### 3.1.3 Orientation of Fins

Figure 3.5 shows the orientation of the fin-fixed reference frames. For convenience, all the fin frames are indicated by basis vectors $\left(\hat{f}_{1}, \hat{f}_{2}, \hat{f}_{3}\right)$. In text they will be represented as $\left(\hat{f}_{1}, \hat{f}_{2}, \hat{f}_{3}\right)_{\text {fin }}$, where subscript fin corresponds to a particular fin.


Figure 3.5 Rudder and Fin Reference Frames
All the fins have 2 DOFs, namely the sweepback angle $\left(\theta_{f i n}\right)$ and the fin rotation $\left(\delta_{f i n}\right)$.
These can be defined as

- Sweepback angle $\left(\theta_{\text {fin }}\right)$ : This parameter is the angle of rotation of a fin about its $\hat{f}_{3}$ axis. The direction of rotation for positive sweepback is such that the fin is moved toward the rear portion of the torpedo. Due to this definition, the positive sweepback is along the negative $\hat{f}_{3}$ direction for all fins. Sweepback angle determines the amount of fin that is enveloped in the cavity.
- Fin Rotation $\left(\delta_{f i n}\right)$ : This parameter is the angle of rotation of the fin about its $\hat{f}_{2}$ axis, in positive the $\hat{f}_{2}$ direction. Fin rotation determines the magnitude and direction of the forces acting on the fins.

The order of rotation in the above case is important to obtain the correct equations. Sweepback has to be performed before fin rotation. An intermediate reference frame $\mathbf{G}$ with basis vectors $\left(\hat{g}_{1}, \hat{g}_{2}, \hat{g}_{3}\right)$ is introduced so as to simplify the derivation of rotation matrix from $\mathbf{B}$ to the fin coordinates. Sweepback aligns the fin-fixed frames with the intermediate frame $\mathbf{G}$ and then a fin rotation puts the fin frame in actual orientation with the fins. As the second rotation is identical in all cases, the transformation matrix from frame $\mathbf{G}$ to fin frame $\mathbf{F}_{\text {fin }}$ can be written as in Equation 3.3.

$$
\left\{\begin{array}{l}
\hat{f}_{1}  \tag{3.3}\\
\hat{f}_{2} \\
\hat{f}_{3}
\end{array}\right\}_{f i n}=\left[\begin{array}{ccc}
C \delta_{f i n} & 0 & -S \delta_{f i n} \\
0 & 1 & 0 \\
S \delta_{f i n} & 0 & C \delta_{f i n}
\end{array}\right]\left\{\begin{array}{l}
\hat{g}_{1} \\
\hat{g}_{2} \\
\hat{g}_{3}
\end{array}\right\}_{f i n}
$$

The rotation matrix for sweepback and the transformation matrices from $\mathbf{B}$ to $\mathbf{F}_{\text {fin }}$ frame for each of the fins can be derived easily, and are summarized below.

- Rudder 1 Figure 3.6 shows the sweepback and fin rotation for rudder 1. The matrices for transformation from $B$ to $R 1$ can be derived as in Equation 3.4 and Equation 3.5.

$$
\begin{align*}
& \left\{\begin{array}{l}
\hat{g}_{1} \\
\hat{g}_{2} \\
\hat{g}_{3}
\end{array}\right\}_{R 1}=\left[\begin{array}{ccc}
-C \theta_{R 1} & 0 & S \theta_{R 1} \\
-S \theta_{R 1} & 0 & -C \theta_{R 1} \\
0 & -1 & 0
\end{array}\right]\left\{\begin{array}{l}
\hat{b}_{1} \\
\hat{b}_{2} \\
\hat{b}_{3}
\end{array}\right\}  \tag{3.4}\\
& \left\{\begin{array}{l}
\hat{f}_{1} \\
\hat{f}_{2} \\
\hat{f}_{3}
\end{array}\right\}_{R 1}=\left[\begin{array}{ccc}
C \delta_{R 1} & 0 & -S \delta_{R 1} \\
0 & 1 & 0 \\
S \delta_{R 1} & 0 & C \delta_{R 1}
\end{array}\right]\left[\begin{array}{ccc}
-C \theta_{R 1} & 0 & S \theta_{R 1} \\
-S \theta_{R 1} & 0 & -C \theta_{R 1} \\
0 & -1 & 0
\end{array}\right]\left\{\begin{array}{l}
\hat{b}_{1} \\
\hat{b}_{2} \\
\hat{b}_{3}
\end{array}\right\} \tag{3.5}
\end{align*}
$$

- Rudder 2 Figure 3.7 shows the sweepback and fin rotation for rudder 2. The matrices for transformation from $B$ to $R 2$ can be derived as in Equation 3.6 and Equation 3.7.

$$
\begin{align*}
& \left\{\begin{array}{l}
\hat{g}_{1} \\
\hat{g}_{2} \\
\hat{g}_{3}
\end{array}\right\}_{R 2}=\left[\begin{array}{ccc}
-C \theta_{R 2} & 0 & -S \theta_{R 2} \\
-S \theta_{R 2} & 0 & C \theta_{R 2} \\
0 & 1 & 0
\end{array}\right]\left\{\begin{array}{l}
\hat{b}_{1} \\
\hat{b}_{2} \\
\hat{b}_{3}
\end{array}\right\}  \tag{3.6}\\
& \left\{\begin{array}{l}
\hat{f}_{1} \\
\hat{f}_{2} \\
\hat{f}_{3}
\end{array}\right\}_{R 2}=\left[\begin{array}{ccc}
C \delta_{R 2} & 0 & -S \delta_{R 2} \\
0 & 1 & 0 \\
S \delta_{R 2} & 0 & C \delta_{R 2}
\end{array}\right]\left[\begin{array}{ccc}
-C \theta_{R 2} & 0 & -S \theta_{R 2} \\
-S \theta_{R 2} & 0 & C \theta_{R 2} \\
0 & -1 & 0
\end{array}\right]\left\{\begin{array}{l}
\hat{b}_{1} \\
\hat{b}_{2} \\
\hat{b}_{3}
\end{array}\right\} \tag{3.7}
\end{align*}
$$



Figure 3.6 Rudder 1 Fin Reference Frames


Figure 3.7 Rudder 2 Fin Reference Frames

- Elevator 1 Figure 3.8 shows the sweepback and fin rotation for Elevator 1. The matrices for transformation from $B$ to $E 1$ can be derived as in Equation 3.8 and Equation 3.9.

$$
\begin{align*}
& \left\{\begin{array}{l}
\hat{g}_{1} \\
\hat{g}_{2} \\
\hat{g}_{3}
\end{array}\right\}_{E 1}=\left[\begin{array}{ccc}
-C \theta_{E 1} & -S \theta_{E 1} & 0 \\
-S \theta_{E 1} & C \theta_{E 1} & 0 \\
0 & 0 & -1
\end{array}\right]\left\{\begin{array}{l}
\hat{b}_{1} \\
\hat{b}_{2} \\
\hat{b}_{3}
\end{array}\right\}  \tag{3.8}\\
& \left\{\begin{array}{l}
\hat{f}_{1} \\
\hat{f}_{2} \\
\hat{f}_{3}
\end{array}\right\}_{E 1}=\left[\begin{array}{ccc}
C \delta_{E 1} & 0 & -S \delta_{E 1} \\
0 & 1 & 0 \\
S \delta_{E 1} & 0 & C \delta_{E 1}
\end{array}\right]\left[\begin{array}{ccc}
-C \theta_{E 1} & -S \theta_{E 1} & 0 \\
-S \theta_{E 1} & C \theta_{E 1} & 0 \\
0 & 0 & -1
\end{array}\right]\left\{\begin{array}{l}
\hat{b}_{1} \\
\hat{b}_{2} \\
\hat{b}_{3}
\end{array}\right\} \tag{3.9}
\end{align*}
$$

- Elevator 2 Figure 3.9 shows the sweepback and fin rotation for Elevator 2. The matrices for transformation from $B$ to $E 2$ can be derived as in Equation 3.10 and


Figure 3.8 Elevator 1 Fin Reference Frames


Figure 3.9 Elevator 2 Fin Reference Frames

Equation 3.11.

$$
\begin{align*}
& \left\{\begin{array}{l}
\hat{g}_{1} \\
\hat{g}_{2} \\
\hat{g}_{3}
\end{array}\right\}_{E 2}=\left[\begin{array}{ccc}
-C \theta_{E 2} & S \theta_{E 2} & 0 \\
-S \theta_{E 2} & -C \theta_{E 2} & 0 \\
0 & 0 & 1
\end{array}\right]\left\{\begin{array}{l}
\hat{b}_{1} \\
\hat{b}_{2} \\
\hat{b}_{3}
\end{array}\right\}  \tag{3.10}\\
& \left\{\begin{array}{l}
\hat{f}_{1} \\
\hat{f}_{2} \\
\hat{f}_{3}
\end{array}\right\}_{E 2}=\left[\begin{array}{ccc}
C \delta_{E 2} & 0 & -S \delta_{E 2} \\
0 & 1 & 0 \\
S \delta_{E 2} & 0 & C \delta_{E 2}
\end{array}\right]\left[\begin{array}{ccc}
-C \theta_{E 2} & S \theta_{E 2} & 0 \\
-S \theta_{E 2} & -C \theta_{E 2} & 0 \\
0 & 0 & 1
\end{array}\right]\left\{\begin{array}{l}
\hat{b}_{1} \\
\hat{b}_{2} \\
\hat{b}_{3}
\end{array}\right\} \tag{3.11}
\end{align*}
$$

Equations 3.2 to 3.11 will be used in later sections to transform the forces on fins and cavitator to the body-fixed frame.

### 3.1.4 Angle of Attack and Sideslip

The body-fixed reference frame has been defined, but the velocity of various points on the body of the torpedo is yet to be defined. The torpedo is considered as a rigid body. If the velocity of a certain point on a rigid body is known, the velocity at any other point on that body can be found by knowing the rotation matrices. Thus, $\underline{V}=u \hat{b}_{1}+v \hat{b}_{2}+w \hat{b}_{3}$ will be taken as the velocity of CG of the torpedo. The velocity of other points on the torpedo can be defined subsequently. Two very useful parameters, angle of attack and angle of sideslip can be defined in conjunction with the orientation of the body axis with the velocity of CG. Figure 3.10 shows these parameters and their geometric interpretation.


Figure 3.10 Angle of Attack ( $\alpha$ ) and Sideslip ( $\beta$ )
Angle of attack, $\alpha$, can be defined as the angle between the projection of velocity $\underline{V}$ onto $\hat{b}_{2} \hat{b}_{3}$ plane and the $\hat{b}_{1}$ axis. Angle of attack is positive when the nose of the torpedo points above the velocity vector of the torpedo. As before, an intermediate frame $\mathbf{F}$ given by $\left(\hat{f}_{1}, \hat{f}_{2}, \hat{f}_{3}\right)$ can be described by rotation of the $B$ frame by an angle $\alpha$. Thus the rotation matrix from $\mathbf{F}_{\text {body }}$ to $B$ can be written.

$$
\left\{\begin{array}{l}
\hat{b}_{1}  \tag{3.12}\\
\hat{b}_{2} \\
\hat{b}_{3}
\end{array}\right\}=\left[\begin{array}{ccc}
C \alpha & 0 & -S \alpha \\
0 & 1 & 0 \\
S \alpha & 0 & C \alpha
\end{array}\right]\left\{\begin{array}{l}
\hat{f}_{1} \\
\hat{f}_{2} \\
\hat{f}_{3}
\end{array}\right\}_{\text {body }}
$$

The Angle of sideslip, $\beta$, is defined as the angle between the actual velocity $\underline{V}$ and the projection of $\underline{V}$ onto $\hat{b}_{2} \hat{b}_{3}$ plane. Again, a frame $\mathbf{G}_{\text {body }}$ can be defined by rotation of $\mathbf{F}_{\text {body }}$
by an angle equal to $\beta$ in negative $\hat{f}_{3}$ direction, thus giving a rotation matrix as in Equation 3.13.

$$
\left\{\begin{array}{l}
\hat{g}_{1}  \tag{3.13}\\
\hat{g}_{2} \\
\hat{g}_{3}
\end{array}\right\}_{b o d y}=\left[\begin{array}{ccc}
C \beta & -S \beta & 0 \\
S \beta & C \beta & 0 \\
0 & 0 & 1
\end{array}\right]\left\{\begin{array}{c}
\hat{f}_{1} \\
\hat{f}_{2} \\
\hat{f}_{3}
\end{array}\right\}_{b o d y}
$$

Velocity of $\mathbf{C G}$ of the torpedo in the $\mathbf{G}_{\text {body }}$ frame can be written as $V \hat{g}_{1}$, where $V$ is magnitude of $\underline{V}$. It will be seen that drag and lift on the torpedo can be obtained in this frame. Thus a transformation from $\mathbf{G}_{\text {body }}$ to $\mathbf{B}$ is important. It is given by Equation 3.14.

$$
\left\{\begin{array}{l}
\hat{b}_{1}  \tag{3.14}\\
\hat{b}_{2} \\
\hat{b}_{3}
\end{array}\right\}=\left[\begin{array}{ccc}
C \beta C \alpha & C \alpha S \beta & -S \alpha \\
-S \beta & C \beta & 0 \\
C \beta S \alpha & S \alpha S \beta & C \alpha
\end{array}\right]\left\{\begin{array}{l}
\hat{g}_{1} \\
\hat{g}_{2} \\
\hat{g}_{3}
\end{array}\right\}_{\text {body }}
$$

Using Equation $3.14, \underline{V}$ can be rewritten as in Equation 3.15.

$$
\begin{align*}
\underline{V} & =V \hat{g}_{1} \\
& =\underbrace{V C \beta C \alpha}_{u} \hat{b}_{1}-\underbrace{V S \beta}_{v} \hat{b}_{2}+\underbrace{V C \beta S \alpha}_{w} \hat{b}_{3} \tag{3.15}
\end{align*}
$$

where $\underline{V}^{2}=V^{2}=u^{2}+v^{2}+w^{2}$. From Figure 3.10 , relations between the velocity components and the angles of attack and sideslip can be derived.

$$
\begin{align*}
\tan \alpha & =\frac{w}{u}  \tag{3.16}\\
\sin \beta & =\frac{-v}{V} \tag{3.17}
\end{align*}
$$

Though the matrix $\mathbf{G}_{\text {body }} \mathbf{B}$ in Equation 3.14 has been defined for the body-fixed reference frame and velocity of CG of the torpedo, the equation is valid for any other rigid part of the body like the fins and cavitator. Thus, in case of a fin, the velocity $\underline{V}$ would correspond to a point (like the tip, center of pressure etc.) on that fin, and $\mathbf{G}_{\text {fin }} \boldsymbol{B}$ matrix would correspond to the fin-fixed reference frame. In this case the velocity of center of pressure of the fin will be used to define the above parameters. Thus, obtaining $\alpha_{\text {fin }}$ and $\beta_{f i n}$ is a two step process:

1. Obtain the velocity of center of pressure of fin.

$$
\begin{equation*}
V_{C P b o d y}=V_{c g}+{ }^{E} \omega^{B} \times r_{c g C P} \tag{3.18}
\end{equation*}
$$

where $V_{\text {CPbody }}$ is velocity of $\mathbf{C P}$ of fin in $B$ frame, $V_{c g}$ is the velocity of $\mathbf{C G}$ of the torpedo in $E$ frame, ${ }^{E} \omega^{B}$ is angular velocity of $\mathbf{B}$ in $\mathbf{E}$, and $r_{c g C P}$ is position vector from $\mathbf{C G}$ to $\mathbf{C} \mathbf{P}_{\text {fin }}$. Equation 3.18 can be rewritten as in Equation 3.19.

$$
\left\{\begin{array}{l}
u_{f i n}  \tag{3.19}\\
v_{f i n} \\
w_{f i n}
\end{array}\right\}_{B}=\left\{\begin{array}{c}
u \\
v \\
w
\end{array}\right\}_{c g}+\left|\begin{array}{ccc}
\hat{b}_{1} & \hat{b}_{2} & \hat{b}_{3} \\
p & q & r \\
X_{f i n} & Y_{f i n} & Z_{f i n}
\end{array}\right|
$$

where $r_{c g C P}=X_{f i n} \hat{b}_{1}+Y_{f i n} \hat{b}_{2}+Z_{f i n} \hat{b}_{3}$.
2. $\quad$ Transform the velocity (in $E$ ) of $\mathbf{C P}$ of fin from frame $B$ to frame of corresponding fin. This transformation is obtained by using rotation matrices derived in Equations 3.3 to 3.11.

$$
\begin{align*}
& \left\{\begin{array}{l}
u_{R 1} \\
v_{R 1} \\
w_{R 1}
\end{array}\right\}=\left[\begin{array}{ccc}
C \delta_{R 1} & 0 & -S \delta_{R 1} \\
0 & 1 & 0 \\
S \delta_{R 1} & 0 & C \delta_{R 1}
\end{array}\right]\left[\begin{array}{ccc}
-C \theta_{R 1} & 0 & S \theta_{R 1} \\
-S \theta_{R 1} & 0 & -C \theta_{R 1} \\
0 & -1 & 0
\end{array}\right]\left\{\begin{array}{l}
u_{R 1} \\
v_{R 1} \\
w_{R 1}
\end{array}\right\}_{B}  \tag{3.20}\\
& \left\{\begin{array}{l}
u_{R 2} \\
v_{R 2} \\
w_{R 2}
\end{array}\right\}_{R 2}=\left[\begin{array}{ccc}
C \delta_{R 2} & 0 & -S \delta_{R 2} \\
0 & 1 & 0 \\
S \delta_{R 2} & 0 & C \delta_{R 2}
\end{array}\right]\left[\begin{array}{ccc}
-C \theta_{R 2} & 0 & -S \theta_{R 2} \\
-S \theta_{R 2} & 0 & C \theta_{R 2} \\
0 & -1 & 0
\end{array}\right]\left\{\begin{array}{l}
u_{R 2} \\
v_{R 2} \\
w_{R 2}
\end{array}\right\}_{B}  \tag{3.21}\\
& \left\{\begin{array}{c}
u_{E 1} \\
v_{E 1} \\
w_{E 1}
\end{array}\right\}=\left[\begin{array}{ccc}
C \delta_{E 1} & 0 & -S \delta_{E 1} \\
0 & 1 & 0 \\
S \delta_{E 1} & 0 & C \delta_{E 1}
\end{array}\right]\left[\begin{array}{ccc}
-C \theta_{E 1} & -S \theta_{E 1} & 0 \\
-S \theta_{E 1} & C \theta_{E 1} & 0 \\
0 & 0 & -1
\end{array}\right]\left\{\begin{array}{l}
u_{E 1} \\
v_{E 1} \\
w_{E 1}
\end{array}\right\}_{B}  \tag{3.22}\\
& \left\{\begin{array}{c}
u_{E 2} \\
v_{E 2} \\
w_{E 2}
\end{array}\right\}=\left[\begin{array}{ccc}
C \delta_{E 2} & 0 & -S \delta_{E 2} \\
0 & 1 & 0 \\
S \delta_{E 2} & 0 & C \delta_{E 2}
\end{array}\right]\left[\begin{array}{ccc}
-C \theta_{E 2} & S \theta_{E 2} & 0 \\
-S \theta_{E 2} & -C \theta_{E 2} & 0 \\
0 & 0 & 1
\end{array}\right]\left\{\begin{array}{l}
u_{E 2} \\
v_{E 2} \\
w_{E 2}
\end{array}\right\}_{B} \tag{3.23}
\end{align*}
$$

The left hand terms in Equations 3.20 to 3.23 give the velocity components at the $\mathbf{C P}$ for corresponding fins, in that fin frame. These can be used in Equations 3.16 and 3.17 to find the angle of attack and sideslip for a particular fin.

### 3.1.5 Kinematic Equations

Velocity of the CG of the torpedo has been defined in the previous section. That velocity defines the translational kinematics for the torpedo. Analogous to this quantity, angular velocity is required to define the rotational kinematics. The angular velocity of the hull has components $p, q$ and $r$ in the frame $\mathbf{B}$.

$$
\begin{equation*}
{ }^{E} \omega^{B} \stackrel{\Delta}{=} p \hat{b}_{1}+q \hat{b}_{2}+r \hat{b}_{3} \tag{3.24}
\end{equation*}
$$

As the transformation from $\mathbf{E}$ to $\mathbf{B}$ has already been defined in terms of rotational motions give by Euler angles, the angular rates can also be obtained by differentiation of Euler angles. Thus, another form of Equation 3.24 can be written as in Equation 3.25.

$$
\begin{equation*}
{ }^{E} \omega^{B}=\dot{\Psi} \hat{e}_{3}+\dot{\Theta} \hat{x}_{2}+\dot{\Phi} \hat{b}_{1} \tag{3.25}
\end{equation*}
$$

The rotation matrices from Equation 3.1 can be substituted into Equation 3.25 to obtain Equation 3.26.

$$
\begin{equation*}
{ }^{E} \omega^{B}=(\dot{\Phi}-S \Theta \dot{\Psi}) \hat{b}_{1}+(\dot{\Psi} C \Theta S \Phi+\dot{\Theta} C \Phi) \hat{b}_{2}+(\dot{\Psi} C \Theta C \Phi-\dot{\Theta} S \Phi) \hat{b}_{3} \tag{3.26}
\end{equation*}
$$

Equations 3.24 and 3.26 can be equated to obtain Equation 3.27.

$$
\left\{\begin{array}{l}
p  \tag{3.27}\\
q \\
r
\end{array}\right\}=\left[\begin{array}{ccc}
-S \Theta & 0 & 1 \\
C \Theta S \Phi & C \Phi & 0 \\
C \Theta C \Phi & -S \Phi & 0
\end{array}\right]\left\{\begin{array}{c}
\dot{\Psi} \\
\dot{\Theta} \\
\dot{\Phi}
\end{array}\right\}
$$

Equation 3.27 can be rewritten as in Equation 3.28.

$$
\begin{align*}
& p=\dot{\Phi}-S \Theta \dot{\Psi} \\
& q=\dot{\Psi} C \Theta S \Phi+\dot{\Theta} C \Phi  \tag{3.28}\\
& r=\dot{\Psi} C \Theta C \Phi-\dot{\Theta} S \Phi
\end{align*}
$$

To apply Newton's Laws, acceleration of the CG is required. The values of $\dot{p}, \dot{q}, \dot{r}$ will be the angular accelerations of torpedo in $\mathbf{B}$. The translational acceleration can be calculated by time differentiation of $\underline{V}$ in Newtonian frame. A differentiation formula can be used to find the time derivative, in some frame, for a vector defined in some other related frame.

$$
\begin{equation*}
\left.\frac{d}{d t}(v)\right|_{I}=\left.\frac{d}{d t}(v)\right|_{B}+{ }^{I} \omega^{B} \times v \tag{3.29}
\end{equation*}
$$

where, subscript $I$ denotes Newtonian (inertial) frame, and $B$ is the body-fixed frame. ${ }^{I} \omega^{B}$ is angular velocity of the body (or body-fixed frame) in the $I$ frame, $v$ is the velocity in $I$ frame, of the point where acceleration is desired. Using the formula the acceleration of
$\mathbf{C M}$ of torpedo in $\mathbf{E}$ can be obtained.

$$
\begin{align*}
E_{a}^{C M} & =\left\{\begin{array}{c}
\dot{u} \\
\dot{v} \\
\dot{w}
\end{array}\right\}+\left|\begin{array}{ccc}
\hat{b}_{1} & \hat{b}_{2} & \hat{b}_{3} \\
p & q & r \\
u & v & w
\end{array}\right|  \tag{3.30}\\
& =\left\{\begin{array}{c}
\dot{u}+q w-v r \\
\dot{v}+u r-p w \\
\dot{w}+p v-u q
\end{array}\right\} \hat{b} \tag{3.31}
\end{align*}
$$

Similarly, the rotational acceleration will be required in the frame $\mathbf{E}$. This can be written analogous to Equation 3.30.

$$
\begin{align*}
{ }^{E} \alpha^{B} & =\left\{\begin{array}{c}
\dot{p} \\
\dot{q} \\
\dot{r}
\end{array}\right\}+\left|\begin{array}{ccc}
\hat{b}_{1} & \hat{b}_{2} & \hat{b}_{3} \\
p & q & r \\
p & q & r
\end{array}\right| \\
& =\left\{\begin{array}{c}
\dot{p} \\
\dot{q} \\
\dot{r}
\end{array}\right\} \tag{3.32}
\end{align*}
$$

The position of torpedo can be found by integrating the velocity. Let $(x, y, z)$ represent the coordinates of $\mathbf{C G}$ in frame $\mathbf{E}$. Thus, the time derivative of these coordinates in $E$ should represent the velocity components of the torpedo in $E$ frame. When these time derivatives are transformed to body-fixed frame, they would be equivalent to the velocity components in body-fixed frame.

$$
\left\{\begin{array}{c}
\dot{x}  \tag{3.33}\\
\dot{y} \\
\dot{z}
\end{array}\right\}_{B}=\left\{\begin{array}{c}
u \\
v \\
w
\end{array}\right\}
$$

Equation 3.1 can be substituted in Equation 3.33 to obtain Equation 3.34.

$$
\left\{\begin{array}{c}
\dot{x}  \tag{3.34}\\
\dot{y} \\
\dot{z}
\end{array}\right\}_{E}=\left[\begin{array}{ccc}
C \Theta C \Psi & C \Theta S \Psi & -S \Theta \\
C \Psi S \Phi S \Theta-C \Phi S \Psi & S \Phi S \Theta S \Psi+C \Psi C \Phi & S \Phi C \Theta \\
C \Phi S \Theta C \Psi+S \Phi S \Psi & C \Phi S \Theta S \Psi-S \Phi C \Psi & C \Phi C \Theta
\end{array}\right]\left\{\begin{array}{c}
u \\
v \\
w
\end{array}\right\}
$$

### 3.2 Dynamic Equations of Motion

Now that the accelerations of various parts of the torpedo are known, Newton's Laws can be used to derive the dynamic equations of motion. Newton's laws state that the rate of change of momentum is equal to the sum of external force applied on the body. Equation 3.35 can be obtained from Newton's laws by an assumption that the mass of the torpedo is constant. This assumption is valid for a short period of time. The equations are

$$
\begin{align*}
\sum F & =\dot{P}  \tag{3.35}\\
& =m a
\end{align*}
$$

where $P$ is the linear momentum, $m$ is mass of the body, $a$ is the acceleration and $F$ is all the forces of the body. Using Equation 3.31 in Equation 3.35, Newton's Laws for the torpedo can be rewritten as in Equation 3.36.

$$
m\left\{\begin{array}{c}
\dot{u}+q w-v r  \tag{3.36}\\
\dot{v}+u r-p w \\
\dot{w}+p v-u q
\end{array}\right\}_{\hat{b}}=F
$$

Newton's laws can be extended to rotation. Equation 3.37 are the Newton's Laws for rotational motion.

$$
\begin{align*}
\sum M & =\dot{H}  \tag{3.37}\\
& =I_{C M} \alpha+{ }^{E} \omega^{B} \times H
\end{align*}
$$

where $H\left(=I_{C M}{ }^{E} \omega^{B}\right)$ is the angular momentum, $I_{C M}$ is moment of inertia matrix of the body, $\alpha$ is the angular acceleration and $M$ is all the moments on the body. It should be noted that above stated Newton's laws are only valid when the quantities are calculated in an inertial frame of reference. Thus, the quantities have been calculated in frame E. Using Equation 3.32, the Newton's Law for rotation can be written as in Equation 3.38.

$$
\left(\begin{array}{ccc}
I_{1} & 0 & 0  \tag{3.38}\\
0 & I_{2} & 0 \\
0 & 0 & I_{3}
\end{array}\right)\left\{\begin{array}{c}
\dot{p} \\
\dot{q} \\
\dot{r}
\end{array}\right\}+\left|\begin{array}{ccc}
\hat{b}_{1} & \hat{b}_{2} & \hat{b}_{3} \\
p & q & r \\
I_{1} p & I_{2} q & I_{3} r
\end{array}\right|=M
$$

To derive the equations, the forces on each of the parts will be calculated individually, and then expressed in body-fixed reference frame, i.e., summation will be done in body reference frame. The rotation matrices derived in previous sections will be used extensively for this purpose.

Various types of forces are experienced by a moving torpedo in water. These forces can be summarized as follows:

- Hydrodynamic Forces: These are the forces exerted by the fluid on the torpedo. Thus they exist whenever the fluid is in contact with body. For supercavitating vehicle, most of the body (hull) is inside the cavity. Only a portion of the fins and the cavitator are in contact with the fluid. Thus the lift and drag on cavitator and fins are only hydrodynamic forces. The coefficients of lift and drag for the fins and cavitator are functions of their angle of attack, immersion, sweepback angle, angle of rotation etc. and are tabulated in a database [5]. This database will be interpolated and extrapolated to calculate the numerical values for the forces. Occasionally, a part of the hull comes in contact with water and might experience some forces. These forces are known as planing forces. It is assumed that the vehicle is centered in the cavity. Thus the planing forces are neglected in the summation of the hydrodynamics forces.

$$
\begin{align*}
F_{\text {Hydrodynamic }} & =F_{R 1}+F_{R 2}+F_{E 1}+F_{E 2}+F_{c}  \tag{3.39}\\
M_{\text {Hydrodynamic }} & =M_{R 1}+M_{R 2}+M_{E 1}+M_{E 2}+M_{c} \tag{3.40}
\end{align*}
$$

- Gravitational Forces: This is the gravity forces on the body. As the summation of moments will be taken about the center of gravity, the gravitational forces will not contribute to the summation on moments. They will appear only in summation of forces.
- Propulsive: The torpedo has a propulsion system, which is similar to that of rockets. The line of action of the propulsive force is assumed to be passing through center of gravity and along $\hat{b}_{1}$ axis. Thus this force will also contribute to the sum of forces, and not moments. The propulsive forces are provided by burning the fuel, but for simplicity it will be assumed that the mass of the torpedo remains constant.

The total forces and moments are expressed in terms of these components.

$$
\begin{align*}
& F=F_{\text {Hydrodynamic }}+F_{\text {Grav }}+F_{\text {Prop }}  \tag{3.41}\\
& M=M_{\text {Hydrodynamic }} \tag{3.42}
\end{align*}
$$

### 3.2.1 Forces on Cavitator

Figure 3.11 shows the forces acting on the cavitator. Coefficient of lift ( $c l_{c}$ ) and drag $\left(c d_{c}\right)$ for the cavitator are functions of angle of attack, $\alpha_{c}$, and half-angle, $\gamma_{\frac{1}{2}}$, of the cavitator. Half-angle, for a cone, is the angle made by axis of the cone with any line passing through the vertex and lying in the surface of the the cone. This parameter defines the main geometry of the conical cavitator. The values of $c l_{c}$ and $c d_{c}$ are determined using CFD and tabulated in [5]. These values have been extrapolated to calculate lift and drag.

$$
\begin{align*}
L_{c} & =\frac{1}{2} \rho V_{c}^{2} S_{c} c l_{c}\left(\alpha_{c}, \gamma_{\frac{1}{2}}\right)  \tag{3.43}\\
D_{c} & =\frac{1}{2} \rho V_{c}^{2} S_{c} c d_{c}\left(\alpha_{c}, \gamma_{\frac{1}{2}}\right) \tag{3.44}
\end{align*}
$$

where $S_{c}$ is the cross-sectional area of the cavitator base. Directions of lift $\left(L_{c}\right)$ and drag $\left(D_{c}\right)$ are as shown in Figure 3.11(b). These can be transformed to the body axes using 3.2 and 3.14 for the cavitator.

$$
\left\{\begin{array}{l}
\hat{b}_{1}  \tag{3.45}\\
\hat{b}_{2} \\
\hat{b}_{3}
\end{array}\right\}=C B\left(\delta_{c}\right) \times G_{c a v-} C\left(\alpha_{c}, \beta_{c}\right) \times\left\{\begin{array}{c}
\hat{g}_{1} \\
\hat{g}_{2} \\
\hat{g}_{3}
\end{array}\right\}
$$



Figure 3.11 Cavitator: (a) Angle of Attack and Sideslip and (b) Hydrodynamic Forces

Thus the forces on cavitator, in body frame, can be written.

$$
\begin{align*}
F_{c} & =\left\{\begin{array}{c}
F_{c, x} \\
F_{c, y} \\
F_{c, z}
\end{array}\right\}_{B} \\
& =\left\{\begin{array}{c}
-D_{c}\left(\alpha_{c}, \gamma_{\frac{1}{2}}\right) \\
0 \\
-L_{c}\left(\alpha_{c}, \gamma_{\frac{1}{2}}\right)
\end{array}\right\}_{G_{c a v}}  \tag{3.46}\\
& =\left[\begin{array}{ccc}
C \delta_{c} & 0 & S \delta_{c} \\
0 & 1 & 0 \\
-S \delta_{c} & 0 & C \delta_{c}
\end{array}\right]\left[\begin{array}{ccc}
C \beta_{c} C \alpha_{c} & C \alpha_{c} S \beta_{c} & -S \alpha_{c} \\
-S \beta_{c} & C \beta_{c} & 0 \\
C \beta_{c} S \alpha_{c} & S \alpha_{c} S \beta_{c} & C \alpha_{c}
\end{array}\right]\left\{\begin{array}{c}
-D_{c}\left(\alpha_{c}, \gamma_{\frac{1}{2}}\right) \\
0 \\
-L_{c}\left(\alpha_{c}, \gamma_{\frac{1}{2}}\right)
\end{array}\right\}
\end{align*}
$$

where $F_{c}$ is a $3 \times 1$ matrix with each row corresponding to each direction in $\mathbf{B}$ basis. The forces are assumed to be acting at $\mathbf{C P}$ of the cavitator. Once the forces have been calculated, the moment about any point can be calculated.

$$
\begin{equation*}
M_{c}=r_{C P c a v} \times F_{c} \tag{3.47}
\end{equation*}
$$

where $r_{C P c a v}$ is the position vector from that point to $\mathbf{C P}$ of cavitator. It is assumed that the CP lies on $\hat{b}_{1}$ when cavitator deflection is 0 , and its coordinates with respect to body origin $\mathbf{O}$, in this case, are $\left(X_{c}, 0,0\right)$. Thus from Figure 3.4, the coordinates of $\mathbf{C P}$ can be written for the case when the cavitator is deflected.

$$
r_{C P c a v}=\left\{\begin{array}{c}
X_{c}+\Delta_{C P} C \delta_{c}  \tag{3.48}\\
0 \\
-\Delta_{C P} S \delta_{c}
\end{array}\right\}_{b o d y}
$$

The moments on the cavitator in body-fixed can be obtained by substituting Equations 3.46 and 3.48 in Equation 3.47.

$$
\left.\begin{array}{rl}
M_{c} & =\left[\left(X_{c}+\Delta_{C P} C \delta_{c}\right) \hat{b}_{1}-\Delta_{C P} S \delta_{c} \hat{b}_{3}\right] \times
\end{array} \begin{array}{ccc}
C \delta_{c} & 0 & S \delta_{c} \\
0 & 1 & 0  \tag{3.49}\\
-S \delta_{c} & 0 & C \delta_{c}
\end{array}\right]
$$

### 3.2.2 Forces on Fins

Fin forces are also extrapolated from the CFD database [5], which gives the values of coefficients of lift $\left(c l_{f i n}\right)$ and drag $\left(c d_{f i n}\right)$ for fins. These values are functions of angle of attack $\alpha_{f i n}$, fin sweepback $\theta_{\text {fin }}$, fin rotation $\delta_{\text {fin }}$, fin immersion $I_{f i n}$ and fin geometry.

Figure 3.12 shows these parameters graphically, and they can be defined as follows:

- Fin Geometry: The geometry parameters for fins are $L$ and $S$, and wedge half angle $\left(h_{a}\right)$, as shown in Figure 3.12. These parameters are fixed according to the values given by the database, so as to calculate the forces accurately.
- Fin Immersion: As the fin is partially wetted by fluid, the wetted length can be represented by parameter $S_{0}$ along fin $Y$-axis. The immersion $I_{\text {fin }}$ can be defined as the ratio of the wetted length of the fin to its true length.

$$
\begin{equation*}
I_{f i n}=\left(S_{0} / S\right)_{f i n} \tag{3.50}
\end{equation*}
$$

$I_{f i n}$ determines the total hydrodynamic force on the fin.

- Fin Rotation $\left(\boldsymbol{\delta}_{f i n}\right)$ : As defined earlier, this is rotation about fin $\hat{f}_{2}$ axis. This determines the direction of the hydrodynamic force. Thus fin rotation is used as primary control for the torpedo.
- Fin Sweepback ( $\theta_{\text {fin }}$ ): As defined earlier, this is rotation about fin $\hat{f}_{3}$ axis. Sweepback determines the wetted surface of the fin, thus the hydrodynamic force on the fin.
- Angle of Attack: Angle of attack for the fin is calculated as described in Figure 3.12 and section 3.1.4.

The database gives $c l_{f i n}$ and $c d_{f i n}$ as a function of $\alpha_{f i n}, \theta_{f i n}$ and $I_{f i n}$, thus lift and drag on the fins can be calculated by the normalizing factor.

$$
\begin{align*}
L_{f i n} & =\frac{1}{2} \rho V^{2} S_{f i n}^{2} c l_{f i n}  \tag{3.51}\\
D_{f i n} & =\frac{1}{2} \rho V^{2} S_{f i n}^{2} c d_{f i n} \tag{3.52}
\end{align*}
$$



Figure 3.12 Fin Geometry

Where $S_{f i n}$ is the length of the fin as shown in Figure 3.12. These forces have directions as shown in Figure 3.12. Before substituting in Equation 3.39, these forces have to be transformed to body-fixed reference frame. This process involves following two rotations:

1. Rotate the frame $\mathbf{F}_{\text {fin }}$ (which has $L_{\text {fin }}$ and $D_{\text {fin }}$ along its basis vectors) to align it with the fin-fixed frame using Equation 3.14 and
2. Rotate the above obtained fin-fixed frame to obtain the body-fixed frame using Equations 3.3 to 3.11 .

Thus the forces on the fins in body-fixed frame axis can be obtained.

- Rudder 1

$$
\begin{align*}
\left\{\begin{array}{l}
F_{R 1, x} \\
F_{R 1, y} \\
F_{R 1, z}
\end{array}\right\}_{B}= & {\left[\begin{array}{ccc}
-C \theta_{R 1} & -S \theta_{R 1} & 0 \\
0 & 0 & -1 \\
S \theta_{R 1} & -C \theta_{R 1} & 0
\end{array}\right]\left[\begin{array}{ccc}
C \delta_{R 1} & 0 & S \delta_{R 1} \\
0 & 1 & 0 \\
-S \delta_{R 1} & 0 & C \delta_{R 1}
\end{array}\right] }  \tag{3.53}\\
& {\left[\begin{array}{ccc}
C \beta_{R 1} C \alpha_{R 1} & C \alpha_{R 1} S \beta_{R 1} & -S \alpha_{R 1} \\
-S \beta_{R 1} & C \beta_{R 1} & 0 \\
C \beta_{R 1} S \alpha_{R 1} & S \alpha_{R 1} S \beta_{R 1} & C \alpha_{R 1}
\end{array}\right]\left\{\begin{array}{c}
-D_{R 1} \\
0 \\
-L_{R 1}
\end{array}\right\} }
\end{align*}
$$

- Rudder 2

$$
\begin{align*}
\left\{\begin{array}{l}
F_{R 2, x} \\
F_{R 2, y} \\
F_{R 2, z}
\end{array}\right\}_{B}= & {\left[\begin{array}{ccc}
-C \theta_{R 2} & -S \theta_{R 2} & 0 \\
0 & 0 & -1 \\
-S \theta_{R 2} & C \theta_{R 2} & 0
\end{array}\right]\left[\begin{array}{ccc}
C \delta_{R 2} & 0 & S \delta_{R 2} \\
0 & 1 & 0 \\
-S \delta_{R 2} & 0 & C \delta_{R 2}
\end{array}\right] }  \tag{3.54}\\
& {\left[\begin{array}{ccc}
C \beta_{R 2} C \alpha_{R 2} & C \alpha_{R 2} S \beta_{R 2} & -S \alpha_{R 2} \\
-S \beta_{R 2} & C \beta_{R 2} & 0 \\
C \beta_{R 2} S \alpha_{R 2} & S \alpha_{R 2} S \beta_{R 2} & C \alpha_{R 2}
\end{array}\right]\left\{\begin{array}{c}
-D_{R 2} \\
0 \\
-L_{R 2}
\end{array}\right\} }
\end{align*}
$$

- Elevator 1

$$
\begin{align*}
\left\{\begin{array}{l}
F_{E 1, x} \\
F_{E 1, y} \\
F_{E 1, z}
\end{array}\right\}_{B}= & {\left[\begin{array}{ccc}
-C \theta_{E 1} & -S \theta_{E 1} & 0 \\
-S \theta_{E 1} & C \theta_{E 1} & 0 \\
0 & 0 & -1
\end{array}\right]\left[\begin{array}{ccc}
C \delta_{E 1} & 0 & S \delta_{E 1} \\
0 & 1 & 0 \\
-S \delta_{E 1} & 0 & C \delta_{E 1}
\end{array}\right] }  \tag{3.55}\\
& {\left[\begin{array}{ccc}
C \beta_{E 1} C \alpha_{E 1} & C \alpha_{E 1} S \beta_{E 1} & -S \alpha_{E 1} \\
-S \beta_{E 1} & C \beta_{E 1} & 0 \\
C \beta_{E 1} S \alpha_{E 1} & S \alpha_{E 1} S \beta_{E 1} & C \alpha_{E 1}
\end{array}\right]\left\{\begin{array}{c}
-D_{E 1} \\
0 \\
-L_{E 1}
\end{array}\right\} }
\end{align*}
$$

## - Elevator 2

$$
\begin{align*}
\left\{\begin{array}{l}
F_{E 2, x} \\
F_{E 2, y} \\
F_{E 2, z}
\end{array}\right\}_{B}= & {\left[\begin{array}{ccc}
-C \theta_{E 2} & -S \theta_{E 2} & 0 \\
S \theta_{E 2} & -C \theta_{E 2} & 0 \\
0 & 0 & 1
\end{array}\right]\left[\begin{array}{ccc}
C \delta_{E 2} & 0 & S \delta_{E 2} \\
0 & 1 & 0 \\
-S \delta_{E 2} & 0 & C \delta_{E 2}
\end{array}\right] }  \tag{3.56}\\
& {\left[\begin{array}{ccc}
C \beta_{E 2} C \alpha_{E 2} & C \alpha_{E 2} S \beta_{E 2} & -S \alpha_{E 2} \\
-S \beta_{E 2} & C \beta_{E 2} & 0 \\
C \beta_{E 2} S \alpha_{E 2} & S \alpha_{E 2} S \beta_{E 2} & C \alpha_{E 2}
\end{array}\right]\left\{\begin{array}{c}
-D_{E 2} \\
0 \\
-L_{E 2}
\end{array}\right\} }
\end{align*}
$$

Equations 3.53 to 3.56 give the components of hydrodynamic forces on fins in body-fixed frame. What remains is to find the moment of these forces about CG of body. The moments can be obtained in analogous to Equation 3.47.

$$
\begin{equation*}
M_{f i n}=r_{C G-C P}^{f i n} \times F_{f i n} \tag{3.57}
\end{equation*}
$$

In this case, the root of fins is fixed to body, and it can move thus moving the $\mathbf{C P}$ of fin relative to root. The position of $\mathbf{C P}$ from root is also know with respect to fin coordinates.

$$
\begin{align*}
r_{C G-\text { root }}^{\text {fin }} & =X_{\text {root }}^{f i n} \hat{b}_{1}+Y_{\text {root }}^{\text {fin }} \hat{b}_{2}+Z_{\text {root }}^{\text {fin }} \hat{b}_{3}  \tag{3.58}\\
r_{\text {root }-C P}^{\text {fin }} & =\Delta x_{C P}^{f i n} \hat{f}_{1}+\Delta y_{C P}^{f i n} \hat{f}_{2} \tag{3.59}
\end{align*}
$$

where $\left(\hat{f}_{1}, \hat{f}_{2}, \hat{f}_{3}\right)$ is fin-fixed coordinates for corresponding fin. Equations 3.58 and 3.59 can be added by using matrices given in Equations 3.3 to 3.11. Thus, the position vector from $\mathbf{C G}$ to $\mathbf{C P}$ of fins can be obtained.

- Rudder 1

$$
\begin{align*}
\left\{\begin{array}{l}
X_{R 1} \\
Y_{R 1} \\
Z_{R 1}
\end{array}\right\}_{B}=\left\{\begin{array}{l}
X_{R 1}^{\text {root }} \\
Y_{R 1}^{\text {root }} \\
Z_{R 1}^{\text {root }}
\end{array}\right\}_{B} & +\left[\begin{array}{ccc}
-C \theta_{R 1} & -S \theta_{R 1} & 0 \\
0 & 0 & -1 \\
S \theta_{R 1} & -C \theta_{R 1} & 0
\end{array}\right]  \tag{3.60}\\
& {\left[\begin{array}{ccc}
C \delta_{R 1} & 0 & S \delta_{R 1} \\
0 & 1 & 0 \\
-S \delta_{R 1} & 0 & C \delta_{R 1}
\end{array}\right]\left\{\begin{array}{c}
\Delta x_{C P}^{R 1} \\
\Delta y_{C P}^{R 1} \\
0
\end{array}\right\}_{R 1} }
\end{align*}
$$

- Rudder 2

$$
\begin{align*}
&\left\{\begin{array}{c}
X_{R 2} \\
Y_{R 2} \\
Z_{R 2}
\end{array}\right\}_{B}=\left\{\begin{array}{c}
X_{R 2}^{\text {root }} \\
Y_{R 2}^{\text {root }} \\
Z_{R 2}^{\text {root }}
\end{array}\right\}_{B}  \tag{3.61}\\
&+\left[\begin{array}{ccc}
-C \theta_{R 2} & -S \theta_{R 2} & 0 \\
0 & 0 & -1 \\
-S \theta_{R 2} & C \theta_{R 2} & 0
\end{array}\right] \\
& {\left[\begin{array}{ccc}
C \delta_{R 2} & 0 & S \delta_{R 2} \\
0 & 1 & 0 \\
-S \delta_{R 2} & 0 & C \delta_{R 2}
\end{array}\right]\left\{\begin{array}{c}
\Delta x_{C P}^{R 2} \\
\Delta y_{C P}^{R 2} \\
0
\end{array}\right\}_{R 2} }
\end{align*}
$$

- Elevator 1

$$
\begin{align*}
\left\{\begin{array}{c}
X_{E 1} \\
Y_{E 1} \\
Z_{E 1}
\end{array}\right\}_{B}= & \left\{\begin{array}{c}
X_{E 1}^{\text {root }} \\
Y_{E 1}^{\text {rot }} \\
Z_{E 1}^{\text {root }}
\end{array}\right\}_{B}+\left[\begin{array}{ccc}
-C \theta_{E 1} & -S \theta_{E 1} & 0 \\
-S \theta_{E 1} & C \theta_{E 1} & 0 \\
0 & 0 & -1
\end{array}\right]  \tag{3.62}\\
& {\left[\begin{array}{ccc}
C \delta_{E 1} & 0 & S \delta_{E 1} \\
0 & 1 & 0 \\
-S \delta_{E 1} & 0 & C \delta_{E 1}
\end{array}\right]\left\{\begin{array}{c}
\Delta x_{C P}^{E 1} \\
\Delta y_{C P}^{E 1} \\
0
\end{array}\right\}_{E 1} }
\end{align*}
$$

- Elevator 2

$$
\begin{align*}
\left\{\begin{array}{c}
X_{E 2} \\
Y_{E 2} \\
Z_{E 2}
\end{array}\right\}_{B}= & \left\{\begin{array}{c}
X_{E 2}^{\text {root }} \\
Y_{E 2}^{\text {rot }} \\
Z_{E 2}^{\text {rot }}
\end{array}\right\}_{B}+\left[\begin{array}{ccc}
-C \theta_{E 2} & -S \theta_{E 2} & 0 \\
S \theta_{E 2} & -C \theta_{E 2} & 0 \\
0 & 0 & 1
\end{array}\right] \\
& {\left[\begin{array}{ccc}
C \delta_{E 2} & 0 & S \delta_{E 2} \\
0 & 1 & 0 \\
-S \delta_{E 2} & 0 & C \delta_{E 2}
\end{array}\right]\left\{\begin{array}{c}
\Delta x_{C P}^{E 2} \\
\Delta y_{C P}^{E 2} \\
0
\end{array}\right\}_{E 2} } \tag{3.63}
\end{align*}
$$

Equations 3.60 to 3.63 give the position vector from $\mathbf{C G}$ to $\mathbf{C P}$ of the fins. These equations in conjunction with Equations 3.53 to 3.56, used in 3.57, gives the external moments on fins about the CG.

$$
M_{f i n}=\left|\begin{array}{ccc}
\hat{b}_{1} & \hat{b}_{2} & \hat{b}_{3}  \tag{3.64}\\
X_{\text {fin }} & Y_{\text {fin }} & Z_{f i n} \\
F_{\text {fin }, x} & F_{f i n, y} & F_{f i n, z}
\end{array}\right|
$$

### 3.2.3 Gravitational Forces

For simplicity, mass ( $m$ ) of the torpedo is assumed to be constant over time. This is not the case in reality but the approximation is reasonable for considering short time maneuvers. Acceleration due to gravity, $g$, is also assumed to be constant as torpedo moves in space. The direction of gravity is given by $\hat{e}_{3}$ axis. Thus, the gravitational force can be written as in Equation 3.65.

$$
\begin{equation*}
F_{\text {grav }}=m g \hat{e}_{3} \tag{3.65}
\end{equation*}
$$

Equation 3.65 can be re-expressed in body frame of reference using Equation 3.1.

$$
\begin{align*}
F_{\text {grav }} & =\left[\begin{array}{ccc}
C \Theta C \Psi & C \Theta S \Psi & -S \Theta \\
C \Psi S \Phi S \Theta-C \Phi S \Psi & S \Phi S \Theta S \Psi+C \Theta C \Phi & S \Phi C \Theta \\
C \Phi S \Theta C \Psi+S \Phi S \Psi & C \Phi S \Theta S \Psi-S \Phi C \Psi & C \Phi C \Theta
\end{array}\right]\left\{\begin{array}{c}
0 \\
0 \\
m g
\end{array}\right\}_{E}  \tag{3.66}\\
& =m g\left\{\begin{array}{c}
-S \Theta \\
S \Phi C \Theta \\
C \Phi C \Theta
\end{array}\right\}
\end{align*}
$$

### 3.2.4 Equations of Motion

Now that a mathematical formulation of forces on the torpedo has been achieved, these equations can be substituted into Equations 3.36 to 3.42 to obtain the dynamic equations of motion. Thus the force equations of motion can be summarized as in Equation 3.67.

### 3.2.4.1 Force Equations

$$
\begin{align*}
& m\left\{\begin{array}{c}
\dot{u}+q w-v r \\
\dot{v}+u r-p w \\
\dot{w}+p v-u q
\end{array}\right\}_{B}=F_{\text {immersion }}+\left\{\begin{array}{c}
-F_{p r o p} \\
0 \\
0
\end{array}\right\}_{B}+\left\{\begin{array}{c}
F_{R 1, x} \\
F_{R 1, y} \\
F_{R 1, z}
\end{array}\right\}_{B}+ \\
& \left\{\begin{array}{c}
F_{R 2, x} \\
F_{R 2, y} \\
F_{R 2, z}
\end{array}\right\}_{B}+\left\{\begin{array}{c}
F_{E 1, x} \\
F_{E 1, y} \\
F_{E 1, z}
\end{array}\right\}_{B}+\left\{\begin{array}{c}
F_{E 2, x} \\
F_{E 2, y} \\
F_{E 2, z}
\end{array}\right\}_{B}+m g\left\{\begin{array}{c}
-S \Theta \\
S \Phi C \Theta \\
C \Phi C \Theta
\end{array}\right\}_{B}+  \tag{3.67}\\
& {\left[\begin{array}{ccc}
C \delta_{c} & 0 & S \delta_{c} \\
0 & 1 & 0 \\
-S \delta_{c} & 0 & C \delta_{c}
\end{array}\right]\left[\begin{array}{ccc}
C \beta_{c} C \alpha_{c} & C \alpha_{c} S \beta_{c} & -S \alpha_{C} \\
-S \beta_{c} & C \beta_{c} & 0 \\
C \beta_{c} S \alpha_{c} & S \alpha_{c} S \beta_{c} & C \alpha_{c}
\end{array}\right]\left\{\begin{array}{c}
-D_{c}\left(\alpha_{c}, \gamma_{\frac{1}{2}}\right) \\
0 \\
-L_{c}\left(\alpha_{c}, \gamma_{\frac{1}{2}}\right)
\end{array}\right\}_{C}}
\end{align*}
$$

Some issues should be noted for Equation 3.67.

- The planing forces have not been included in the equations of motion. These forces are neglected by assumption that the vehicle is centered in the cavity.
- The propulsion force is constrained to be along negative $\hat{b}_{1}$ axis.


### 3.2.4.2 Moment Equations

$$
\begin{gather*}
{\left[\begin{array}{ccc}
I_{1} & 0 & 0 \\
0 & I_{2} & 0 \\
0 & 0 & I_{3}
\end{array}\right]\left\{\begin{array}{l}
\dot{p} \\
\dot{q} \\
\dot{r}
\end{array}\right\}+\left|\begin{array}{ccc}
\hat{b}_{1} & \hat{b}_{2} & \hat{b}_{3} \\
p & q & r \\
I_{1} p & I_{2} q & I_{3} r
\end{array}\right|=\left|\begin{array}{ccc}
\hat{b}_{1} & \hat{b}_{2} & \hat{b}_{3} \\
X_{R 1} & Y_{R 1} & Z_{R 1} \\
F_{R 1, x} & F_{R 1, y} & F_{R 1, z}
\end{array}\right|+} \\
\left|\begin{array}{ccc}
\hat{b}_{1} & \hat{b}_{2} & \hat{b}_{3} \\
X_{R 2} & Y_{R 2} & Z_{R 2} \\
F_{R 2, x} & F_{R 2, y} & F_{R 2, z}
\end{array}\right|+\left|\begin{array}{ccc}
\hat{b}_{1} & \hat{b}_{2} & \hat{b}_{3} \\
X_{E 1} & Y_{E 1} & Z_{E 1} \\
F_{E 1, x} & F_{E 1, y} & F_{E 1, z}
\end{array}\right|+  \tag{3.68}\\
\left|\begin{array}{ccc}
\hat{b}_{1} & \hat{b}_{2} & \hat{b}_{3} \\
X_{E 2} & Y_{E 2} & Z_{E 2} \\
F_{E 2, x} & F_{E 2, y} & F_{E 2, z}
\end{array}\right|+\left|\begin{array}{ccc}
\hat{b}_{1} & \hat{b}_{2} & \hat{b}_{3} \\
X_{c}+\Delta_{C P} C \delta_{c} & 0 & -\Delta_{C P} S \delta_{c} \\
F_{c, x} & F_{c, y} & F_{c, z}
\end{array}\right|
\end{gather*}
$$

Some issues should be noted for Equation 3.68.

- Some of the terms in Equation 3.68 are shown as a determinant. They need to be expanded and written as components in body-fixed frame so as to equate the lefthand and right-hand terms.
- Moments due to gravitation do not appear because the moments are taken about CG.
- Again, the moments due to planing forces have been neglected.


### 3.2.4.3 Orientation Equations

$$
\left\{\begin{array}{c}
\dot{\Psi}  \tag{3.69}\\
\dot{\Theta} \\
\dot{\Phi}
\end{array}\right\}=\left[\begin{array}{ccc}
0 & \frac{S \Phi}{C \Theta} & \frac{C \Phi}{C \Theta} \\
0 & C \Phi & -S \Phi \\
1 & S \Phi \frac{S \Theta}{C \Theta} & C \Phi \frac{S \Theta}{C \Theta}
\end{array}\right]\left\{\begin{array}{l}
p \\
q \\
r
\end{array}\right\}
$$

### 3.2.4.4 Position Equations

$$
\left\{\begin{array}{c}
\dot{x}  \tag{3.70}\\
\dot{y} \\
\dot{z}
\end{array}\right\}_{E}=\left[\begin{array}{ccc}
C \Theta C \Psi & C \Theta S \Psi & -S \Theta \\
C \Psi S \Phi S \Theta-C \Phi S \Psi & S \Phi S \Theta S \Psi+C \Psi C \Phi & S \Phi C \Theta \\
C \Phi S \Theta C \Psi+S \Phi S \Psi & C \Phi S \Theta S \Psi-S \Phi C \Psi & C \Phi C \Theta
\end{array}\right]\left\{\begin{array}{l}
u \\
v \\
w
\end{array}\right\}
$$

Equations 3.67 to 3.70 are a complete set of equations of motions for the supercavitating torpedo.

## CHAPTER 4 LINEARIZATION

### 4.1 Linearization

### 4.1.1 Need for Linearization

The equations of motion for the torpedo are identical to airplane equations of motion but the forces terms on the right-hand side of these equations are different. Thus, the linearization can be carried out similarly, as shown in Nelson [9]. The equations of motion, as in the case of a supercavitating torpedo, are represented by a set of first-order differential equations.

$$
\begin{equation*}
\dot{x}=f(x, u) \tag{4.1}
\end{equation*}
$$

using $f: \mathfrak{R}^{n} \rightarrow \mathfrak{R}^{n}$ as a nonlinear function of a time-varying vector $x \in \mathfrak{R}^{n}$ and $u \in \mathfrak{R}^{n}$. For control design, the system dynamics are observed at some trim conditions by giving perturbations to states of the system at that trim. The dynamics associated with these perturbations are obtained by linearization.

An advantage by linearization is that most of the control methodology is based on linear equations of motion. A controller is designed initially for the linear system and then tested for the actual nonlinear system. Yet, there are few disadvantages for this process

- Linearized equations can predict the system performance only in a small range of operations. The linearized equations change as the operating point of system changes, thus making it difficult for simulating true behavior of system.
- Information relating to nonlinearities like hysteresis, backlash, coulomb friction, discontinuities etc. may be lost by linearizing the system.
- A controller that is good for linearized system might have very poor performance for the nonlinear equations. An iterative process may be needed to find a controller that is good for nonlinear equations.


### 4.1.2 Generic Form of Equations of Motion

The equations of motion in Equations 3.67 and 3.70 can be written in simplified form using sums of total forces and moments acting on the body.

$$
\begin{align*}
& m(\dot{u}+q w-v r+g S \Theta)=X \\
& m(\dot{v}+r u-p w-g C \Theta S \Phi)=Y  \tag{4.2}\\
& m(\dot{w}+p v-q u-g C \Theta C \Phi)=Z \\
& I_{x} \dot{p}+q r\left(I_{z}-I_{y}\right)=L  \tag{4.3}\\
& I_{y} \dot{q}+r p\left(I_{x}-I_{z}\right)=M  \tag{4.4}\\
& I_{z} \dot{r}+p q\left(I_{y}-I_{x}\right)=N  \tag{4.5}\\
& \left\{\begin{array}{c}
\dot{\Psi} \\
\dot{\Theta} \\
\dot{\Phi}
\end{array}\right\}=\left[\begin{array}{ccc}
0 & \frac{S \Phi}{C \Theta} & \frac{C \Phi}{C \Theta} \\
0 & C \Phi & -S \Phi \\
1 & S \Phi \frac{S \Theta}{C \Theta} & C \Phi \frac{S \Theta}{C \Theta}
\end{array}\right]\left\{\begin{array}{l}
p \\
q \\
r
\end{array}\right\}  \tag{4.6}\\
& \left\{\begin{array}{c}
\dot{x} \\
\dot{y} \\
\dot{z}
\end{array}\right\}_{E}=\left[\begin{array}{ccc}
C \Theta C \Psi & C \Theta S \Psi & -S \Theta \\
C \Psi S \Phi S \Theta-C \Phi S \Psi & S \Phi S \Theta S \Psi+C \Psi C \Phi & S \Phi C \Theta \\
C \Phi S \Theta C \Psi+S \Phi S \Psi & C \Phi S \Theta S \Psi-S \Phi C \Psi & C \Phi C \Theta
\end{array}\right]\left\{\begin{array}{l}
u \\
v \\
w
\end{array}\right\} \tag{4.7}
\end{align*}
$$

These equations of motions are coupled by the state vector, $x$, and are dependent on the control vector, $u$.

$$
\begin{align*}
& x=\{u, v, w, p, q, r, \Psi, \Theta, \Phi, x, y, z\}  \tag{4.8}\\
& u=\left\{\theta_{R 1}, \theta_{R 2}, \theta_{E 1}, \theta_{E 2}, \delta_{R 1}, \delta_{R 2}, \delta_{E 1}, \delta_{E 2}, \delta_{c}, F_{p r o p}\right\}
\end{align*}
$$

### 4.1.3 Small Disturbance Theory

The small disturbance theory will be used for linearization of equations of motion. According to the theory the linearization will be carried about an operating point (reference flight condition), i.e., the equations thus derived will be valid for the torpedo operating at and near that value of vector $x$. The operating point is chosen to correspond to the trim condition in Equation 4.9.

$$
\begin{align*}
x_{0} & =\left\{u_{0}, v_{0}, w_{0}, p_{0}, q_{0}, r_{0}, \Psi_{0}, \Theta_{0}, \Phi_{0}, x_{0}, y_{0}, z_{0}\right\}  \tag{4.9}\\
& =\left\{u_{0}, 0,0,0,0,0,0, \Theta_{0}, 0,0,0,0\right\}
\end{align*}
$$

This corresponds to straight and level flight with constant velocity. As the torpedo may be traveling at other flight conditions, the linearization at those conditions would be carried out numerically, which will be explained in later sections. A value of $u_{0}$ is found numerically, that satisfies the equations of motion for a given value of $x_{0}$. Then a disturbance of $\Delta x$ is given to the equations of motion from the reference condition thus changing the flight conditions to $x_{0}+\Delta x$. Several assumptions are made to carry out the linearization:

- The disturbances from reference flight condition are small. Thus the terms involving higher order of disturbances $\Delta$ will be neglected. Furthermore first order terms involving $\Delta$ will be approximated as in Equation 4.10.

$$
\begin{gather*}
\operatorname{Sin}(\Delta)=(\Delta) \\
\operatorname{Cos}(\Delta)=1 \tag{4.10}
\end{gather*}
$$

- The propulsive forces and mass are assumed to be constant.
- Planing and immersion forces are neglected for this analysis.

The linearization procedure is presolved for the force equation in $\hat{b}_{1}$ direction. This equation relates the force, $X$, to the states.

$$
\begin{equation*}
m(\dot{u}+q w-r u+g S \Theta)=X \tag{4.11}
\end{equation*}
$$

Using the flight condition from Equation 4.9 in Equation 4.11 gives the value of force at the reference trim condition.

$$
\begin{equation*}
m g S \Theta_{0}=X_{0} \tag{4.12}
\end{equation*}
$$

The perturbation equation, i.e., the equation with flight condition disturbed by $\Delta x$ can be obtained by substituting the perturbed flight condition into Equation 4.11.

$$
\begin{align*}
m\left[\frac{d}{d t}\left(u_{0}+\Delta u\right)+\left(q_{0}+\Delta q\right)\left(w_{0}\right.\right. & +\Delta w)-\left(r_{0}+\Delta r\right)\left(u_{0}+\Delta u\right)  \tag{4.13}\\
& \left.+g S\left(\Theta_{0}+\Delta \Theta\right)\right]=X_{0}+\Delta X
\end{align*}
$$

Equations 4.12 and 4.13 can be combined to give the linearized form of Equation 4.11 for straight and level flight condition.

$$
\begin{equation*}
m\left(\Delta \dot{u}+g \Delta \Theta C \Theta_{0}\right)=\Delta X \tag{4.14}
\end{equation*}
$$

Proceeding in a similar way all other equations of motion can be linearized. The linearized equations for straight level flight are shown in Equation 4.15 to Equation 4.18.

### 4.1.3.1 Force Equations

$$
\begin{align*}
& m\left(\Delta \dot{u}+g \Delta \Theta C \Theta_{0}\right)=\Delta X \\
& m\left(\Delta \dot{v}+u_{0} \Delta r-g \Delta \Phi C \Theta_{0}\right)=\Delta Y  \tag{4.15}\\
& m\left(\Delta \dot{u}-u_{0} \Delta q+g \Delta \Theta S \Theta_{0}\right)=\Delta Z
\end{align*}
$$

### 4.1.3.2 Moment Equations

$$
\begin{gather*}
I_{x} \Delta \dot{p}=\Delta L \\
I_{y} \Delta \dot{q}=\Delta M  \tag{4.16}\\
I_{z} \Delta \dot{r}=\Delta N
\end{gather*}
$$

### 4.1.3.3 Orientation Equations

$$
\begin{align*}
\Delta \dot{\Psi} & =\frac{\Delta r}{C \Theta_{0}} \\
\Delta \dot{\Theta} & =\Delta q  \tag{4.17}\\
\Delta \dot{\Phi} & =\Delta p+T \Theta_{0} \Delta r
\end{align*}
$$

### 4.1.3.4 Position Equations

$$
\begin{align*}
& \Delta \dot{x}=-S \Theta_{0} u_{0} \Delta \Theta+C \Theta_{0} \Delta u+S \Theta_{0} \Delta w \\
& \Delta \dot{y}=\Delta v  \tag{4.18}\\
& \Delta \dot{z}=-C \Theta_{0} u_{0} \Delta \Theta-S \Theta_{0} \Delta u+C \Theta_{0} \Delta w
\end{align*}
$$

### 4.1.4 Stability and Control Derivatives

The variations in total force and moment are often difficult to compute.These variations in forces can be calculated by chain rule for derivatives. As stated in Equation 4.8, these are functions of state variables $x$ and control variables $u$. Thus for example $\Delta X$ can be written by chain rule as in Equation 4.19.

$$
\begin{align*}
\Delta X= & X_{u} \Delta u+X_{v} \Delta v+X_{w} \Delta w+X_{p} \Delta p+X_{q} \Delta q+X_{r} \Delta r \\
& +X_{\Psi} \Delta \Psi+X_{\Theta} \Delta \Theta+X_{\Phi} \Delta \Phi+X_{p r o p} \Delta F_{P r o p}  \tag{4.19}\\
& +X_{\theta_{R 1}} \theta_{R 1}+X_{\theta_{R 2}} \theta_{R 2}+X_{\theta_{E 1}} \theta_{E 1}+X_{\theta_{E 2}} \theta_{E 2} \\
& +X_{\delta_{R 1}} \delta_{R 1}+X_{\delta_{R 2}} \delta_{R 2}+X_{\delta_{E 1}} \delta_{E 1}+X_{\delta_{E 2}} \delta_{E 2}+X_{\delta_{c}} \delta_{c}
\end{align*}
$$

where the subscripted $X$ represents its partial derivative with respect to its subscript.

$$
\begin{equation*}
X_{u}=\left.\frac{\partial X}{\partial u}\right|_{x=x 0} \tag{4.20}
\end{equation*}
$$

Each of these subscripted variables that have a subscript of state variable are known as stability derivatives and the ones with a control variable as subscript are known as a control derivative. There can be as many stability derivatives as there are forces and state and control variables. Many of these are negligible, depending on the reference flight condition. These dependencies are known usually by experimentation or numerical calculations. For example, the force, $X$, is observed to depend mainly on a subset of the state and control variable. Thus only the stability derivatives that correspond to these variables have to be retained in Equation 4.19, when straight and level flight is considered.

$$
\begin{equation*}
X=f u n c t\left(u, w, \delta_{E 1}, \delta_{E 2}, \theta_{E 1}, \theta_{E 2}, \delta_{c}, F_{\text {prop }}\right) \tag{4.21}
\end{equation*}
$$

The next problem is calculating numerical values of these derivatives. In most cases it is easy to calculate these numerically or using a symbolic manipulation software. For some reference points, it is possible to do the calculation manually. The calculation of $X_{u}$ will be done manually for straight and level flight.

$$
\begin{equation*}
X_{u}=\frac{\partial}{\partial u}\left(F_{R 1, x}+F_{R 2, x}+F_{E 1, x}+F_{E 2, x}+F_{c, x}+F_{p r o p, x}\right) \tag{4.22}
\end{equation*}
$$

Expressions for each of the terms in Equation 4.22 have been derived in Chapter 3. For example, the expression for the force on cavitator is shown in Equation 4.23.

$$
F_{c, x}=\left[\begin{array}{lll}
C \delta_{c} & 0 & S \delta_{c}
\end{array}\right]\left[\begin{array}{ccc}
C \beta_{c} C \alpha_{c} & C \alpha_{c} S \beta_{c} & -S \alpha_{c}  \tag{4.23}\\
-S \beta_{c} & C \beta_{c} & 0 \\
C \beta_{c} S \alpha_{c} & S \alpha_{c} S \beta_{c} & C \alpha_{c}
\end{array}\right]\left\{\begin{array}{c}
-D_{c}\left(\alpha_{c}, \gamma_{\frac{1}{2}}\right) \\
0 \\
-L_{c}\left(\alpha_{c}, \gamma_{\frac{1}{2}}\right)
\end{array}\right\}_{C}
$$

In Equation 4.23, $\alpha_{c}, \beta_{c}$, and thus $L_{c}$ and $D_{c}$ are the only functions of $u$. Thus the partial derivatives with respect to $u$ can be obtained.

$$
\begin{align*}
\frac{\partial}{\partial u} F_{c, x} & =\left[\begin{array}{ccc}
C \delta_{c} & 0 & S \delta_{c}
\end{array}\right] \\
& {\left[\begin{array}{ccc}
-S \beta_{c} C \alpha_{c} \frac{\partial \beta_{c}}{\partial u}-C \beta_{c} S \alpha_{c} \frac{\partial \alpha_{c}}{\partial u} & -S \alpha_{c} S \beta_{c} \frac{\partial \alpha_{c}}{\partial u}+C \alpha_{c} C \beta_{c} \frac{\partial \beta_{c}}{\partial u} & -C \alpha_{c} \frac{\partial \alpha_{c}}{\partial u} \\
-C \beta_{c} \frac{\partial \beta_{c}}{\partial u} & -S \beta_{c} \frac{\partial \beta_{c}}{\partial u} & 0 \\
-S \beta_{c} S \alpha_{c} \frac{\partial \beta_{c}}{\partial u}+C \beta_{c} C \alpha_{c} \frac{\partial \alpha_{c}}{\partial u} & S \alpha_{c} C \beta_{c} \frac{\partial \beta_{c}}{\partial u}+C \alpha_{c} S \beta_{c} \frac{\partial \alpha_{c}}{\partial u} & -S \alpha_{c} \frac{\partial \alpha_{c}}{\partial u}
\end{array}\right] } \\
& \left\{\begin{array}{c}
-D_{c}\left(\alpha_{c}, \gamma_{\frac{1}{2}}\right) \\
0 \\
-L_{c}\left(\alpha_{c}, \gamma_{\frac{1}{2}}\right)
\end{array}\right\}_{C}+\left[\begin{array}{ccc}
C \delta_{c} & 0 & S \delta_{c} \\
0 & 1 & 0 \\
-S \delta_{c} & 0 & C \delta_{c}
\end{array}\right]\left[\begin{array}{ccc}
C \beta_{c} C \alpha_{c} & C \alpha_{c} S \beta_{c} & -S \alpha_{c} \\
-S \beta_{c} & C \beta_{c} & 0 \\
C \beta_{c} S \alpha_{c} & S \alpha_{c} S \beta_{c} & C \alpha_{c}
\end{array}\right]  \tag{4.24}\\
& \left\{\begin{array}{c}
-\frac{\partial}{\partial u} D_{c}\left(\alpha_{c}, \gamma_{\frac{1}{2}}\right) \\
0 \\
-\frac{\partial}{\partial u} L_{c}\left(\alpha_{c}, \gamma_{\frac{1}{2}}\right)
\end{array}\right\}
\end{align*}
$$

It can be seen that $\frac{\partial \alpha_{c}}{\partial u}, \frac{\partial \beta_{c}}{\partial u}, \frac{\partial L_{c}}{\partial u}$ and $\frac{\partial D_{c}}{\partial u}$ are terms required to be calculated. These can be calculated from equations 3.16 and 3.17, which are restated in Equations 4.25 to Equation 4.27.

$$
\begin{align*}
\tan \left(\alpha_{c}\right) & =\frac{w_{c}}{u_{c}}  \tag{4.25}\\
\tan \left(\beta_{c}\right) & =\frac{-v_{c}}{V_{c}}  \tag{4.26}\\
V_{c}^{2} & =u_{c}^{2}+v_{c}^{2}+w_{c}^{2} \tag{4.27}
\end{align*}
$$

The velocity components in Equation 4.27 can be found using Equation 3.2.

$$
\begin{align*}
& \left\{\begin{array}{c}
u_{c} \\
v_{c} \\
w_{c}
\end{array}\right\}_{C}=\left[\begin{array}{ccc}
C \delta_{c} & 0 & -S \delta_{c} \\
0 & 1 & 0 \\
S \delta_{c} & 0 & C \delta_{c}
\end{array}\right]\left\{\begin{array}{l}
u_{c} \\
v_{c} \\
w_{c}
\end{array}\right\}_{B}  \tag{4.28}\\
& \left\{\begin{array}{l}
u_{c} \\
v_{c} \\
w_{C}
\end{array}\right\}=\left\{\begin{array}{l}
u \\
v \\
w
\end{array}\right\}_{B}+\left|\begin{array}{ccc}
\hat{b}_{1} & \hat{b}_{2} & \hat{b}_{3} \\
p & q & r \\
x_{c} & y_{c} & z_{c}
\end{array}\right| \tag{4.29}
\end{align*}
$$

Now the velocity components can be obtained for the reference flight condition that is stated in Equation 4.9.

$$
\left\{\begin{array}{c}
u_{c}  \tag{4.30}\\
v_{c} \\
w_{c}
\end{array}\right\}_{C}=\left\{\begin{array}{c}
C \delta_{c} u_{0} \\
0 \\
S \delta_{c} u_{0}
\end{array}\right\}
$$

The variation of $\alpha_{c}$ can be obtained by differentiating Equation 4.25 at reference flight condition.

$$
\begin{align*}
\sec ^{2}\left(\alpha_{c}\right) d \alpha_{c} & =\frac{u_{c} d w_{c}-w_{c} d u_{c}}{u_{c}^{2}}  \tag{4.31}\\
\Rightarrow \quad d \alpha_{c} & =\frac{u_{c} d w_{c}-w_{c} d u_{c}}{u_{c}^{2}+w_{c}^{2}} \\
d \alpha_{c} & =\frac{C \delta_{c} d w_{c}}{u_{0}}-\frac{S \delta_{c} d u_{c}}{u_{0}} \quad \text { at }\left(x_{0}, u_{0}\right) \tag{4.32}
\end{align*}
$$

Similarly the variation of $\beta_{c}$ can be obtained by differentiating Equation 4.26 at reference flight condition.

$$
\begin{align*}
d \boldsymbol{\beta}_{c} & =-\frac{\left(V_{c} d v_{c}-v_{c} d V_{c}\right)}{V_{c} \sqrt{V_{c}^{2}+v_{c}^{2}}}  \tag{4.33}\\
& =-\frac{d v_{c}}{u_{0}} \quad \text { at }\left(x_{0}, u_{0}\right)
\end{align*}
$$

Now, using Equations 4.28 and 4.29, variation of velocity components of cavitator with respect to $u$ can be obtained.

$$
\begin{equation*}
\frac{\partial u_{c}}{\partial u}=C \delta_{c} \quad \frac{\partial v_{c}}{\partial u}=0 \quad \frac{\partial w_{c}}{\partial u}=S \delta_{c} \tag{4.34}
\end{equation*}
$$

Finally, combining Equations 4.32 to 4.34 , the variations of $\alpha_{c}$ and $\beta_{c}$ with respect to $u$ can be obtained at reference flight condition.

$$
\begin{align*}
\frac{\partial \alpha_{c}}{\partial u} & =\frac{C \delta_{c}}{u_{0}} \frac{\partial w_{c}}{\partial u}-\frac{S \delta_{c}}{u_{0}} \frac{\partial u_{c}}{\partial u} \\
& =\frac{C \delta_{c} S \delta_{c}}{u_{0}}-\frac{S \delta_{c} C \delta_{c}}{u_{0}}  \tag{4.35}\\
& \equiv 0 \\
\frac{\partial \beta_{c}}{\partial u} & =-\frac{1}{u_{0}} \frac{\partial v_{c}}{\partial u}  \tag{4.36}\\
& \equiv 0
\end{align*}
$$

Clearly, two of the derivatives that are required to calculate stability derivatives have been obtained. It was previously stated that lift and drag are calculated using the coefficient of lift and drag.

$$
\begin{align*}
L_{c} & =\frac{1}{2} \rho V_{c}^{2} S_{c} c l_{c}  \tag{4.37}\\
D_{c} & =\frac{1}{2} \rho V_{c}^{2} S_{c} c d_{c}
\end{align*}
$$

These forces can be differentiated by chain rule the derivative would be like in Equation 4.38.

$$
\begin{equation*}
\frac{\partial L_{c}}{\partial u}=\frac{1}{2} \rho S_{c}\left[2 V_{c} c l_{c} \frac{\partial V_{c}}{\partial u}+V_{c}^{2} \frac{\partial c l_{c}}{\partial \alpha_{c}} \frac{\partial \alpha_{c}}{\partial u}\right] \tag{4.38}
\end{equation*}
$$

The Equation 4.38 requires two derivatives. One of the derivatives is calculated in Equation 4.35. The other derivative can be calculated using Equation 4.27.

$$
\begin{align*}
\frac{\partial V_{c}}{\partial u} & =\frac{\partial}{\partial u}\left[\sqrt{u_{c}^{2}+v_{c}^{2}+w_{c}^{2}}\right] \\
& =\frac{u_{c} \frac{\partial u_{c}}{\partial u}+v_{c} \frac{\partial v_{c}}{\partial u}+w_{c} \frac{\partial w_{c}}{\partial u}}{\sqrt{u_{c}^{2}+v_{c}^{2}+w_{c}^{2}}}  \tag{4.39}\\
& =1
\end{align*}
$$

Thus the derivative of the lift and drag forces can be obtained.

$$
\begin{align*}
\frac{\partial L_{c}}{\partial u} & =\rho S_{c} V_{c} c l_{c}  \tag{4.40}\\
\frac{\partial D_{c}}{\partial u} & =\rho S_{c} V_{c} c d_{c} \tag{4.41}
\end{align*}
$$

Thus all the derivatives required to calculate right-hand side of Equation 4.24 have been calculated. All the terms on right-hand side of the Equation 4.20 can be calculated in a similar manner. It is tedious to calculate the derivatives analytically in such a way. The complexity increases for other flight conditions. For practical purposes these derivatives are calculated using symbolic manipulation softwares like 'Mathematica' or by using numerical methods. The numerical methods used to calculate the derivatives have been described in Appendix B.

### 4.2 State Space Representation

Equations 4.15 to 4.18 are a complete set of linearized equations of motion for the torpedo. They can be represented in a more convenient form known as the State Space Form. The state space equations are a set of first-order differential equations.

$$
\begin{align*}
& \dot{x}=A x+B u \\
& y=C x+D u \\
& x \in \mathfrak{R}^{n}, u \in \mathfrak{R}^{p}, y \in \mathfrak{R}^{m}  \tag{4.42}\\
& A \in \mathfrak{R}^{n} \times \mathfrak{R}^{n}, B \in \mathfrak{R}^{n} \times \mathfrak{R}^{p} \\
& C \in \mathfrak{R}^{m} \times \mathfrak{R}^{n}, D \in \mathfrak{R}^{m} \times \mathfrak{R}^{p}
\end{align*}
$$

Equation 4.42 is a generalized form of state space representation for any system. Each of the terms in the equations has a particular importance for describing the dynamics of the system.

- State Variable $x$ : The state variables for a system are a set of variables, when known at time $t_{0}$ and along with input $u$, are sufficient to determine the state of the system at any time $t>t_{0}$. All the states of the system need not be measurable.
- Input Variable $u$ : This is the control surface deflections.
- Output Variable $y$ : The output variables are the measured parameters. These may or may not be same as the state variables. The output variables are usually considered to be measurable but sometimes they are estimated.
The matrices $A, B, C$ and $D$ may either be constant or time-varying functions.
In the case of the supercavitating torpedo, the state vector is of size 12 (n) and the control vector is of size $10(\mathrm{p})$.

$$
\begin{align*}
& x=\left[\begin{array}{llllllllllll}
\Delta u & \Delta w & \Delta q & \Delta \Theta & \Delta v & \Delta p & \Delta r & \Delta \Phi & \Delta \Psi & \Delta x & \Delta y & \Delta z
\end{array}\right]  \tag{4.43}\\
& u
\end{align*}=\left[\begin{array}{llllllllll}
\delta_{c} & \delta_{E 1} & \delta_{E 2} & \delta_{R 1} & \delta_{R 2} & \theta_{E 1} & \theta_{E 2} & \theta_{R 1} & \theta_{R 2} & \Delta F_{\text {prop }}
\end{array}\right]
$$

Some of these controls may not be needed for some maneuvers. From the linearized equations it can be observed that the state variables are not coupled by the states $\{\Psi, x, y, z\}$. These four states can be removed from the analysis for now. The system becomes a 8 state system. These states can be further divided into longitudinal and lateral-directional dynamics. The variables $\Delta u, \Delta w, \Delta q, \Delta \Theta$ correspond to longitudinal dynamics, which also means the dynamics in $\hat{b}_{1} \hat{b}_{3}$ plane. The variables $\Delta v, \Delta p, \Delta r, \Delta \Phi$ correspond to lateral dynamics, which is the dynamics in $\hat{b}_{1} \hat{b}_{2}$ plane. Sometimes the lateral and longitudinal equations can be decoupled. Thus if the torpedo is making a pull climb/descent to a certain depth, usually its dynamics can be represented by longitudinal state variables. The plant matrix $A$ can be divided into four parts.

$$
A=\left[\begin{array}{cc}
A_{\text {long }} & A_{\text {coup } 1}  \tag{4.44}\\
A_{\text {coup } 2} & A_{\text {latd }}
\end{array}\right]
$$

When $A$ is divided as in equation 4.44, where each element is a $4 \times 4$ matrix, $A_{\text {long }}$ would correspond to longitudinal dynamics and $A_{\text {latd }}$ would correspond to lateral dynamics. $A_{\text {coup } 1}$ and $A_{\text {coup } 2}$ are coupling matrices. It is required that the coupling matrices become negligible for the equations to be decoupled. If these parts are not negligible, the equations cannot be decoupled, and a 8 state model will be required to be considered. From linearized
equations, the four parts of the $A$ matrix for the torpedo can be written as in Equation 4.45 to Equation 4.48.

$$
\begin{align*}
& A_{\text {long }}=\left[\begin{array}{cccc}
\frac{X_{u}}{m} & -q_{0}+\frac{X_{w}}{m} & -w_{0}+\frac{X_{q}}{m} & -g C \Theta_{0}+\frac{X_{\Theta}}{m} \\
q_{0}+\frac{Z_{u}}{m} & \frac{Z_{w}}{m} & u_{0}+\frac{Z_{q}}{m} & -g C \Phi_{0} S \Theta_{0}+\frac{Z_{\Theta}}{m} \\
\frac{M_{u}}{I_{y}} & \frac{M_{w}}{I_{y}} & \frac{M_{q}}{I_{y}} & \frac{M_{\Theta}}{I_{y}} \\
0 & 0 & C \Phi_{0} & 0
\end{array}\right]  \tag{4.45}\\
& A_{\text {latd }}=\left[\begin{array}{cccc}
\frac{Y_{v}}{m} & \frac{Y_{p}}{m} & -u_{0}+\frac{Y_{r}}{m} & -g C \Theta_{0} C \Phi_{0}+\frac{Y_{\Phi}}{m} \\
\frac{L_{v}}{I_{x}} & \frac{L_{p}}{I_{x}} & \frac{L_{r}-\left(I_{z}-I_{y}\right) q_{0}}{I_{x}} & \frac{L_{\Phi}}{I_{x}} \\
\frac{N_{v}}{I_{z}} & \frac{N_{p}-\left(I_{y}-I_{x}\right) q_{0}}{I_{z}} & \frac{N_{r}}{I_{z}} & \frac{N_{\Phi}}{I_{2}} \\
0 & 1 & C \Phi_{0} T \Theta_{0} & \frac{q_{0} C \Phi_{0} S \Theta_{0}-r_{0} S \Phi_{0} S \Theta_{0}}{C \Theta_{0}}
\end{array}\right]  \tag{4.46}\\
& A_{\text {coup } 1}=\left[\begin{array}{cccc}
r_{0}+\frac{X_{v}}{m} & \frac{X_{p}}{m} & v_{0}+\frac{X_{r}}{m} & \frac{X_{\Phi}}{m} \\
p_{0}+\frac{Z_{v}}{m} & -v_{0}+\frac{Z_{p}}{m} & \frac{Z_{r}}{m} & -g S \Phi_{0} C \Theta_{0}+\frac{Z_{\Phi}}{m} \\
\frac{M_{v}}{I_{y}} & \frac{M_{p}-\left(I_{x}-I_{z}\right) r_{0}}{I_{y}} & \frac{M_{r}-\left(I_{x}-I_{z}\right) p_{0}}{I_{y}} & \frac{M_{\Phi}}{I_{y}} \\
0 & 0 & -S \Phi_{0} & -S \Phi_{0} q_{0}-C \Phi_{0} r_{0}
\end{array}\right]  \tag{4.47}\\
& A_{\text {coup } 2}=\left[\begin{array}{cccc}
-r_{0}+\frac{Y_{u}}{m} & p_{0}+\frac{Y_{w}}{m} & \frac{Y_{q}}{m} & -g S \Theta_{0} S \Phi_{0}+\frac{Y_{\Theta}}{m} \\
\frac{L_{u}}{I_{x}} & \frac{L_{w}}{I_{x}} & \frac{L_{q}-\left(I_{z}-I_{y}\right) r_{0}}{I_{x}} & \frac{L_{\Theta}}{I_{x}} \\
\frac{N_{u}}{I_{z}} & \frac{N_{w}}{I_{z}} & \frac{N_{q}-\left(I_{y}-I_{x}\right) p_{0}}{I_{z}} & \frac{N_{\Theta}}{I_{z}} \\
0 & 0 & S \Phi_{0} T \Theta_{0} & S \Phi_{0} q_{0}+C \Phi_{0} r_{0}
\end{array}\right] \tag{4.48}
\end{align*}
$$

Similarly $B$ is a $8 \times 10$ matrix, whose elements are just the control derivatives according to their locations in the matrix. The first 4 rows correspond to longitudinal dynamics and the last 4 correspond to lateral dynamics.

$$
B_{\text {long }}=\left[\begin{array}{ccc}
\frac{X_{\delta_{c}}}{m} & \cdots & \frac{X_{F_{\text {prop }, x}}}{m}  \tag{4.49}\\
\vdots & \ddots & \vdots \\
0 & \cdots & 0
\end{array}\right]_{4 \times 10}
$$

$$
B_{\text {latd }}=\left[\begin{array}{ccc}
\frac{Y_{\delta_{c}}}{m} & \cdots & \frac{Y_{F_{p r o p, ~}}}{m}  \tag{4.50}\\
\vdots & \ddots & \vdots \\
0 & \cdots & 0
\end{array}\right]_{4 \times 10}
$$

Now the complete state space representation for the torpedo can be written as in Equation 4.51 which gives two sets of equations. The first set is the longitudinal equations and the second set is the lateral-directional equations.

$$
\left.\begin{array}{rl}
x_{\text {long }} & =\left[\begin{array}{llll}
\Delta u & \Delta w & \Delta q & \Delta \Theta
\end{array}\right]^{T} \\
x_{\text {latd }} & =\left[\begin{array}{llll}
\Delta v & \Delta p & \Delta r & \Delta \Phi
\end{array}\right]^{T} \\
u & =\left[\begin{array}{llll}
\delta_{c} & \delta_{E 1} & \delta_{E 2} & \delta_{R 1}
\end{array} \delta_{R 2}\right.  \tag{4.51}\\
\theta_{E 1} & \theta_{E 2}
\end{array} \theta_{R 1} \theta_{R 2} \quad \Delta F_{\text {prop }}\right] .
$$

## CHAPTER 5

## CONTROL DESIGN SETUP

This chapter deals with the control design for the torpedo described in previous chapters. Various parameters associated with the control are restated in Table 5.1.

Table 5.1 Control Parameters

|  | Longitudinal | Lateral |
| :---: | :---: | :---: |
| State | $u, w, q, \Theta$ | $v, p, r, \Phi, \Psi$ |
| Control | $\delta_{c}, \delta_{e 1}, \delta_{e 2}$ | $\delta_{r 1}, \delta_{r 2}$ |

It should be noted that $\Psi$ has been included in the states though it was observed in the state matrices that all other variables are independent of $\Psi$. It will be seen later that the inclusion of $\Psi$ in the feedback states helps in improvement of performance. Also, for longitudinal control, two elevators and the cavitator are required. Similarly for lateral direction, the rudders should be enough for control.

There are various control methods, like linear quadratic regulator (LQR) synthesis, $\mu$ synthesis etc., which can be used to design a controller. Each of these methods has advantages and disadvantages. LQR method gives a constant gain controller which is based on minimization of a quadratic performance index and considers the problem of robustness only in terms of gain and phase margins. $\mu$-synthesis deals with robustness with respect to a wide variety of uncertainties to minimize an infinity-norm matrix but the resulting controller can be of high order. Regardless of complexity and robustness, each design method presents difficulties. The LQR method was chosen for controller synthesis for the torpedo. This method was chosen because

1. It is easy to implement in a nonlinear simulation.
2. The resulting robustness for the LQR controller was acceptable.
3. It is straight-forward to vary some design parameters to achieve performance goals. This chapter explains various problems associated with the control synthesis and the system model used for synthesis of the controller.

### 5.1 Open-loop Performance

Initially the equations of motion for the torpedo have been linearized for straight and level flight at a forward velocity of $75 \mathrm{~ms}^{-1}$.

$$
\begin{equation*}
x=\{75,0,0,0,0,0,0,0,0,0,0,0\} \tag{5.1}
\end{equation*}
$$

It is found that the cavitator and two elevators are sufficient to maintain the above trim. It is also assumed that the value of propulsive force required to maintain this trim is fixed at the required value.

$$
\begin{align*}
u & =\left\{\delta_{c}, \delta_{e 1}, \delta_{e 2}, \delta_{r 1}, \delta_{r 2}, F_{\text {prop }}\right\}  \tag{5.2}\\
& =\{0.0067,0.0106,-0.0106,0,0,4.0023 e+03\}
\end{align*}
$$

where the deflections are given in radians, and $F_{\text {prop }}$ is in Newtons. As these parameters are obtained numerically, it may not be a perfect trim. The system may have some nonzero accelerations, and consequently may tend to deviate from straight and level flight. To check this, the open-loop dynamics are simulated at this condition without any feedback. Figure 5.1 shows the Simulink model used for open-loop simulation. The control surface deflections are fixed at their trim values for this simulation. The closed-loop system is obtained using the equations of motion that were derived in Chapter 3. The state derivatives are then integrated to obtain the state at the next instant.

Figure 5.2 shows the open-loop response for the torpedo at this trim condition. It can be seen that the open-loop system is unstable. The simulation is carried out at the trim that is shown in Equation 5.1, i.e., all the values shown in these figures have to be zero. The system is seen to have oscillation about non-zero states.

The state and control matrices obtained for this trim condition are shown in Equations 5.3 to 5.6. There are 5 control variables, $\left\{\delta_{c}, \delta_{e 1}, \delta_{e 2}, \delta_{r 1}, \delta_{r 2}\right\}$. The matrices corresponding


Figure 5.1 Simulink Model for Open Loop Simulation


Figure 5.2 Open-Loop Response for Torpedo: $w, p, q$
to the lateral dynamics are of dimension 5 because the state $\Psi$ is included in the lateral dynamics. Thus the lateral states are now $\{v, p, r, \Phi, \Psi\}$.

$$
\begin{gather*}
A_{\text {long }}=\left[\begin{array}{ccccc}
-4.5204 & 1.5417 & 1.3110 & -9.8100 \\
-0.2616 & -15.7648 & 78.5888 & 0 & \\
0.0000 & 1.2077 & -3.5614 & 0 & \\
0 & 0 & 1.0000 & 0 &
\end{array}\right]  \tag{5.3}\\
B_{\text {long }}=\left[\begin{array}{cccccc}
-32.3010 & 69.0608 & -69.0608 & 0 & 0 \\
-406.0942 & -303.3736 & 303.3736 & 0 & 0 \\
158.4675 & -45.1531 & 45.1531 & 0 & 0 \\
0 & 0 & 0 & 0 & 0
\end{array}\right]  \tag{5.4}\\
A_{\text {latd }}=\left[\begin{array}{cccccc}
-12.0422 & -0.0002 & -71.6011 & 9.8100 & 0 \\
-0.1813 & -54.2281 & 0.3004 & 0 & 0 \\
1.1437 & -0.0025 & -1.2528 & 0 & 0 \\
0 & 1.0000 & 0 & 0 & 0 \\
0 & 0 & 1.0000 & 0 & 0
\end{array}\right]  \tag{5.5}\\
B_{\text {latd }}=\left[\begin{array}{l}
0 \\
0 \\
0 \\
0 \\
0 \\
0
\end{array} \quad 14297.086-14297.086\right.  \tag{5.6}\\
0
\end{gather*}
$$

The longitudinal eigenvalues are $\{-21.1414,-4.5137,1.8262,-0.0178\}$ and the lateral eigenvalues are $\{0,-54.2289,0.0002,-6.6472+7.2683,-6.6472-7.2683\}$. The eigenvalues clearly show that the system is unstable. It can also be seen that the longitudinal dynamics have no oscillatory modes. Figure 5.3 shows the variation of eigenvalues


Figure 5.3 Variation of Eigenvalues with Change in Velocity
for the torpedo for different velocities. State values are fixed except for forward velocity, which is varied from $60 \mathrm{~ms}^{-1}$ to $90 \mathrm{~ms}^{-1}$. The figures show that the variation is small and most of the eigenvalues stay in negative half of complex plane.

### 5.2 Closed-Loop Problem

As stated earlier the control problem can be subdivided into various problems. Each can be solved to get a final controller. The ultimate goal of the controller design is to achieve a desired trajectory or reach a particular point with minimization of some performance criteria. The achievement of this goal requires addressing maneuvering, trimming, guidance and navigation. This thesis will consider the basic problem of maneuvering. So the problem is to be able to track a certain pitch and roll command while maintaining certain performance criteria. The performance criteria that the controller is required to meet are:

- Track a step command in pitch or roll rate of size up to $30 \mathrm{deg} / \mathrm{s}$.
- Maintain an overshoot less than $15 \%$.
- Have a rise time of less than 0.6 sec .
- Have a steady state error of less than $5 \%$.

Besides meeting the above mentioned performance criteria, the controller is also required to stabilize the closed-loop system.

Table 5.2 Control Constraints

| Cavitator Deflection | $-15^{\circ} \leq \delta_{c} \leq+15^{\circ}$ |
| :---: | :---: |
| Cavitator Rate | $-25^{\circ} / s \leq \delta_{c} \leq+25^{\circ} / s$ |
| fins | $-60^{\circ} \leq \delta_{f} \leq+60^{\circ}$ |
| Fin Rate | $-25^{\circ} / s \leq \delta_{f} \leq+25^{\circ} / s$ |
| Thrust | $0 \leq F_{\text {prop }} \leq 30000 N$ |

Various bounds are placed on the control surface deflections and rates. These bounds are listed in Table 5.2. The bounds are included in the nonlinear simulations and it is required that there is no saturation of deflection or the rates at least for the commands having the rate $30 \mathrm{deg} / \mathrm{s}$.

An actuator model is included in the system so as to constrain the rates of the control surface motion. This actuator is realized as a low pass filter, $A_{c}=\frac{80}{s+80}$. Addition of this filter synthesizes a controller that has slower control deflections.

Let $q_{\text {comm }}(t)$ be a function of time, defining the desired pitch rate profile. The aim of the controller is to find a control law $u(t)$ that yields an achieved pitch rate, $q_{\text {achi }}(t)$, to minimize the optimization problem stated in Equation 5.7.

$$
\begin{align*}
\text { find } & u(t) \\
\text { that minimizes } & \zeta(t)=\left|q_{\text {achi }}(t)-q_{\text {comm }}(t)\right| \\
\text { subject to } & u_{\min } \leq u \leq u_{\max }  \tag{5.7}\\
& \dot{u}_{\min } \leq \dot{u} \leq \dot{u}_{\text {max }} \\
& \dot{x}=A x+B u
\end{align*}
$$

where, $u_{\min }$ and $u_{\max }$ are lower and upper bounds on control deflections. The quantities $\dot{u}_{\text {min }}$ and $\dot{u}_{\text {max }}$ are lower and upper bounds on control deflection rates.

The problem becomes a disturbance rejection problem, when the commanded variable is 0 for all time. This is an optimization problem, where the state space equation is an equality constraint and the control surface bounds are inequality constraints.

### 5.3 Robustness of the Controller

A control system that is designed to accommodate the uncertainties in a mathematical model is called a robust control system. Usually the response of a model does not accurately match the response of the true system. A robust control system should give the desired performance not only during the simulations of the model, but for the true system also. Various parameters can be introduced in the model to simulate uncertainties. Random noise can be added to output signal to simulate measurement errors, the gains in signals can be changed to model uncertainty in response etc. Gain and phase margins are generally used to predict the robustness of a control system. Physically, these are just the factors by which the feedback gain can be increased and yet have a stable real system. A formal definition of these can be given by using a frequency analysis for a feedback system.

### 5.3.1 Gain Margin

Figure 5.4 shows a typical feedback system involving a plant, P, and a controller, K. The gain for the system in dotted region is known as the loop gain. The loop gain is important because it determines stability. Errors in the predicted loop gain could cause errors in predicted stability. The gain margin is the largest factor by which this gain can be increased and still have a stable system. Physically, it means if the response of the torpedo for a given elevator input is higher by a factor of the gain margin, the torpedo is still stable. The gain margin is usually expressed in decibel (db) units, and can be easily obtained from the Bode plots for the system. The gain margin is a measurement of the magnitude on the Bode plot, at the point where the phase is $180^{\circ}$.

### 5.3.2 Phase Margin

Gain is a valid robustness criteria when the system has real eigenvalues. But usually the eigenvalues have imaginary components and thus the phase is also a concern. Phase margin is the measure of the maximum possible phase lag before the system becomes unstable. From the Bode plot, phase margin is the phase when the magnitude of the gain is zero.


Figure 5.4 Loop Gain

### 5.3.3 Uncertainty In Parameters

Another factor that can determine the robustness of a controller is its response to errors in known parameters. As stated earlier, the coefficients of lift and drag are calculated from a CFD database. The accuracy of the model depends on accuracy of this data. Robustness of a controller can be assessed by introducing errors in the data and checking how it performs. The following variations have been introduced in the system to check for performance of the system with intrinsic uncertainties:

- $\pm 20 \%$ error in $C_{l}$ of Cavitator.
- $\pm 20 \%$ error in $C_{d}$ of Cavitator.
- $\pm 20 \%$ error in $C_{l}$ of all the Fins.
- $\pm 20 \%$ error in $C_{d}$ of all the Fins.


### 5.3.4 Controller Objective

In terms of robustness, the controller is required to meet various performance objectives. These objective can be summarized as:

- The closed-loop system should have a gain margin of at least 6 dB .
- The closed-loop system should have a phase margins of at least 45 deg .


## CHAPTER 6

LQR CONTROL

### 6.1 LQR Theory

The tracking problem, like the one given in Equation 5.7, can be solved by using a combination of feedback and feedforward control [10]. The Linear Quadratic Regulator (LQR) problem is to find an optimal feedback matrix $K$ such that the state-feedback law $u=-K x$ minimizes the linear quadratic cost function shown in Equation 6.1.

$$
\begin{equation*}
J(u)=\int_{0}^{\infty}\left(x^{T} Q x+u^{T} R u+2 x^{T} N u\right) d t \tag{6.1}
\end{equation*}
$$

The basic idea of LQR control is to bring the state of the system close to zero. A linear system can be represented in the state space form as in Equations 6.2 and 6.3. The matrices $A$ and $B$ are the state and control matrices. The variable $x$ represents the state vector, $y$ is the output vector and $u$ is the input vector.

$$
\begin{align*}
& \dot{x}=A x+B u  \tag{6.2}\\
& y=x \tag{6.3}
\end{align*}
$$

The LQR controller is realized by a constant gain matrix $K$, such that the feedback $u=-K x$ makes $x$ go to zero. By a modification to this law, the LQR method can also be used for tracking. The state vector $x$ is of size $n$.

$$
\begin{equation*}
x=\left\{x_{1}, x_{2}, \cdots, x_{n}\right\}^{T} \tag{6.4}
\end{equation*}
$$

Let the tracking problem be for the state $x_{1}$ to track a step command $r_{1}$. The idea is to make $\left(x_{1}-r_{1}\right)$ go to zero using a LQR controller. The new control law can be chosen as in Equation 6.17.

$$
u=-K\left(\begin{array}{c}
x_{1}-r_{1}  \tag{6.5}\\
x_{2} \\
\vdots \\
x_{n}
\end{array}\right)
$$

Equation 6.2 can be rewritten by substituting the new control law.

$$
\begin{align*}
\dot{x} & =A x+B u \\
& =A x-B K\left(\begin{array}{c}
x_{1}-r_{1} \\
x_{2} \\
\vdots \\
x_{n}
\end{array}\right) \tag{6.6}
\end{align*}
$$

For simplicity, assume that there is only one control, $u$ (this is different from velocity $u$ ). The controller $K$ is of size $n \times 1$ and it can be expanded in its elements.

$$
\begin{equation*}
K=\left[k_{1}, k_{2}, \cdots, k_{n}\right] \tag{6.7}
\end{equation*}
$$

Equation 6.6 can be rewritten by substituting the $K$ in its expanded form.

$$
\begin{align*}
\dot{x} & =A x-B\left[k_{1}, k_{2}, \cdots, k_{n}\right]\left(\begin{array}{c}
x_{1}-r_{1} \\
x_{2} \\
\vdots \\
x_{n}
\end{array}\right)  \tag{6.8}\\
& =A x-B K x+B k_{1} r_{1} \\
& =(A-B K) x+B k_{1} r_{1}
\end{align*}
$$

It should be noted that the command $r_{1}$ is a step command. The steady-state dynamics of the system can be obtained from Equation 6.8.

$$
\begin{equation*}
\dot{x}(\infty)=(A-B K) x(\infty)+B k_{1} r_{1} \tag{6.9}
\end{equation*}
$$

The error dynamics can be obtained by subtraction Equation 6.9 from Equation 6.8.

$$
\begin{align*}
\dot{x}(t)-\dot{x}(\infty) & =(A-B K)(x(t)-x(\infty))  \tag{6.10}\\
\dot{e} & =(A-B K) e \tag{6.11}
\end{align*}
$$

where $e=(x(t)-x(\infty))$. So, the tracking problem is cast as a regulator problem. The new state vector is the steady-state error $e$, which is made zero using the regulator. Figure 6.1 shows the block diagram for this closed-loop system. It is required that the closed-loop system has an integrator somewhere so as to make the steady-state error go to 0 [10]. That is, $e$ has to go to zero rather than $\dot{e}$ so as to achieve good tracking. Figure 6.2 shows the new configuration of a system that has no integrator and thus an integrator has to been included during design. Thus, the integral of the actual error has to be made to go to zero so as to achieve a good tracking.

$$
\begin{equation*}
\tilde{e}=\int\left(r_{1}-x_{1}\right) \tag{6.12}
\end{equation*}
$$

The state space equation for the system with this modification can be written.

$$
\begin{align*}
\dot{x} & =A x+B u \\
\dot{\tilde{e}} & =r_{1}-x_{1}  \tag{6.13}\\
& =r_{1}-C x
\end{align*}
$$

where $x_{1}=C x$. It can be seen that the error equation is similar to state equation. Thus $\tilde{e}$ can be considered as another state, i.e, the system now has $n+1$ states with state vector $\tilde{x}=\left\{x_{1}, x_{2}, \cdots, x_{n}, \tilde{e}\right\}^{T}$. So a new formulation of the state space equation can be written,

$$
\begin{align*}
& \dot{\tilde{x}}
\end{align*}=\left[\begin{array}{cc}
A & 0  \tag{6.14}\\
-C & 0
\end{array}\right] \tilde{x}+\left[\begin{array}{l}
B  \tag{6.15}\\
0
\end{array}\right] u+\left[\begin{array}{l}
0 \\
1
\end{array}\right] r_{1}
$$

which is similar to Equation 6.8. The error dynamics of this system represent the form of state space equations, for which a LQR controller can be derived. The LQR controller $\tilde{K}$, will be a constant matrix of size $n+1$ as the system now is of size $n+1$.

$$
\begin{equation*}
\tilde{K}=\left[k_{1}, k_{2}, \cdots, k_{n} \| k_{n+1}\right] \tag{6.16}
\end{equation*}
$$

Then, the new control law can be written as in Equation 6.17.

$$
\begin{align*}
u & =-\tilde{K} \tilde{x} \\
& =-\left[k_{1}, k_{2}, \cdots, k_{n} \| k_{n+1}\right]\left[\begin{array}{c}
x \\
\tilde{e}
\end{array}\right]  \tag{6.17}\\
& =-\left[k_{1}, k_{2}, \cdots, k_{n}\right] x+\left[-k_{n+1}\right] \tilde{e} \\
& =-K x+k_{I} \tilde{e}
\end{align*}
$$

which is represented in Figure 6.2.


Figure 6.1 Controller for Tracking when Plant has an Integrator.


Figure 6.2 Controller for Tracking when Plant has no Integrator.

### 6.2 Control Synthesis

The torpedo system does not have an integrator in the system. A tracking controller can be obtained from LQR method by the process described in Section 6.1. The controller is obtained for a trim state of straight and level flight at $75 \mathrm{~ms}^{-1}$. The linearized dynamics are first separated into the longitudinal and lateral dynamics as given in Table 5.1. The controls used in longitudinal direction are the cavitator and 2 elevators. The controls in lateral direction are the 2 rudders. It is observed that for straight and level flight the longitudinal and lateral dynamics are practically decoupled.

Once the state and control matrices have been obtained, the main variables that the LQR controller depends on are the weighting matrices $Q, R$ and $N$. In this case the cross coupling matrix $N$ is chosen to be 0 . The matrices $Q$ and $R$ penalize the cost function for higher state and control values respectively. A higher value in $Q$ matrix would cause a better tracking. A larger $R$ would constrain the control surface deflection. An optimum combination of the matrices is obtained iteratively, so as to get good tracking with achievable control deflections.

The matrices for longitudinal pitch rate tracking are given in Equation 6.18.

$$
\begin{array}{r}
Q_{\text {long }}=\operatorname{diag}([0,0,0,0,10])  \tag{6.18}\\
R_{\text {long }}=\operatorname{diag}([5,4])
\end{array}
$$

The first four numbers in the $Q_{\text {long }}$ correspond to weightings on the four longitudinal states. They are chosen to be 0 . We do not want to restrict the states from changing. This is especially important for weightings on $q$ and $\Theta$. A weighting on these variables would restrict them from changing. The last number, 10, is weighting on the error. This is chosen to be high to penalize the tracking error. A higher value of weighting would give a better tracking, but it is seen that it would require very high control rates. The first number in the weighting matrix $R_{\text {long }}, 5$, corresponds to cavitator weighting and the number 4 is for
elevator weighting. Elevator weighting is chosen to be smaller so as to encourage the controller to use more elevator than the cavitator. This gives a more stable performance.

The control matrices obtained for the longitudinal dynamics are given in Equations 6.19 and 6.20.

$$
\begin{align*}
& k_{I}=\left[\begin{array}{c}
1.1182 \\
-0.9681
\end{array}\right]  \tag{6.19}\\
& K=\left[\begin{array}{cccccc}
-0.0000 & 0.0040 & 0.1016 & -0.0000 & 1.4195 & -1.1184 \\
0.0000 & -0.0042 & -0.0995 & -0.0000 & -1.3981 & 1.1308
\end{array}\right] \tag{6.20}
\end{align*}
$$

Similar process is involved in the design of the lateral controller. Initially the lateral controller is designed with only four state feedback, and $\Psi$ is neglected in the feedback. In this case it is found that the torpedo has high sidewash and deviates considerably from the original path, even when the pitch angle is 0 . To avoid this, $\Psi$ is included in the feedback states. It is also observed that a penalty on the yaw motion causes the controller to command a very fast control surface motion. Also, a continuous correction of control surface deflection is required to prevent the yaw motion entirely. Thus an optimum combination of the weighting matrices is obtained that would prevent a very high yaw motion but would still have slow control surface motion.

$$
\begin{array}{r}
Q_{\text {latd }}=\operatorname{diag}([0,0,0,0,0, .1])  \tag{6.21}\\
R_{\text {latd }}=\operatorname{diag}([1000,1000])
\end{array}
$$

The first 5 numbers correspond to 5 states and the last number is weighting for the error. The $R_{\text {latd }}$ is of dimension 2 as only the rudders are included in the synthesis. The weighting on the rudders is high as it is observed that the roll rate is very sensitive to the rudder deflection. The control matrices obtained for the lateral dynamics are given in the Equations 6.22 and 6.23 .

$$
\begin{align*}
& k_{I}=\left[\begin{array}{c}
-0.0071 \\
-0.0071
\end{array}\right]  \tag{6.22}\\
& K=10^{-3} \times\left[\begin{array}{rrrrr}
0.0005 & -0.1253 & -0.0132 & 0.0019 & -0.0000 \\
0.0005 & -0.1254 & -0.0132 & 0.0026 & -0.0000
\end{array}\right] \tag{6.23}
\end{align*}
$$

The feedback matrix $K$ for lateral dynamics is of size $2 \times 5$, which is shown in Equation 6.23.

### 6.3 Nominal Closed-loop Model

### 6.3.1 Model

Figure 6.3 shows the eigenvalues for the closed-loop longitudinal and lateral systems. It can be seen that both systems are stable as all the eigenvalues are in the left half of the complex plane. Also, each of the dynamics has one eigenvalue at the origin, which is introduced due the integrator in the system.


Figure 6.3 Eigenvalues for the Closed-loop System

### 6.3.2 Linear Simulations

The response of the closed-loop linear system has been shown in Figures 6.4 to 6.8 . The simulations for lateral and longitudinal systems have been carried out separately as the linear system is decoupled into lateral and longitudinal.

Figure 6.4 shows the tracking obtained for a $15 \mathrm{deg} / \mathrm{s}$ pitch rate command. The command is achieved in 0.17 s with an overshoot of $3.95 \%$ and with no steady-state error. Figures 6.5 and 6.6 show the control surface deflections and rates required to achieve the commands. Though there are some quick deflections, the rates are still under the constraints.


Figure 6.4 Pitch Command Tracking for Linear System : $q, u$


Figure 6.5 Pitch Command Tracking for Linear System : $\delta_{c}, \dot{\delta}_{c}$

Figure 6.7 shows the roll rate tracking obtained for a $15 \mathrm{deg} / \mathrm{s}$ roll rate command. The command is achieved in 0.53 s with no overshoot and a 0 steady-state error. The variation of the yaw rate is also shown in the figure and it can be seen that the yaw motion is coupled with the roll. At the end of the roll doublet, the torpedo has a non-zero yaw angle thus changing the direction of motion. The control surface deflections required for the roll rate command are shown in Figure 6.8. The rudder deflection is small for reasons explained in the next chapter.


Figure 6.6 Pitch Command Tracking for Linear System : $\delta_{e 1}, \dot{\delta}_{e 1}$


Figure 6.7 Roll Command Tracking for Linear System : $p, r$



Figure 6.8 Roll Command Tracking for Linear System : $\boldsymbol{\delta}_{r 1}, \dot{\delta}_{r 1}$

### 6.3.3 Gain and Phase Margins

The LQR tracking system shown in Figure 6.2 is obviously more complex than the system shown in Figure 5.4. Thus, the loop gain can be defined in many ways in this case. The block diagram can be broken at different points so as to simplify it to the form shown in Figure 5.4. Figure 6.2 is redrawn in Figure 6.9 which shows the possible breakpoints for this system. For understanding, the output of plant P is divided into two parts, one is the achieved value of the commanded variable $\left(r_{a}\right)$ and the other is remaining states of the plant $\mathrm{P}(x)$. The break points are numbered 1 to 3 . The system can be broken at each of these points to give a loop gain. These gains will be named outer-loop, inner-loop and all-loop gains respectively.


Figure 6.9 Breakpoints for Calculating the Loop-Gain for a Tracking Controller
Gain and Phase margins for each of the above possible break points have been calculated for both the longitudinal and lateral controllers. Table 6.1 lists the gain and phase margins for the torpedo with LQR controller that was obtained in previous sections. All margins are quite high and meet the desired conditions of 6 dB for gain and 45 deg for phase margin. Figures 6.10 to 6.15 show the corresponding bode plots for the data given in Table 6.1.

Also, the lateral controller is unable to stabilize the unstable spiral mode. Thus the closed-loop system is inherently unstable due to this pole and would consequently have negative gain margin. Numerous simulations show that the affect of spiral mode is negligible,

Table 6.1 Gain and Phase Margin with LQR Controller

| Longitudinal |  |  |
| :---: | :---: | :---: |
|  | Gain Margin(db) | Phase Margin (deg) |
| 1 | $21.056($ at $47.498 \mathrm{rad} / \mathrm{s})$ | 64.846(at 9.0625 rad/s) |
| 2 | $327.87($ at $0 \mathrm{rad} / \mathrm{s})$ | 77.118(at 25.925 rad/s) |
| 3 | $\infty$ | $57.606($ at $20.845 \mathrm{rad} / \mathrm{s})$ |
| Lateral |  |  |
|  | Gain Margin $(\mathrm{db})$ |  |
| 1 | $22.964($ at 0 rad/s) | Phase Margin $(\mathrm{deg})$ |
| 2 | $250.51($ at $0 \mathrm{rad} / \mathrm{s})$ | $\infty$ |
| 3 | $50.36($ at $0 \mathrm{rad} / \mathrm{s})$ | $\infty$ |

i.e., the time to double for the instability is considerably larger than the maneuvering time of the torpedo. So, the closed-loop system model is reduced by removing the spiral mode from the model. The gain and phase margins in Table 6.1 are for this reduced-order system and reflect the robustness of the dominant dynamics.

Bode Diagram


Figure 6.10 Gain and Phase Margin: Longitudinal Outer-loop

### 6.4 Perturbed Closed-loop Model

A perturbed system model is formed by adding an error to the values of coefficients of lift and drag for the fins and cavitator. New values of trim deflection are obtained for the perturbed model and thus a new set of $A$ and $B$ matrices is obtained. Tables 6.4 to 6.9


Figure 6.11 Gain and Phase Margin: Longitudinal Inner-loop


Figure 6.12 Gain and Phase Margin: Longitudinal All-loop
show the percentage variation of the elements of $A$ and $B$ matrices for a $20 \%$ change in coefficients of lift and drag of cavitator and fins. Few elements in the state and control matrices change. In most cases, the change in elements of $A$ and $B$ matrices is a linear function of the change in a coefficient. For example, in Table 6.4 there are 8 terms that show a variation due to a $20 \%$ variation in coefficient of lift of the cavitator. The term $\mathrm{A}(3,1)$ shows a large variation but its numerical value is negligible. The term $\mathrm{A}(3,2)$ shows a $34 \%$ variation but this term is also small compared to other terms. Remaining terms in the matrix show very small variation. Some terms in the $B$ matrix show a $20 \%$ variation.


Figure 6.13 Gain and Phase Margin: Lateral Outer-loop
Bode Diagram


Figure 6.14 Gain and Phase Margin: Lateral Inner-loop

Thus some terms in controllability matrix change considerably. This would mean that for an error in these coefficients, the response would show some difference in control surface deflection. As it is observed that the closed-loop system has good gain and phase margins, this effect on $B$ matrix should not be of much concern.

### 6.4.1 Model

Figure 6.16 shows the eigenvalues for the perturbed closed-loop longitudinal and lateral systems. An error of $-20 \%$ is included in the value of coefficient of lift for the fins. It can

Table 6.2 Percentage Variation in A Matrix due to $20 \%$ Variation in $c l_{c}$

|  | u | w | q | $\Theta$ | v | p | r | $\Phi$ | $\Psi$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| u |  | 0.46 | 0.62 |  |  |  |  |  |  |
| w | 5.52 | 6.86 | 1.58 |  |  |  |  |  |  |
| q | 1.05 e 5 | 34.8 | 13.58 |  |  |  |  |  |  |
| $\Theta$ |  |  |  |  |  |  |  |  |  |
| v |  |  |  |  |  |  |  |  |  |
| p |  |  |  |  |  |  |  |  |  |
| r |  |  |  |  |  |  |  |  |  |
| $\Phi$ |  |  |  |  |  |  |  |  |  |
| $\Psi$ |  |  |  |  |  |  |  |  |  |

Table 6.3 Percentage Variation in B Matrix due to $10 \%$ Variation in $c l_{c}$

|  | $\delta_{c}$ | $\delta_{e 1}$ | $\delta_{e 2}$ | $\delta_{r 1}$ | $\delta_{r 2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| u |  |  |  |  |  |
| w | 20 |  |  |  |  |
| q | 20 |  |  |  |  |
| $\Theta$ |  |  |  |  |  |
| v |  |  |  |  |  |
| p |  |  |  |  |  |
| r |  |  |  |  |  |
| $\Phi$ |  |  |  |  |  |
| $\Psi$ |  |  |  |  |  |

Table 6.4 Percentage Variation in A Matrix due to $20 \%$ Variation in $c d_{c}$

|  | u | w | q | $\Theta$ | v | p | r | $\Phi$ | $\Psi$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| u | 10 | -6 | 7.6 |  |  |  |  |  |  |
| w |  | 1.54 | 0.36 |  |  |  |  |  |  |
| q | 658 | 7.8 | 3 |  |  |  |  |  |  |
| $\Theta$ |  |  |  |  |  |  |  |  |  |
| v |  |  |  |  | 2 | 20 | 0.4 |  |  |
| p |  |  |  |  | 2 |  | -15.6 |  |  |
| r |  |  |  |  | -10 | 0.8 | 8.4 |  |  |
| $\Phi$ |  |  |  |  |  |  |  |  |  |
| $\Psi$ |  |  |  |  |  |  |  |  |  |

Table 6.5 Percentage Variation in B Matrix due to 20\% Variation in $c d_{c}$

|  | $\delta_{c}$ | $\delta_{e 1}$ | $\delta_{e 2}$ | $\delta_{r 1}$ | $\delta_{r 2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| u | 20 |  |  |  |  |
| w |  |  |  |  |  |
| q | 0.12 |  |  |  |  |
| $\Theta$ |  |  |  |  |  |
| v |  |  |  |  |  |
| p |  |  |  |  |  |
| r |  |  |  |  |  |
| $\Phi$ |  |  |  |  |  |
| $\Psi$ |  |  |  |  |  |

Table 6.6 Percentage Variation in A Matrix due to $20 \%$ Variation in $c l_{\text {fin }}$

|  | u | w | q | $\Theta$ | v | p | r | $\Phi$ | $\Psi$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| u |  | 1.22 | 0.64 |  |  |  |  |  |  |
| w | 14.4 | 10.0 | -0.9 |  |  |  |  |  |  |
| q | -1 e 5 | -60 | 3 |  |  |  |  |  |  |
| $\Theta$ |  |  |  |  |  |  |  |  |  |
| v |  |  |  |  | 16.2 |  | -1.2 |  |  |
| p |  |  |  |  |  | 19 | 36.0 |  |  |
| r |  |  |  |  | 25.4 | 0.94 | 10.2 |  |  |
| $\Phi$ |  |  |  |  |  |  |  |  |  |
| $\Psi$ |  |  |  |  |  |  |  |  |  |

Table 6.7 Percentage Variation in B Matrix due to $20 \%$ Variation in $c l_{\text {fin }}$

|  | $\delta_{c}$ | $\delta_{e 1}$ | $\delta_{e 2}$ | $\delta_{r 1}$ | $\delta_{r 2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| u |  |  |  |  |  |
| w |  | 20 | 20 |  |  |
| q |  | 20 | 20 |  |  |
| $\Theta$ |  |  |  |  |  |
| v |  |  |  | 20 | 20 |
| p |  | 20 | 20 | 20 | 20 |
| r |  |  |  | 20 | 20 |
| $\Phi$ |  |  |  |  |  |
| $\Psi$ |  |  |  |  |  |



Figure 6.15 Gain and Phase Margin: Lateral All-loop

Table 6.8 Percentage Variation in A Matrix due to $20 \%$ Variation in $c d_{\text {fin }}$

|  | u | w | q | $\Theta$ | v | p | r | $\Phi$ | $\Psi$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| u | 9.4 | 24.0 | 12.4 |  |  |  |  |  |  |
| w |  | 1.34 | -0.12 |  |  |  |  |  |  |
| q | -68 | -2.6 | 0.4 |  |  |  |  |  |  |
| $\Theta$ |  |  |  |  |  |  |  |  |  |
| v |  |  | 20 |  | 1.76 | -2.3 | -0.13 |  |  |
| p |  |  |  |  | -2.3 | 1.12 | -0.62 |  |  |
| r |  |  |  |  | 2.74 | 18.26 | 1.12 |  |  |
| $\Phi$ |  |  |  |  |  |  |  |  |  |
| $\Psi$ |  |  |  |  |  |  |  |  |  |

be seen that the longitudinal dynamics show some perturbation in the damping while the lateral system relatively unchanged.

### 6.4.2 Linear Simulations

Figures 6.17 to 6.19 show the response of the perturbed system for a $15 \mathrm{deg} / \mathrm{s}$ pitch rate doublet command. The perturbation to the system is a $20 \%$ error in the value of the coefficient of lift of the fins. It can be seen that the performance criteria are met even in the case of the perturbed system. It can also be observed that the overshoot is increased for the perturbed system. The performance is achieved at the cost of small perturbations in

Table 6.9 Percentage Variation in B Matrix due to $20 \%$ Variation in $c d_{f i n}$

|  | $\delta_{c}$ | $\delta_{e 1}$ | $\delta_{e 2}$ | $\delta_{r 1}$ | $\delta_{r 2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| u |  | 20 | 20 |  |  |
| w |  |  |  |  |  |
| q | $1.36 \mathrm{e}-2$ |  |  |  |  |
| $\Theta$ |  |  |  |  |  |
| v |  |  |  |  |  |
| p |  |  |  |  |  |
| r |  | 20 | 20 | $12.6 \mathrm{e}-3$ | $2.6 \mathrm{e}-3$ |
| $\Phi$ |  |  |  |  |  |
| $\Psi$ |  |  |  |  |  |



Figure 6.16 Eigenvalues for the Perturbed Closed-loop System: $20 \%$ Error in $c l_{f i n}$
other states of the system. As the control effectiveness of the control surfaces is changed, the amount of control surface deflection is also changed by a constant factor.

Figures 6.20 to 6.21 show the response of the perturbed system for a $15 \mathrm{deg} / \mathrm{s}$ roll rate doublet command. The perturbation to the system is a $20 \%$ error in the value of the coefficient of lift of the fins. It can be seen that the performance criteria are met even in case of perturbed system. In this case also, it can be observed that there is a perturbation in other states.


Figure 6.17 Pitch Command Tracking for Perturbed Linear System : $q, u$


Figure 6.18 Pitch Command Tracking for Perturbed Linear System : $\delta_{c}, \dot{\delta}_{c}$


Figure 6.19 Pitch Command Tracking for Perturbed Linear System : $\delta_{e 1}, \dot{\delta}_{e 1}$


Figure 6.20 Roll Command Tracking for Perturbed Linear System : $p, r$


Figure 6.21 Roll Command Tracking for Perturbed Linear System : $\delta_{r 1}, \dot{\delta}_{r 1}$

### 6.4.3 Gain and Phase Margins

Table 6.10 lists the gain and phase margins for the perturbed closed-loop system. The perturbed system also has good gain and phase margins. Comparing the values with Table 6.1, it can be seen that there are small changes in the values except for the lateral all-loop. The last value is increased to $\infty$ showing an improvement for the perturbed system.

From the analysis of the perturbed closed-loop system it can be said that the linear model is robust to various uncertainties in the system.

Table 6.10 Gain and Phase Margin for Perturbed Closed-loop System: $20 \%$ error in $c l_{\text {fin }}$

| Longitudinal |  |  |
| :---: | :---: | :---: |
|  | Gain Margin(db) | Phase Margin (deg) |
| 1 | $21.193($ at $49.599 \mathrm{rad} / \mathrm{s})$ | $68.981($ at $8.7966 \mathrm{rad} / \mathrm{s})$ |
| 2 | $320.33($ at $0 \mathrm{rad} / \mathrm{s})$ | $77.605($ at $25.925 \mathrm{rad} / \mathrm{s})$ |
| 3 | Lateral |  |
| 60.305(at 22.552 rad/s) |  |  |
|  | Gain Margin $(\mathrm{db})$ |  |
| 1 | $24.391($ at $0 \mathrm{rad} / \mathrm{s})$ | Phase Margin $(\mathrm{deg})$ |
| 2 | $278.23(\mathrm{at} 0 \mathrm{rad} / \mathrm{s})$ | $\infty$ |
| 3 | $\infty(\mathrm{at} 0 \mathrm{rad} / \mathrm{s})$ | $\infty$ |

## CHAPTER 7 NONLINEAR SIMULATIONS

The controller for longitudinal and lateral dynamics have been obtained separately. That is, the longitudinal controller is to achieve a required pitch rate and the lateral controller achieves a given roll rate. Once the controllers have been found for linear systems, they are employed with the nonlinear torpedo model and the performance is checked using numerical simulation. Figure 7.1 shows the complete nonlinear simulation model for the torpedo with the LQR controller.

The nonlinearity in the model is provided by both the aerodynamics and control surface constraints. These constraints, given in Table 5.2, are not directly included in the linear model. So it is important to find their effects on the nonlinear simulation. It should be noted that there is a constraint on thrust, but thrust is assumed to be constant with time. The thrust constraint is used to find a trim value for various trajectories.

### 7.1 Nonlinear Simulations for Nominal System

The simulations have been carried out for various commands with the nominal system. The 'Nominal system' is the nonlinear torpedo model assuming that it is completely accurate. No uncertainty is included in the model. The simulations show good tracking response while meeting all the performance criteria.

The response of the vehicle to a longitudinal command is simulated and shown in Figures 7.2 to 7.5. These figures show the response for a pitch rate doublet of $15 \mathrm{deg} / \mathrm{s}$. The rise time for the pitch rate command of $15 \mathrm{deg} / \mathrm{s}$ is 0.18 s and there is an overshoot of $11.53 \%$. The steady-state error is $.8 \%$. The controller is able to command pitch rates as high as $30 \mathrm{deg} / \mathrm{s}$. It is observed that the vehicle motion is confined to longitudinal plane


Figure 7.1: Complete Nonlinear Simulation with LQR Controller


Figure 7.2 Pitch Command Tracking : $p, q$


Figure 7.3 Pitch Command Tracking: $\boldsymbol{\delta}_{c}, \dot{\boldsymbol{\delta}}_{c}$
only. This shows that the controller allows pure longitudinal motion to be uncoupled from the lateral motion.


Figure 7.4 Pitch Command Tracking : $\delta_{e 1}, \dot{\delta}_{e 1}$


Figure 7.5 Pitch Command Tracking: $\boldsymbol{\delta}_{r 1},\{x, y, z\}$ Trajectory

The response of the vehicle to a lateral, roll rate, command is shown in Figures 7.6 to 7.10. A roll rate command of $15 \mathrm{deg} / \mathrm{s}$ is achieved in .52 s with an overshoot of $0 \%$ and a steady-state error of $0.09 \%$. The controller is able to command a roll rate motion of as high as $50 \mathrm{deg} / \mathrm{s}$ before a saturation of control surface rate is reached. It is observed that there is some longitudinal motion in this case. This longitudinal motion has been reduced by inclusion of $\Psi$ in the feedback states to the controller. It can be seen that the rudder deflection for a roll rate command is small. This is expected as the terms corresponding to roll rate from rudder are an order of 3 times larger than the terms corresponding to pitch rate from elevators. It is assumed that the control surface deflection is achievable.


Figure 7.6 Roll Command Tracking: $p, q$

Figures 7.11 to 7.15 show the response of the torpedo for a combined roll and pitch rate command, similar to a windup turn. In this case, the torpedo is given a $5 \mathrm{deg} / \mathrm{s}$ roll


Figure 7.7 Roll Command Tracking: $\delta_{c}, \dot{\delta}_{c}$


Figure 7.8 Roll Command Tracking: $\delta_{e 1}, \dot{\delta}_{e 1}$


Figure 7.9 Roll Command Tracking: $\delta_{r 1}, \dot{\delta}_{r 1}$


Figure 7.10 Roll Command Tracking: $\{x, y, z\}$ Trajectory
rate command from 2 to 12 seconds, $5 \mathrm{deg} / \mathrm{s}$ pitch rate command from 12 to 22 seconds, $-5 \mathrm{deg} / \mathrm{s}$ pitch rate command from 22 to 32 seconds and then $-5 \mathrm{deg} / \mathrm{s}$ roll rate command from 32 to 42 seconds. As the vehicle motion is a little different from the actual trim, it can be seen the vehicle has considerable sidewash. Despite this sidewash, the controllers give a good tracking performance. The rise times for roll and pitch commands are .5 s and 0.22 s respectively. The overshoot for the same are $0 \%$ and $0 \%$ respectively.



Figure 7.11 Roll \& Pitch Command Tracking: $p, q$

### 7.2 Nonlinear Simulations for Perturbed System

The performance of the controllers is studied using the simulation with a perturbed system model. An error is assumed in the values of various coefficients and a correction factor is added. Response of the closed-loop nonlinear system is not much affected by the variations in coefficients of lift and drag. It is observed that the controller commands the


Figure 7.12 Roll \& Pitch Command Tracking: $\delta_{c}, \dot{\delta}_{c}$



Figure 7.13 Roll \& Pitch Command Tracking: $\boldsymbol{\delta}_{e 1}, \dot{\delta}_{e 1}$


Figure 7.14 Roll \& Pitch Command Tracking: $\boldsymbol{\delta}_{r 1}, \dot{\delta}_{r 1}$


Figure 7.15 Roll \& Pitch Command Tracking: $\{x, y, z\}$ Tracking


Figure 7.16 Response for $20 \%$ Variation in $c l_{f i n}: u, w$
system to a new trim state which is also a straight and level flight, with change in speed and control deflections. After that, the system follows a pitch or roll command as well as before. Figures 7.16 to 7.19 show the response for one such case. In this case a roll doublet is commanded to the system, and there is an error of $\pm 20 \%$ in the value of $c l_{f i n}$. It can be clearly seen that the vehicle has gone to another trim state and then it follows the command equally well. There is almost no change in the trajectory of the vehicle. The control surface deflections are similar with a constant offset. Such response has also been checked for other cases. The affect of error is similar in all cases.

By above analysis it can be said that the LQR controller designed for the torpedo for pitch and roll rate tracking commands is fairly stable and can be expected to achieve good performance for the real torpedo.


Figure 7.17 Response for $20 \%$ Variation in $c l_{f i n}: p, q$


Figure 7.18 Response for $20 \%$ Variation in $c l_{f i n}: \boldsymbol{\delta}_{c}, \boldsymbol{\delta}_{r 1}$


Figure 7.19 Response for 20\% Variation in $c l_{\text {fin }}:\{x, y, z\}$ Trajectory

## CHAPTER 8 CONCLUSION

### 8.1 Summary

A dynamical model for a supercavitating vehicle has been obtained. The vehicle is found to be open-loop unstable, and a controller for stabilizing the pitch and roll rate motion has been obtained. The LQR controller shows good tracking performance for the vehicle and all the control objectives are met. The controller is also found to be robust to errors in cavity prediction and velocity changes. This robustness is further demonstrated by the fact that the closed-loop system has high gain and phase margins.

### 8.2 Future Work

The dynamical analysis of the vehicle has been derived with an assumption that the cavity shape is fixed. The open-loop cavity dynamics need to be modeled and included in the synthesis.

Robust control methodologies like $\mu$-synthesis can be applied to obtain a more robust controller. A robust control design could include the uncertainties in the model during the control synthesis.

The LQR controllers obtained are typically known as the 'inner-loop' controllers. An outer-loop controller is also needed for guidance and navigation. The idea is that the outerloop controller can be modeled for tracking the trajectory in space, based on the closed-loop dynamics of the inner-loop model.

# APPENDIX A <br> REFERENCE FRAMES AND ROTATION MATRICES 



Figure A. 1 Rotation of Frames

Figure A. 1 shows two frames $\mathrm{X}\left\{x_{1} x_{2} x_{3}\right\}$ and $\mathrm{Y}\left\{y_{1} y_{2} y_{3}\right\}$. Y is rotated from X by an angle $\theta$ about x -axis. Thus the basis vectors of frame Y can be written in terms of basis vectors of X frame.

$$
\begin{align*}
& y_{2}=x_{2} \cos (\theta)+x_{3} \sin (\theta)  \tag{A.1}\\
& y_{3}=-x_{2} \sin (\theta)+x_{3} \cos (\theta)
\end{align*}
$$

This relation can also be expressed in terms of matrices.

$$
\left\{\begin{array}{l}
y_{1}  \tag{A.2}\\
y_{2} \\
y_{3}
\end{array}\right\}=\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & \cos (\theta) & \sin (\theta) \\
0 & -\sin (\theta) & \cos (\theta)
\end{array}\right]\left\{\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right\}
$$

This was a case of simple rotation. The matrix above in square brackets is known as the rotation matrix from X to Y and is represented as $\mathrm{X}_{-} \mathrm{Y}$. The rotation matrix can be generalized for a case when the two reference frames are arbitrarily oriented.

$$
X_{-} Y=\left[\begin{array}{lll}
\left(y_{1}, x_{1}\right) & \left(y_{1}, x_{2}\right) & \left(y_{1}, x_{3}\right)  \tag{A.3}\\
\left(y_{2}, x_{1}\right) & \left(y_{2}, x_{2}\right) & \left(y_{2}, x_{3}\right) \\
\left(y_{3}, x_{1}\right) & \left(y_{3}, x_{2}\right) & \left(y_{3}, x_{3}\right)
\end{array}\right]
$$

where (, ) means the dot product of the two vectors. Thus,

$$
\begin{equation*}
Y=X \_Y * X \tag{A.4}
\end{equation*}
$$

## APPENDIX B NUMERICAL TECHNIQUES

## B. 1 Interpolation of Force Data

This section describes the numerical technique used to obtain the values of coefficients of lift and drag for cavitator and fins.

## B.1.1 Extrapolation Scheme

For a better result, a quadratic interpolation/extrapolation scheme is used. Thus 3 points would be required to obtain an interpolated or extrapolated data value. Figure B. 1 shows the shape functions used for one dimensional interpolation. Say, points $\left\{x_{i-1}, x_{i}, x_{i+1}\right\}$ are used to find the value of a function $f$ at point $x$. The value of $f(x)$ would be given by a parameter $\alpha$ and the three shape function $N 1, N 2$ and $N 3$.

$$
\begin{align*}
& N 1=1+\frac{\left(2 x_{i-1}-x_{i}-x_{i+1}\right)}{\left(x_{i}-x_{i-1}\right)} \alpha+\frac{\left(x_{i+1}-x_{i-1}\right)}{\left(x_{i}-x_{i-1}\right)} \alpha^{2} \\
& N 2=\frac{\left(x_{i+1}-x_{i-1}\right)^{2}}{\left(x_{i-1}-x_{i}\right)\left(x_{i}-x_{i+1}\right)} \alpha+\frac{\left(x_{i+1}-x_{i-1}\right)^{2}}{\left(x_{i-1}-x_{i}\right)\left(x_{i}-x_{i+1}\right)} \alpha^{2}  \tag{B.1}\\
& N 3=\frac{\left(x_{i-1}-x_{i}\right)}{\left(x_{i}-x_{i+1}\right)} \alpha+\frac{\left(x_{i-1}-x_{i+1}\right)}{\left(x_{i}-x_{i+1}\right)} \alpha^{2}
\end{align*}
$$

where, the value of a shape function can be obtained by finding the value of $\alpha$.

$$
\begin{align*}
& \alpha=\frac{x-x_{i-1}}{x_{i+1}-x_{i-1}}  \tag{B.2}\\
& \alpha \in[0,1] \quad \text { for } \quad x \in\left[x_{i-1}, x_{i+1}\right] \\
& \alpha<0 \quad \text { for } \quad x<x_{i-1} \\
& \alpha>1 \quad \text { for } \quad x>x_{i+1}
\end{align*}
$$

Thus $\alpha \in[0,1]$ for interpolation and it is greater than 1 or less than 0 for extrapolation.


Figure B. 1 Shape Function for One Dimensional Quadratic Scheme

$$
\begin{equation*}
f(x)=N 1 * f\left(x_{i-1}\right)+N 2 * f\left(x_{i}\right)+N 3 * f\left(x_{i+1}\right) \tag{B.3}
\end{equation*}
$$

This method can be extended for 2D and 3D as in case for cavitator and fins respectively.

## B.1.2 Cavitator

The coefficients of lift $\left(c l_{c}\right)$ and drag $\left(c d_{c}\right)$ for the cavitator are functions of half angle $\left(h_{a}\right)$ of cavitator cone and angle of attack for cavitator $\left(\alpha_{c}\right)$. The CFD data [5] is available for combination of points given in Table B.1. Equation B. 3 can be extended for 2D cavitator.

$$
\begin{gather*}
f\left(\alpha_{c}, h_{a}\right)=\sum_{i=1}^{3} \sum_{j=1}^{3} N(1, i) N(2, j) f\left(\alpha_{c}(i), h_{a}(j)\right)  \tag{B.4}\\
\alpha_{c}(i) \quad \text { Value of } \alpha_{c} \text { at } i^{\text {th }} \text { node } \\
h_{a}(j) \quad \text { Value of } h_{a} \text { at } j^{\text {th }} \text { node } \\
N(1, i) \quad i^{\text {th }} \text { Shape function for } \alpha_{c} \\
N(2, j) \quad j^{\text {th }} \text { Shape function for } h_{a}
\end{gather*}
$$

## B.1.3 Fins

The coefficients of lift $\left(c l_{f i n}\right)$ and drag $\left(c d_{f i n}\right)$ for the fins are functions of angle of attack $\left(\alpha_{f}\right)$ for fin, immersion $\left(S_{f}\right)$ and sweepback angle $\left(\theta_{f}\right)$. The CFD data is available for combination of points given in Table B.2. Equation B. 3 can be extended for 3D fin.

Table B. 1 Grid For Experimental Cavitator Data

| Half Angle $\left(h_{a}\right.$ deg $)$ | $\{15,30,45,60,75,90\}$ |
| :---: | :---: |
| Angle of Attack $\left(\alpha_{c} \operatorname{deg}\right)$ | $\{0,1,2,3,4,5,6,7,8,9,10,11,12,13,14,15\}$ |

Table B. 2 Grid For Experimental Fin Data

| Immersion $\left(S_{f}\right)$ | $0.1,0.3,0.5,0.7,0.9$ |
| :---: | :---: |
| Sweepback $\left(\theta_{f} \operatorname{deg}\right)$ | $0,15,30,45,60,70$ |
| Angle of Attack $\left(\alpha_{f} \mathrm{deg}\right)$ | $\{0,1,2,3,4,5,6,7,8,9,10,12,15\}$ |
|  | $1 . S \geq 0 \& S<0.1 \& \theta \geq 0$ |
|  | $2 . S \geq 0.1 \& S<0.3 \& \theta \geq 30$ |
|  | $3 . S \geq 0.3 \& S<0.5 \& \theta \geq 45$ |
| Data not Available for | 4. $S \geq 0.5 \& S<0.7 \& \theta \geq 60$ |
|  | 5. $S \geq 0.7 \& S<0.9 \& \theta \geq 70$ |
|  | 6. $S \geq 0.9 \& S \leq 1 \& \theta \geq 0$ |
|  | 7. $\alpha \leq 0$ |
|  | 8. $\alpha>15$ |

$$
\begin{gathered}
f\left(S_{f}, \theta_{f}, \alpha_{f}\right)=\sum_{i=1}^{3} \sum_{j=1}^{3} \sum_{k=1}^{3} N(1, i) N(2, j) N(3, k) f\left(S_{f}(i), \theta_{f}(j), \alpha_{f}(k)\right) \\
S(i) \quad \text { Value of } S_{f} \text { at } i^{\text {th }} \text { node } \\
\theta_{f}(j) \quad \text { Value of } \theta_{f} \text { at } j^{\text {th }} \text { node } \\
\alpha_{f}(k) \quad \text { Value of } \alpha_{f} \text { at } k^{\text {th }} \text { node } \\
N(1, i) \quad i^{\text {th }} \text { Shape function for } S_{f} \\
N(2, j) \quad j^{\text {th }} \text { Shape function for } \theta_{f} \\
N(3, j) \quad k^{t h} \text { Shape function for } \alpha_{f}
\end{gathered}
$$

## B. 2 Numerical Linearization

Numerical linearization can be done by the 'linmod' command in the Matlab Simulink toolbox. This can also be done by noting that, the terms in the $A$ and $B$ matrices are the derivatives of state rates with respect to states and controls. For example, suppose $x_{0}$ and $u_{0}$
represent the state and control values at trim. It should be noted that $x_{0}$ is a $9 \times 1$ (excluding the positions $\{x, y, z\}$ ) vector and $u_{0}$ is $5 \times 1$ (cavitator and four fins).

$$
\begin{align*}
& x_{0}=\left\{\begin{array}{lllllllll}
u_{0} & w_{0} & q_{0} & \Theta_{0} & v_{0} & p_{0} & r_{0} & \Phi_{0} & \Psi_{0}
\end{array}\right\}^{T} \\
& u_{0}=\left\{\begin{array}{llllll}
\delta_{c_{0}} & \delta_{e 1_{0}} & \delta_{e 2_{0}} & \delta_{r 1_{0}} & \delta_{r 2_{0}}
\end{array}\right\}^{T} \tag{B.6}
\end{align*}
$$

The equations of motion are of the form as in equation B.7.

$$
\begin{equation*}
\dot{x}=f(x, u) \tag{B.7}
\end{equation*}
$$

where the function $f$ is a vector function having 9 outputs and there are 9 states. The code for nonlinear equation of motion, takes $x$ and $u$ as inputs and give the value of $\dot{x}$ as output. Let $\varepsilon$ define a very small change. Now the element $A(i, j)$ can be calculated as in equation B.8.

$$
\begin{equation*}
A(i, j)=\frac{f\left(x_{0}+\varepsilon(j), u_{0}\right)_{i}-f\left(x_{0}, u_{0}\right)_{i}}{\varepsilon} \quad 1 \leq i, j \leq 9 \tag{B.8}
\end{equation*}
$$

where, $\varepsilon(j)$ means a matrix of size $x_{0}$ with all zeros except $j^{t h}$ element, which is equal to $\varepsilon$, and $f_{i}$ represents the $i^{\text {th }}$ element of vector $f$. An element $B(i, j)$ also can be obtained in a similar way.

$$
\begin{equation*}
B(i, j)=\frac{f\left(x_{0}, u_{0}+\varepsilon(j)\right)_{i}-f\left(x_{0}, u_{0}\right)_{i}}{\varepsilon} \quad 1 \leq i \leq 9, \quad 1 \leq j \leq 5 \tag{B.9}
\end{equation*}
$$

where, $\varepsilon(j)$ means a matrix of size $u_{0}$ with all zeros except $j^{t h}$ element, which is equal to $\varepsilon$.
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