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Thanks to the continuous improvement in lasers, high quality and powerful pulsed light
sources are now available and can be used to exchange time and data between spacecraft, over
increasing distances. Time Transfer by Laser Link (T2L2), a payload host on the JASON-2
satellite, has established state-of-the-art performance for time-transfer. Time transfer with
a space instrument has reached a precision of a few tens of a picoseconds. Optical timing
systems can also be designed for communication, using schemes like pulse-position modulation.
The Lunar Laser Communication Demonstration (LLCD) hosted on the Lunar Atmosphere and
Dust Environment Explorer (LADEE) has demonstrated optical communications with pulsed
lasers, with record data rates of 622 Mbps from a lunar orbit to earth.

This research explores two topics: How high-precision time transfer can be achieved with a
spacecraft of limited size and power, and how pulsed laser communication systems can be built
on similar platforms. This is done through two projects. The first one is a payload for time
transfer between an optical ground station equipped with a laser and spacecraft. The second
one is a modulator for a space-borne laser communication transmitters. These projects are
enabled by two new technologies: compact atomic clocks and CubeSats. The miniaturization
of atomic clocks provides accurate oscillators such as the Chip Scale Atomic Clock (CSAC) in
very compact form-factors and with low power consumption. CubeSats are nano-satellites with

standardized dimensions. They enable many organizations to access space at a reduced cost.
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In this work, a compact instrument for the space segment of a small satellite time transfer
mission has been designed, fabricated and tested. It can perform single-shot optical time
transfer with a precision better than 80 ps in ground tests, with a power consumption below
250 mW while counting and below 5 W when performing time transfer. Components for a
new pulse-based communication systems have been designed and evaluated. They include
a software-defined modulator, implemented in a Field-Programmable Gate Array (FPGA).

The modulator features a novel timestamp-based approach and a calibration circuit with an
accuracy estimated at 10 = 1.7 ps, and is able to generate pulses at a rate of 20 MHz. In
addition, a compact seed laser driver has been built and we have demonstrated gain-switched
pulses of selectable duration, the shortest ones being 100 ps full width at half maximum, with
a jitter below 25 ps.

The time transfer instrument has been integrated in a 10 cm x 10 cm x 30 cm
spacecraft for a mission named CubeSat Handling of Multisystem Precision Time Transfer
(CHOMPTT). Launch is expected in May 2018. The components developed in the second part
of this work will support an upcoming small satellites optical communication cross-link mission

called CubeSat Laser Intersatellite CrosslinK (CLICK) in the 2019 timeframe.
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CHAPTER 1
INTRODUCTION

1.1 Precision Timing Usage

1.1.1 Navigation

Navigation may be the most ubiquitous usage of precision timing. Global Navigation
Satellite Systems (GNSS) are constellations of satellites broadcasting precise radio-frequency
time signals. The Global Positioning System (GPS) was the first constellation to be completed,
in 1995, by the United State Department of Defense. It has since been joined by GLONASS
from Russia partially completed in 1996 and Galileo built by the European Union in 2010.
Several local augmentation systems have been built, such as Differential Global Positioning
System (DGPS) and European Geostationary Navigation Overlay Service (EGNOS). China is in
the process of extending a local system into a global constellation called BeiDou-2 by 2020.

All global constellations are based on the same concept of operation. The satellites in
medium earth orbit send time signals to users on Earth or lower orbits. A user can measure
the time difference at arrival between several the satellites of the system, and with the speed
of light, find a difference in distance to the satellites called pseudorange. With at least 4
pseudoranges, the user can estimate its own position and obtain a time reference on-par with
the spacecrafts clocks. Since it has been made available for public use, GPS has been the most
commercially impactful space system. GNSS requires that each member of the constellation
share a common time reference, and because of that they must be regularly synchronized.
GNSS not only provides precision timing in space, they also need to exchange precision timing
with a ground station for synchronization.
1.1.2 Time Standard Propagation

The International Atomic Time (Temps Atomique International, TAI) is calculated from
the weighted average of hundreds clocks, with a few atomic clocks used as primary references
(9 in 2016 (3)). The National Institute of Standards and Technology (NIST) maintains a

time an frequency standard for the United State with the fountain atomic clock NIST-F1 and
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NIST-F2, and takes part in the TAl. The TAl is the base of the Coordinated Universal Time
(UTC). So transferring time with a high accuracy between the various clocks all around the
Earth is necessary to establish the UTC, and UTC is the reference for civilian time all over the
world.

Radio Frequency based time-transfer are executed on a regular basis, based on observation
at the same time of GNSS signals, including GLONASS and GPS. The Two-Way Satellite Time
and Frequency Transfer (TWSTFT) is another RF system used to establish TIA, hosted on
some GEO satellites (4).

1.1.3 Communications

If distant systems are capable of time-stamping common events, then they can share
information. If one of them is generating the event, it controls the information being shared,
and can use that to communicate. Pulse-Position Modulation (PPM) is an example of
modulation scheme using time to convey information. It is described in section 1.5. Space
optical communications based on PPM an other schemes have been considered since the
beginning of space exploration, but have gained considerable traction since the invention of the
laser in 1960. Several systems have been tested since the 1990s.

Communication systems built around precision timing have advantages for long ranges,
beyond earth orbit. In order to achieve long range, such systems must concentrate the
available energy in short, very intense pulses. As the range requirements increase, so should
the time between pulses, to keep consumed power under control. With low pulse rates, below
the tens of kilohertz range, the quality of the reference oscillator has an impact on the error
rate, and systems based to Time to Digital Converters (TDC) like the one presented in this
dissertation can bring an advantages in term of low complexity and power efficiency compared
to approaches based on Analog to Digital Converters (ADC). On the other hand, TDCs are
limited to repetition rates under the hundred of megahertz range. Systems designed around

ADCs do not require a comparator, which introduce a hard decision on pulses. Because of that
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they usably perform better in case of high channel noise. ADCs can also reach superior data
rates.
1.2 Advantages of Optical Pulses

They are several key advantages to relying on light pulses instead of Radio Frequencies
(RF). Light is less affected by the ionosphere. Most lasers used for ranging and communications
use wavelengths between 532 nm and 1550 nm. This correspond to hundreds of THz in
frequency, while RF systems are limited to high GHz values. In the atmosphere, fluctuation of
the index of refraction introduce beam deflection and variations in time delay, in particular in
the ionosphere. Since ionospheric disturbances are proportional to 1/f2, laser light is much less
affected (5).

Diffraction is proportional to the wavelength, so light beams can be tighter than
RF beams , with smaller apertures. This results in more compact, lower power designs.
Alternatively, higher data throughputs can be achieved with equivalent Size, Weight and
Power (SWaP). Data throughput can be improved by factors of 10 or even 100. A good figure
of merit to compare RF and optical systems is the Effective Isotropic Radiated Power, or
EIRP. The EIRP is equal to the total power that would be emitted by an isotropic antenna to
match the power emitted in the best direction of the antenna, where the signal is the most
intense. Tighter beam leads to higher EIRP. The LADEE LLCD experiment, using a 10 cm
aperture with 1550 nm light, had the same EIRP as a 34 m S-Band dish of the Deep Space
Network, around 8 GW (6). This means that at long ranges, those two systems can radiate
a similar amount of power to a target of identical size, while having vastly different size and
weight. However, as the radiated energy gets more concentrated, better pointing capabilities
are required. Coherent optical signals are more complicated to generate and amplify, and the
amplification efficiency is much lower compared to RF. Finally, optics requires tight mechanical
tolerances, better alignment and greater surface quality than RF waveguides.

Another advantages of optical frequencies is the lack of frequency licensing or coordination.

Currently, the RF spectrum is crowded, and frequency allocation and licensing is a complex
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and sometime expensive process. With optical communication, isotropic and low directivity
apertures are unpractical. Since the diffraction is much reduced compared to radio frequencies,
and light does not penetrate obstacles, transmitter and receiver can be discriminated with
optics and allocation mechanisms are not required yet. On the other hand, there is legislation
that applies to free-space lasers for safety reasons. In the United States, the Federal Aviation
Administration (FAA) impose limits in navigable airspace and in particular close to airports.
The Joint Space Operations Center (JSpOC) maintains a service called the Laser Clearinghouse
(LCH) for deconfliction with spacecraft. It is mandatory for Department of Defense (DoD)
lasers emitting above the horizon, but voluntary for other users not funded by the DoD. There
is also an American national standards for the safe use of lasers (ANSI Z 136.1 2007) and
several individual states have laws on free-space lasers.
1.3 Time Standards

1.3.1 Oscillator Technology

In this subsection, we summarize the types of oscillators commonly used in modern
electronics, as well as the most accurate ones built to this date.
1.3.1.1 Relaxation oscillators

Relaxation oscillators are based on the continuous augmentation of a parameter and a
threshold to release it. They are non-linear devices. A simple example can be built with two
passive components. A capacitor is charged and discharged through a resistor, and cycled with
a comparator. This gives low cost, low power and low accuracy frequency sources that can be
added inside integrated circuits with no external components. The NE555, the most popular
circuit ever manufactured, can be operated as a relaxation oscillator (7).
1.3.1.2 Harmonic oscillators

Contrary to relaxation oscillators, harmonic oscillators are linear devices and generate
sinusoidal outputs. Accurate clocks use resonators too keep frequency constant through time.
R-L-C circuits are an example of resonators, but more stable ones are usually used as primary

freq uency source.
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Quartz Crystals. Quartz crystals, and some ceramic materials, are subject to the
piezoelectric effect. Electric charges applied to the material create stress in it. Deformation
can be applied and sensed with voltage on a pair of electrodes. If the material sample is cut
to obtain a mechanical resonance, this createsa stable electric resonator. Different cuts are
available to generate a wide range of frequencies, typically from kHz to 100s of MHz. An open
crystal oscillator is shown in figure 1-1A. Bias voltages can be applied to steer the obtained
frequency. This allows one to compensate for temperature variations. These oscillators are
then called Temperature Compensated Crystal Oscillators (TCXO). For even more stability,
quartz crystals can be kept at constant temperature with an heating elements, this results in
an Oven Controlled Crystal Oscillators (OCXO). Some high-performance oven controlled quartz
oscillators are called Ultra-Stable Oscillators (USO). The performance of crystal oscillators is
diverse. They can be designed as cheap low power devices, or as high accuracy space-grade

ultra-stable oscillators of several kilograms.

Figure 1-1. A) Internals of Kyocera KXO-01 crystal oscillator, by Marcin Andrzejewski, under
CC BY-SA 3.0. B) Physics package of a chip-scale atomic clock, picture from
NIST
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1.3.1.3 Atomic Clocks

Maser. Maser stands for Microwave amplification by stimulated emission of radiation.
Hydrogen Masers designed for timekeeping use a radio-frequency cavity as a resonator. The
oscillation is maintained by injecting excited hydrogen atoms into the cavity. The hydrogen
atoms then decay to a lower energy level through stimulated emission, generating photons with
a frequency of 1.42 GHz. Masers are currently the most accurate devices available for time
keeping with integration times below 10,000 seconds.

Atomic Beam. Cesium and Rubidium atomic clocks also use a RF cavity, but instead of
stimulated emission, absorption is used. The frequency is tunned to maximize the absorption of
the RF power, and a detector estimates the number of atoms in the higher energy state using
fluorescence and provides feedback. The physics package from a miniaturized atomic clock is
shown in figure ??. It includes a cell of cesium atoms, electrodes to deliver the RF excitation
signal, and a laser plus a photodetector to measure the state the atoms.

Atomic Fountain. Fountain clocks are similar to beam clocks. The atoms are cooled and
placed in weightlessness to increase the time during which RF power is absorbed, increasing the
contrast of the clock.

Optical Atomic Clock. Optical atomic clocks use optical frequencies instead of radio
frequencies to change the states of neutral atoms. They are currently the most accurate clocks
for long integration times.
1.3.1.4 Voltage Controlled Oscillator (VCO)

Both relaxation oscillators and harmonic oscillators car be designed so that they can be
controlled, and their frequency adjusted, usually with a voltage or digital value. Controlled
oscillators are a central part of phase-locked loops.

1.3.2 Short Term Errors: Phase Noise and Jitter

Just as the electrical parameters of a circuit such as voltage and current have noise and

uncertainty, the measured time of an event or the phase of periodic signal is also susceptible to

noise. For time intervals below 1 second, jitter and phase noise are the standard measures.
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1.3.2.1 litter

Noise in the time domain of an event is called jitter. There are several types of jitter.
Random jitter is typically Gaussian, and accounts for random effects of uncorrelated noise
sources. Deterministic jitter accounts for errors from correlated sources, such as data patterns
on the signal itself or disturbances driven by the same clock signal. Deterministic jitter is
bounded.

Jitter definitions can vary. It can be taken as the variation from period to period of a
clock (cycle jitter) or variation in position of a clock rising or falling edge against a reference
(absolute jitter).
1.3.2.2 Phase Noise

Phase noise, noted L(f), is the frequency domain equivalent of jitter. £(f) is defined as
the spectral density of the fractional frequency. Jitter can be estimated from phase noise, by

integrating it with Equation 1-1.

1
)(j,’tter - ?fb fQL(f)df (1_1)

Here, f5 is the nominal frequency of the periodic signal.
1.3.3 Long Term Errors: Allan Deviation

The Allan deviation is a statistical tool introduced by David W. Allan in (8) . It allows one
to compare the stability of oscillators.
1.3.3.1 Definition of the Allan Deviation

The Allan deviation is based on the fractional frequency y(t), which is the normalized
value of the difference between the instantaneous oscillator’s frequency f(t) and the nominal
value of the frequency f,. The average of y(t) over an interval 7 can be computed by

integrating y(t) as follow:

yioy =0 =h gy 2t j Y(t +1,)dtv (1-2)
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The fractional frequency y(t) can be related to the time error x(t). The quantity x(t) is the
difference between the oscillator phase in seconds and the nominal time. If the deviation is
computed from samples of the phase, made with a measurement time-base of 7g, then y(t, 7)

can be rewritten as a function of the phase values x(t) (9):

X0 = [ yiwar, o7 = MDA (1-3)

T

The Allan deviation can be defined as the standard deviation of two samples of the normalized
frequency fluctuation separated by a time interval 7. For this reason, the Allan variance is also

known as the two-sample variance, and can be expressed as (9):

72(r) = 5 {(By)) (1-4)

If we assume that the interval 7 is both the averaging time and the sampling period, then

Equation 1-4 becomes:

1, . -
05(7') =5 <(y(/7' +7,7) = Yy(i, T))2>/ (1-5)
Equation 1-4 and Equation 1-5 can also be written in terms of phase errors (9):

727 = 5og (B = oy ((xliT +27) = 2x(ir +7) + X)), (1-6)

y 7—2

This expression can also by derived from (8) as shown in Appendix A
1.3.3.2 Estimators

The Allan deviation is defined as an expected value, assuming averaging over an infinite
amount of time. Unfortunately, we could not wait long enough to satisfy this requirement.
Estimators of the Allan deviation must be used instead.

Non-overlapped. If N phase measurements made at an interval 7 are available, it is

possible to evaluate to o2(n7) by averaging Equation 1-6 =% — 1 times.

N-1_o
1 1 n
O'}%(nTo, /\/) = 2 (Xi+2n - 2XniJrn + Xni)2 n<

2(n7p)? (AL —1) =
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Overlaped. The previous estimator only uses 1/n of all available samples, but has
the advantage of averaging only statistically independent terms. Reference (10) introduced
an estimator with improved accuracy as n rises and approaches N /2. This estimator is the

standardized method to measure the Allan variance (11).

1 N—2n—1 N1
2 — : — Dy )2 -
1.3.3.3 Interpretation of the Allan Deviation
If we only consider two frequency samples, Equation 1-5 yields:
2 L _ - 2
o, (1) ~ §(y<t0 +7,7) = Y(to, 7)) (1-9)

If we assume that the frequency at time t, is known, and that the clock random walk follows
a Wiener process, this result can be interpreted as the distribution of the frequency at time
to + 7

V(to+7,7) ~N (¥(to, 7), 205(7’)) (1-10)

By replacing ¥(tp + 7, 7) and ¥(ty, 7) by their definition from Equation 1-2, this can further be
approximated to:

flto+7,7)~N (?(to, T), 2fn205(7')) (1-11)

If we know the average frequency from t, to ty + 7, noted f(to, 7), then Equation 1-11 gives
the standard deviation for the average frequency over the next period, from ty + 7 to ¢y + 27.
For example, the CSAC has an Allan deviation of 3.0- 10710 after 1 s (12). The CSAC, or Chip
Scale Atomic Clock is a very compact cesium beam clock, produced by Microsemi Corporation.
For the CSAC, with 7 = 15, 0,(7) = 3.0-107%, so, fn\/§0y(7) = 4.24 mHz. After one
second, the average frequency over one second of the CSAC is expected to remain within a
4.24 mHz interval with a confidence interval of one standard deviation. This is equivalent to

a phase error of 424 ps after 1 s. Note that this is derived from the CSAC specifications (12),

measured phase error is expected to be lower.

23



10—12—;
g ]
10—13_: CSAC
] === MAC
] === NIST-F1
1074 ——- PHARAO
1 e Quartz
10-15 _ H-Maser
j 0 Rubidium S~ Sso
1 =0 Cesium -
101 T T T T
1073 107! 10* 103 10° 107

Figure 1-2. Typical Allan deviations of various types of oscillators (9) (12) (13)

Figure 1-2 is a compilation of the typical performance of various kinds of oscillators,
reproduced from (9), with the addition of specific oscillators relevant in this work. In this
figure, "Quartz"” refers to high performances oven controlled quartz oscillators, sometimes
referred as Ultra Stable Oscillators (USO). "Rubidium” and "Cesium" are respectively rubidium
and cesium beam atomic clocks. The CSAC specifications are also included. The CSAC
consumes less than 120 mW on average, below high performance OCXO. The next named
clock is the Miniature Atomic Clock or MAC, it is a Rubidium atomic clock, also of small
dimensions but with an higher average power consumption, at 5 W. The NIST-F1 is a cesium
fountain clock. It is shown on figure 1-3A. NIST-F1 is the primary time and frequency
reference of the United States. Finally, PHARAO is a cesium fountain reference designed

for micro-gravity. The vacuum chamber hosting PHARAQ's physics package is shown on
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figure 1-3B. PHARAO is a part of the Atomic Clock Ensemble in Space (ACES), which is
scheduled to fly to the International Space Station in 2018. Once launched, it is expected
to be the highest performing clock in space (14). The CSAC and the MAC curves are from
specifications, and are worse than measured performances. The data for the NIST-F1 is
measured against an array of H-Masers, and the data for PHARAO is expected performance,

based on ground tests (14).

Figure 1-3. A) The NIST-F1 atomic clock The NIST-F1 atomic clock, from NIST
. B) The vacuum chamber for the physics package of PHARAO, reproduced with permission,
©EADS SODERN

1.3.3.4 White phase noise
A special case for the Allan deviation is that of white phase noise. It can be modeled as
Gaussian random variables for time samples, with a jitter of o,,p,.
1 , . .
0}%(7') =53 <(N (/T + 27, afvpn) —2N (IT + 7, Osvpn) + N (IT, aa/pn))2>_
1
1

o2 <(N (O' 405vpn))2>l.

The variance of N (0,602,,) appears in Equation 1-12. Once replaced by its formula, it

(1-12)

becomes:

o, (r) = v3Zen (1-13)

T

25



Phase noise can be identified as a curve with a slope of 1/7 on allan deviation plots.
1.4 Measuring and Distributing Time with Electronics

Generating, transmitting and sampling time requires various electronic circuits. In this
section, we will present building blocks used to manipulate clock signals and time events.
1.4.1 Devices

The circuits examined in this section can be integrated into different kinds of components.
A micro-controller can be programmed to execute a program. Most micro-controllers include
peripherals such as counters which can be controlled by the software. Field-Programmable
Gate Arrays (FPGAs) are programmable devices capable of directly implementing logic circuits.
They contains hundreds of thousands of logic blocks called cells built with look-up tables and
registers, which can recreate any combinational or sequential logic functions. The logic blocks
are connected together by a connection matrix. The association of the routing matrix and
the cells is called the fabric. Some FPGAs include complex circuits and clocking resources
that cannot be implemented with the fabric as efficiently as hard-wired modules. Application
Specific Integrated Circuits (ASIC) are specialized circuits. They are dedicated to a particular
use and cannot be reprogrammed.
1.4.2 Phase Locked Loops

Phase Locked Loops, abbreviated as PLLs, are control systems capable of generating
clock signals in phase with their input. PLLs are extremely common circuits, used in many
applications. When data is received without an associated clock signal, PLLs can be used to
generate a clock signal in phase with the data stream, with a process called clock recovery.
They can also decode frequency-modulated signals, and can be used as clock buffer with no
phase delay, even with changes in voltage, temperature or frequency. PPLs can reduce jitter,
by filtering the high frequency part of the input phase noise. They are still limited by the phase
noise of their own oscillator. PLLs are frequently used in clock distribution, and they can
generate frequencies that are an integer fraction of the input frequency. This fraction can be

inferior or superior to one: PLLs can generate frequencies higher than what they receive.
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Figure 1-4. Block diagram of a phase locked loop
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A simplified example of a PLL is shown in Figure 1-4. The main components are a phase
detector, a loop filter, and a controlled oscillator. The phase detector generates a signal
proportional to the phase difference between its two inputs. A very simple form of phase
detector is exclusive-or gate, which outputs a high signal whenever the inputs don't match.
The loop filter is usually a low pass filter, required to stabilize the loop and filter out unwanted
high frequency clock variations. PLLs must include a controlled oscillator. The most common
ones are Voltage Controlled Oscillators (VCO).

PLLs sometime have dividers connected on outputs or inputs. An output divider, such as
P on Figure 1-4, allow the VCO to run at a higher frequency than the required clock output.
VCOs integrated on Silicon IC rely on on-chip inductance and tend to run at GHz frequencies,
and faster than most circuits driven by PLLs. The divider P also extends the range of possible
output since integrated VCOs have limited tuning capabilities. Dividers at the inputs, M and N
on Figure 1-4, allows the generation of fractions of the input frequency. Divider M reduces the
frequency at the input, so both M and P divide the output frequency. Divider N acts on the
feedback arm of the loop. Since the feedback mechanism forces the frequencies received by the
phase detector to match, the VCO must run faster to match the input, so N is multiplying the

output frequency. Accounting for all of these dividers results in the following equation:

Fout = Fin ( 1—14)
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Note that M, N, and P are divider values, and must be non zero integers. Phase detectors
require a minimum input frequency in order to keep the loop locked. Therefore M and N
cannot be arbitrarily high.

1.4.3 Counters

Counters store the number of occurrences of an event, such as the rising edge of a clock
signal. They can both record and generate time. They record time with capture registers,
in which an event, typically a pulse edge, triggers a recording of the current counter value.
They can also be used with compare registers, where the value of the counter is compared to
a programmed value to generate an event. Because they count the number of clock cycles,
their resolution is limited to a clock period. In programmable devices such as FPGAs, counters
can typically run at frequencies up to 500 MHz. Counters can be built with arbitrary length,
in number of bits. This make them very suitable for long-term time-keeping. For example, a
32 bit counter running at 500 MHz will saturate and roll-over after 8 seconds, and a 64 bit
counter at the same frequency will not saturate for more than a thousand years.

Some FPGAs include Serialization/Deserialization (SERDES) modules built in the I/O
pin structures (15). Those modules are intended for high rate serial links, such as PCl express
or USB 3 (16). They receive information in a serial form at very high rates, accumulate it
in registers, and output it in parallel, at lower rates. The SERDES modules can also do the
converse: receive data in parallel and output it at high rate on a single output. SERDES
modules can be used to extend counters at higher frequencies. As of early 2018, the fastest
commercially available design can reach transfer rates of 32 Ghz, which corresponds to a
resolution of 31 ps. However, FPGAs designed for space application are limited to frequencies
below 5 GHz. Because the modules are built for error-free data transfer, their accuracy for
timing application is guaranteed to be significantly lower than their resolution.

1.4.4 Delay chains and signal propagation
Delay chains can generates small time increment without using high frequencies. An

example is displayed in Figure 1-5. The minimum increment is usually the delay of a single
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logic gate, which is around 10 ps on recent integrated circuits. By selecting the gate output at

one of the chain stages, it is possible to obtain a signal delay of t, ~ nt.

t0| t0+T| t0+2T| t0+3‘t t0+nT|
| | | >

Figure 1-5. An example of delay chain

The delay increment, 7, is subject to environmental effects and random variations. These
effect are mainly Process, Voltage, and Temperature, abbreviated to PVT variations. Process
comprises all the variations introduced by the fabrication process. Increasing the supply
voltage tends to reduce the delay of a logic gate, at the cost of power dissipation. On the
other hand, increasing temperature tends to increase the delay. Two other effects are not
included in PVT variations: aging and radiation. Aging is a complicated process to model,
depending not only on time, but also on stress from use and recovery mechanisms. Radiation is
a problem specific to space hardware. Radiation damage will modify the switching threshold of
transistors in CMOS (Complementary metal—-oxide-semiconductor) integrated circuits, causing
a change in the switching time. Radiation will also change the propagation time in unprotected
flash-based programmable logic devices, where flash cells directly control interconnections (17):
electrical charges will be injected in flash cells by ionizing rays and particles, slowly changing
the potential at the gate of transistors used in connection matrices. This changes the load on
the gate output and slows their response time.

Since delay chains are open-loop structures, PVT variation, radiation and aging create
non-linearities. They can be measured with Differential Non-linearity (DNL), defined in
Equation 1-15, and Integral Non linearity (INL), defined in Equation 1-16. For a delay chain of
N delay elements, from 7, to 7, with t; = tg + i TP

i=1

ti — ti1 Tj

DNL(i)= "—"——-1=- -1 (1-15)

INL() =t —to—1i-T (1-16)
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In Equation 1-15 and Equation 1-16, 7 is the average time delay of a single chain element.
For the complete chain, INL = max; INL(i) and DNL = max; DNL(i). Non linearities can be
quite large in programmable devices, because they are not designed with precision timing in
mind. For example, a delay chain presented in subsubsection 3.2.2.2 has a DNL higher than
800%. Specialized integrated circuits usually have lower non-linearities.

All the gates on the chain are also subject to noise. Because of this, the jitter of the
signal tends to increase as it travels through the chain. This effect can be significant, and limit
the practical size of delay chains.

1.4.5 Time-to-digital converters

A Time-to-Converter (TDC) is a circuit which convert an electrical event, almost
always a signal edge, into a digital time value. Some TDCs can integrate the time between a
start signal and a stop signal. In this case they can also be called Time Interval Counters.
Otherwise, they tag one or more stop signals against a clock, in witch case they are
designated as Time-stamping TDCs. There are several ways to build TDC circuits, such
as time-to-amplitude converters, built with a current source and a capacitor, or pulse stretching
converters (18). TDC systems have also been implemented with pulse shaping circuits coupled
with high-speed analog to digital converters (19). We will focus on a method called the taped

delay line. An example of taped delay line converter is shown in Figure 1-6.

Start | ] | | ] |
| L | | L | L | |
D —> D D D —> D —> D
QR QR QR Qn Qn Q
C —> C C C — C C
stop — L [ [ [
Register
111100
transition

Figure 1-6. Structure of taped delay line time-to-digital converter

30



The converter in Figure 1-6 utilizes a delay chain. The start signal is referenced by its
rising edge. The signal starts propagating at a slow speed through the chain, at tg,:. A
D-latch is placed after each delay element. Latches will record the state of their input D when
they receive a rising edge at their input C. At this time, the value of D will be transferred to
their output Q and stay constant until the next rising edge on C. A stop signal arrives after a
certain time ts,. The stop signal can be distributed simultaneously to all the latches. The
output of the latches can then be read. The output will be high up to the position of the rising
edge signal in the chain, were it will transition to a low level. The position of the transition
gives a reading of fo, — tstarr With a resolution equal to the delay of one element of the chain.
The defect such as INL and DNL discussed in subsection 1.4.4 are also present. A related
method to build TDCs is called the time vernier. With this method, the stop signal is also
propagated through a delay chain, but still faster than the start chain. The resolution is then
equal to the average of one element of the start chain minus one element of the stop chain.

1.5 Pulse-Based Communication

As mentioned is section 1.1, precision timing can be used to exchange data. A event can
be generated with a oscillator as reference, for example a light pulse can be emitted by a laser
at a selected time. This event can be observed from another location and timed against a
local oscillator. If the difference between oscillator was known before the event, then arbitrary
information can be transmitted. There are several schemes used for transmitting data in this
way.

1.5.1 Pulse Position Modulation

Pulse Position Modulation, or PPM, is a scheme based on the principle described above.
An example of PPM frame is shown in Figure 1-7. Time is divided into M slots of duration 7.
To signal a PPM symbol, an event, usually a pulse, is generated in on of the slots. Each slot
encodes a unique symbol, among M possibilities. The device generating the event may need
a certain amount of time to prepare for the next pulse. For example, a high-power laser could

need time to build up enough energy in its cavity, in order to emit a large enougth pulse. This
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duration is called the guard time, noted T,. Ty is inserted after each group of M time interval
7. M different symbols can encode up to log, M bits, and the total time to send a symbol

Mt + Tg4. From this, the data rate Dppy, in bit per second, can be calculated:

data per pulse  logaM (1-17)

D = =
PPM ™ Yime per pulse M7 + Ty

3 T, o 1 2
Figure 1-7. Example of pulse position modulation with M = 4

1.5.2 Differential Pulse Position Modulation

One of the variations of Pulse Position Modulation is Differential Pulse Position
Modulation (DPPM). Figure 1-8 is an example of a DPPM transmission, again with
M = 4. The difference with between PPM and DPPM is that the guard time T is inserted
immediately after the pulse. The reference for the next pulse is not the last possible slot, but
the previous pulse, so the data is encoded directly in the time difference between the pulses,
hence the qualification of differential. The number of symbols and the associated number of
bits encoded by the pulses remains the same, but the time to send a symbol is, on average,
shorter. At worst, it is equal to the time by symbol of PPM. On average, the data rate Dpppy
is improved:

data per pulse logo M

D = = 1-18
PFFM ™ average time per pulse (M + 1)7/2 + Ty ( )

The drawback of DPPM is that the data rate can be variable, and the design of the receiver
can be more difficult as the position of the data encoding time slots 7 are different from pulse

to pulse. Also, in some cases where there is excessive noise, pulses missed by the detector

32



could introduce a shift in the data stream. Similarly, extra pulses generated by noise sources

can shift the data stream in the other direction.

Figure 1-8. Example of differential pulse position modulation with M = 4

1.6 Contributions

The next chapter will discuss a new compact instrument for time transfer called OPTI, or
the Optical Precision Time Instrument (20). It has a much reduced volume, weight, and power
compared to precious systems with similar performance. This chapter will cover the principle,
the architecture and the resulting performance of the instrument. A precision below 80 ps has
been achieved, with a power below 5 W in a volume of less than 10 by 10 by 3 cm for one
complete instrument channel.

My contributions to the CHOMPTT mission were centered on the two instrument
channels of OPTI. | designed the instrument architecture, and draw the circuits for OPTI 1 (a
breadboard version), OPTI 2 (a first engineering units), OPTI 3 (a second engineering units)
and OPTI 3.1 (the flight version). | received some help from Seth Nydam on the power section
of OPTI 3. | completed the layout and tested the electronics board for OPTI 1, OPTI 2 and
OPTI 3.1. This include some repairs on OPTI 3.1 (the flight boards). | also wrote the software
of OPTI 1, and of OPTI 2 with the participation of Blake Richard. | completed an initial
release of the OPTI 3.1 embedded software that was later completed by Seth Nydam. Last, |
put together a data post-processing and debugging script for OPTI 3.1.

Several other graduate students heavily contributed to the OPTI project and the

CHOMPTT mission. Nathan Barnwell was responsible for the experimental setup of OPTI
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1. He also did the analysis of the data collected by this experiment. He completed all the
optical link budgets, from OPTI 1 to OPTI 3.1. Nathan helped with mechanical design of the
flight instrument, and worked on the optical ground station. Seth Nydam did board layout of
OPTI 3.0, and participated to the OPTI 3.0 schematics. Seth tested OPTI 3.0 and OPTI 3.1,
and completed the flight software for the channel boards. He designed, laid out, fabricated and
programed the instrument supervisor. Seth and Nathan collected data on OPTI 3.1. | analyzed
some of this data in subsec:31dataan. Tyler Ritz worked on the optical ground station. Several
undergraduate student worked under the supervision of Seth, Nathan and Tyler on some aspect
of the instrument. Many have also contributed to CHOMPTT mission outside of OPTI.

Chapter 3 will examine a modulator and a seed laser for the Miniature Optical Communication
Transmitter (MOCT) (2). The modulator use a novel approach based on timestamps. It is
entirely contained within a FPGA and is highly flexible. The modulator includes a calibration
circuit with an unprecedented accuracy of 2 ps in a programmable device. The seed laser
driver, originally developed for another application (21), is capable of generating gain-switched
pulses from 100 ps to arbitrary duration. It features a very high extinction ratio, along with a
jitter below 25 ps.

On MOCT, my contribution includes the entirety of the modulator software and its
calibration circuit presented in chapter 3. | designed the seed laser driver described in the
same chapter, and guided Samantha Parry through the schematic capture and the layout
for this board. | tested the seed laser and analyzed the results. | also worked on elements of
the project that are not included on this dissertation. They included simulation of a receiver
chain compatible with the transmitter of MOCT, and the schematics for a set of boards that
included all the required functions for a long range optical modem.

Nathan Barnwell tested and developed a model of an erbium doped fiber amplifier to be
used with the modulator. Nathan completed all the optical link budgets, and he also explored
various possible mission configuration for MOCT. Tyler Ritz have adapted, improved and built

detector assemblies for this second project.

34



CHAPTER 2
SUB-NANOSECOND TIMING OF OPTICAL PULSES IN A COMPACT PACKAGE

Fist, we will review previous techniques and similar missions section 2.1. Then, we will
introduce the CHOMPTT mission and explain its concept of operation and objectives. We will
show CHOMPTT's instrument, OPTI (Optical Precision Timing Instrument), and compare it
to the state of the art in section 2.2. We will explain OPTI's architecture and its evolution in
section 2.3, and list its major components. A scheme to identify the exchanged pulses will be
presented in section 2.4. Last, data that resume the instrument performance will be analyzed
in section 2.5. This section will also contain suggestion for future test.

2.1 Related Systems & Methods

Time transfer can be carried out on the ground with networks and telecommunication
technologies. The Network Time Protocol is the most common way to synchronize computers,
through Internet Protocol (IP) networks. It can reach an accuracy of a few tens of milliseconds.
Coaxial cable and dedicated optical fibers can distribute frequency timing over long distances,
within a continent. In this section, we will focus on space methods, suitable for intercontinental
links.

2.1.1 GNSS Carrier Phase

GNSS Receivers are the most common tool to precisely synchronize distant clocks. The
highest accuracy measurements are obtained by measuring the phase of GNSS RF signals and
is called the Carrier Phase method. Accuracy below 250 ps can be achieved over an averaging
period of 24h. (22).

2.1.2 TWSTFT

Two-way Satellite Time and Frequency Transfer (TWSTFT) is a radio-frequency time
transfer system hosted on a few satellites in Geo-synchronous orbit (4). TWSTFT payloads act
as transponders between two ground users. Each user sends a modulated pseudo-random RF
signal to the TWSTFT space segment. The signals are repeated to the opposite users, allowing

them to find the time difference between their emitted signal and the signal received from the
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distant user. After a few minutes of averaging, TWSTFT can reach an accuracy of less than a
nanosecond. Over 30 min, the error is similar to the GNSS carrier phase method.
2.1.3 LASSO

LASSO stands for Laser Synchronization from Stationary Orbit. The space segment
for this experiment was hosted on Meteosat-P2, launched in 1988. Meteosat-P2 was
a meteorological observation satellite in geo-synchronous orbit, with spin stabilization.
Meteosat-P2 was also called Meteosat-3, and was originally an engineering unit of Meteosat-2.
In 1991 it was positioned over the west Atlantic, were time transfer experiments were
performed. It was retired in 1995. The space segment included an array of retro-reflectors,
a detection unit, an event timer, and a clock. Users could measure the time difference between
the on-board clock and their own by shooting a laser pulse at the payload and recording
the time the pulse was transmitted. The space segment recorded the time according to
its own when it detected the pulse. The pulse was sent back to the ground segment with
a retro-reflector, where the time wasrecorded a third time, against the ground clock. The
reference clock was an oven controlled quartz oscillator, and the event timer resolution was
69 ps. LASSO was compatible with both 694 nm, for Ruby lasers, and 532 nm, for Nd:YAG
lasers. In 1992, the LASSO experiment demonstrated a common view time-transfer between
the McDonald Observatory, at Fort Davis, Texas, an the station of the Observatoire de la Cote
d'Azur (OCA), in Grasse, France. The residuals for time transfer with the satellite were below
300 ps, and the interval of confidence for the time difference between the two locations was
around 100 ps (23).
2.1.4 MESSENGER

The MErcury Surface, Space ENvironment, GEochemistry and Ranging probe (MESSENGER)
hosted an instrument called the Mercury Laser Altimeter (MLA) (24) (25). In May of 2005,
while MESSENGER was in transit to Mercury, MLA was re-purposed to complete a ranging

and time transfer experiment with a ground station at Greenbelt, Maryland and demonstrated
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Figure 2-1. Meteosat-P2 satellite. The array of retro-reflectors and the apertures of the
LASSO payload are on the right, on the main cylinder.

a two-way time transfer over 24 million kilometers. The residuals were of 390 ps on the
downlink, and 2.9 ns on the uplink (26).
2.1.5 T2L2

Time Transfer by Laser Link (T2L2) is a time transfer system using the same concept
as LASSO. It was first proposed in 1994, to be carried on a Russian meteorological satellite,
Meteor-3M-1. The instrument was launched as a passenger of Jason-2 in 2008. T2L2 uses an

oven-controlled quartz oscillator from the Doppler Orbitography by Radiopositioning Integrated
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on Satellite (DORIS) payload as reference. T2L2 has two detectors. The first one is a linear
Avalanche Photo-Diode (APD) operated in linear mode. It measures the received pulse energy
and gates the other detector. The second detector is an APD in Geiger mode, which can count
individual photons. The light sent to the Geiger APD is delayed with an optical fiber while
a pulse is detected by the linear APD. The pulse energy measurement is used to correct the
time-walk of the Geiger APD. The accuracy of the event timer on T2L2 is better than 2 ps
(27). On ground, T2L2 achieved a single-shot time transfer accuracy between 3 ps to 35 ps,
for 1 photon and 1000 photons respectively (28). From 2009, and as of early 2018, T2L2 has
provided time transfer to around 30 ground stations, with an accuracy better than 100 ps and
residuals of a few tens of picoseconds.
2.1.6 LRO

The Lunar Reconnaissance Orbiter (LRO), launched in 2009, included an instrument called
the Lunar Orbiter Laser Altimeter (LOLA). One of the channels on LOLA was attached to
a laser ranging telescope. This telescope was placed behind the RF high-gain antenna to be
aligned with the ground station. The telescope was able to receive pulses from satellite ranging
stations on earth. Its aperture was 19 mm (29). With 2 SLR facilities, LRO position can be
estimated with precision even if no navigation systems are available around the moon. LRO
performed one-way time transfer and ranging with a precision of 12.7 cm, or 424 ps (30).
2.1.7 LLCD

The NASA Lunar Laser Communication Demonstration (LLCD) was a payload on
the Lunar Atmosphere and Dust Environment Explorer. LLCD demonstrated optical
communications between Earth and Lunar orbit, this aspect is further discussed in chapter 3.
LLCD also demonstrated ranging using optical pulses (31). The times of arrival of pulses
on the uplink were measured by the payload using a phase detector, and thanks to a
Phase-Locked-Loop (PPL) the pulses on the downlink were transmitted with the same time
reference and known phase difference. LLCD achieved a time-transfer precision of 10 = 44.3

ps. With filtering, the ranging precision was below 10 = 1 cm.
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2.1.8 ACES

Atomic Clock Ensemble in Space is a experiment sponsored by ESA. It aims at testing
clock and time transfer technologies by flying a package with two clocks and a microwave
time-transfer link. The two clocks are an active hydrogen maser (Space Hydrogen Maser,
SHM) and a cesium fountain clock (Projet d'Horloge Atomique Par Refroidissement d'Atomes
en Orbit, PHARAO). SHM will provide short term stability. ACES also includes a MicroWave
Link (MWL), (32) and an optical time-transfer link called European Laser Timing (ELT). MWL
uses a principle similar to TWSTFT, with modulated RF signals in the K,-band and S-band.
ELT is similar to T2L2 and aims at reproducing its performance, with reduced resources. ACES
is scheduled for launch in late 2018 or early 2019. It will be deployed on the Columbus External
Platform Facility on the International Space Station.

2.2 Concept Of Operation

The principle of the proposed instrument is nearly identical to the one of LASSO and
T2L2, and its components are similar. The mission is called CubeSat Handling of Multisystem
Precision Time Transfer (CHOMPTT) Its payload designed is called OPTI (Optical Precision
Timing Instrument). The concept of operation for CHOMPTT and OPTI is shown in
Figure 2-2. A Satellite Laser Ranging facility (SLR), on the ground, will emit a laser pulse
and record the time of emission against its own clock. This time is noted tJ"**"’. The pulse
will travel through the atmosphere and space to the satellite and illuminate a photodetector.
The photodetector will trigger a time-to-digital converter, recording the time ¢;7°“° when the
pulse was received at the spacecraft relative to its onboard clock. The pulse will also hit a
retro-reflector sending a fraction of the pulse back in the same direction. The return pulse can
be detected again on ground with a telescope and a photodetector, and the time is recorded

ground

as t3 , against the ground clock. The pulse travels approximatively through the same

distance on its way to the satellite and on the way back, so the time at which the pulse hits

ground B tgroul7d+t2ground
1 - 2

the satellite according to the ground clock can be approximated as ¢ The

time difference between the two clocks is then y = P2 — 94" A few relativistic effects
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must be compensated, including the Sagnac effect. Corrections due to the distance between
the space detector and the retro-reflector may also be required. Those terms can be accounted
for with an extra term t.,,. The equation for time transfer becomes:

ground ground
t5 + 5

X =t — > + teor (2-1)

SLR Terminator Pass ‘ Ground Station Pass

Clock Discrepancy, X

T tgroumi

: ground ground
e
=|t,

2
+ Correctional Terms (known)

. - d o . d
Q) togroun : g Q) I.ngOlUl
g )

w“ ‘ ‘:) togr'ound and Q) tgg?‘ound timing data

Ground Station

Figure 2-2. The CHOMPTT mission concept of operation. Image courtesy of Ahn Nguyen.

OPTI have been integrated into a 3U CubeSat, a small satellite of 10cm x 10cm x 30
cm. CubeSat are miniaturized satellites with standardized dimensions. They have rails on their
edges, and can be launch into space as secondary payloads. They are fitted on launch vehicles
in containerized deployment system to protect other passengers. The bus for the CHOMPTT
mission have been provided by the NASA Ames research center. They also completed most of
the work required for integration. The instrument and the on-orbit exploitation of the satellite
is the responsibility of the University of Florida. CHOMPTT is expected to launch in May
2018.
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This work will primarily deal with the space segment of the time transfer system, with a
focus on detection, time-stamping and clock stability. On those aspects, the most advanced
system currently in operation is T2L2, introduced in subsection 2.1.5. Compared to T2L2,
OPTI is much more compact: one instrument channel, capable of time transfer on its own, fit
within a volume of 10 cm by 10 cm by 2 cm. As shown later in subsection 2.5.1, the power
consumption of one channel is under 5 W when active, and at 250 m\W when counting. This
well below T2L2 levels, of 42 W (28) when active, without accounting for reference oscillator.
OPTI brings picosecond-range precision timing and centimeter level navigation in space, and
does it with power, weight and volume requirements that are substantially lower than the
previous missions. Although OPTI cannot reach the level of durability and reliability of large
instruments like T2L2, the time transfer performance has not been sacrificed and is similar
to T2L2, as discussed in subsubsection 2.5.2.5. Also, since the complete OPTI instrument
includes two independent channels, it has the capability to compare its two clocks on-board,
autonomously. The JASON-2 satellite carried only one high accuracy oscillator, so T2L2
cannot verify the stability of its oscillator without optical time-transfer.

2.3 System Architecture and Implementation

To apply the concept described in the previous section, the space segment needs a
detector, a time-to-digital circuit capable of time-stamping the received pulses, and a clock.
In the next subsections, we describe each of these elements, and explain the design choices.
The design of OPTI has evolved through the project, following the development cycle but also
because of changing requirements and corrections. OPTI went through 4 iterations: OPTI1
(breadboard), OPTI 2 (first engineering unit), OPTI 3 (second first engineering unit) and
OPTI 3.1 (flight unit). The changes between those versions are also discussed in this section.
2.3.1 Electro-Optical Conversion

OPTI utilizes Avalanche Photodiodes (APD) to detect the light pulses emitted from
the SLR facility. Other fast direct detection technologies include Photo-Multiplier Tubes

(PMT), Microchannel Plates (MCP), Superconducting Nanowire Single Photon Detectors
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(SNSPD), and PIN photodiodes. Photo-multipliers offer both high gain and good bandwidth
but can be fragile and cumbersome in the reduced volume of a CubeSat. MCPs offer excellent
performance but require very high bias voltages, beyond 1kV. As of this writing, SNSPDs

offer the best performance in single photon detection, with jitter below 15 ps (33). SNSPDs
also have excellent quantum efficiency and outperform avalanche photodiodes for infrared
wavelengths. However, they require a cryogenic system, not compatible with the volume and
cost requirements of the mission. PIN photodiodes are linear devices and have the highest
bandwidth, but compared to the other technologies listed here, they lack internal amplification.

APDs have been selected for OPTI because they offer amplification at the required
bandwidth, and because they impose reasonable constraints on volume, power and complexity.
Since they are solid state devices, they are less sensitive to launch vibration, as opposed to
PMTs. The bias voltages that they require range from 40 V for some InGaAs (Indium, Gallium,
Arsenic) devices up to 300 V for Si (Silicon) devices. This range is easier to manage in a small
volume. APDs can be used in linear mode, where the output current is proportional to the
received light, or in Geiger mode, where a single photon can trigger an avalanche response
measurable in the macroscopic scale. In Geiger mode, APDs are operated at biases beyond
their breakdown voltages. The avalanche, once triggered by a photon, must be quenched either
with a resistor, or an active component. APDs in Geiger mode can also be triggered without
a photon, the measured pulse is then called a dark count. They also need a certain amount
of time, typically a few nanoseconds, before receiving another photon. This delay is called
dead-time. The dead-time is longer with passive quenching, using resistors.

Two wavelengths have been considered for the optical link, 1064 nm and 532 nm. 1064
nm correspond to the output of Nd:YAG lasers, and 532 nm pulses are obtained from the same
lasers with frequency doubling. Q-switched Nd:YAG lasers offer high peak power, this make
then them the preferred option for satellite ranging applications. 1064 nm have been selected

for the CHOMPTT mission for cost and simplicity reasons.
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To detect pulses at 1064 nm, various type of APD can be selected. Both InGaAs and
Si devices can be used with that wavelength. Si detectors often give higher gain, sometimes
beyond M = 100, while InGaAs detectors are limited to gains of 20 to 40. The quantum
efficiency of Si devices is low at 1064 nm, below 40% even for Near-Infrared (NIR) enhanced
devices. The OPTI design has used different variations of APDs through the various
generations of hardware. OPTI 1, the breadboard demonstrator, used (NIR) 200 um Si APDs,
without thermal control or integrated amplification. OPTI 2, the first complete instrument
prototype, was designed while the characteristics of the SLR facility were still evolving and was
fitted with both Si and InGaAs APDs, to detect both 1064 nm from Nd:YAG lasers, and 532
nm from frequency doubled lasers. The detectors have an integrated amplifier and an external
thermo-electric cooler module. OPTI 3 and OPTI 3.1 were only built with InGaAs detectors.
They are still compatible with Si devices. The detectors in the third generation devices do
not have integrated amplifiers, but do have internal thermo-electric coolers. Through all the
revisions, the APDs are operated in linear mode.
2.3.2 Timing Chain

The timing chain for OPTI relies on two components: a TDC to measure time intervals
with high precision, and a counter for long term time keeping. The selected TDC is an ASIC,
the TDC-GPX, manufactured by ams AG. The TDC-GPX is operated in M-mode. In this
mode, it has a resolution of less than one picosecond, and an advertised precision of 10 ps,
measured to 12 ps in laboratory tests. The INL, from Equation 1-16, is below 80 ps. The TDC
is limited to a range of 7 us (34), so another device is required to keep track of time. This is
done with a 16 bit counter, clocked at 10 MHz. The counter is an integrated peripheral of the
instrument micro-controller, a Texas Instruments MSP460F2618 (35). The counter overflows
every 21°/10 MHz = 6.6 ms, and the micro-controller software counts the number of overflows
in a 32 bit integer. This allows OPTI to keep track of time for 325 years.

The TDC and the counter must be synchronized. From OPTI 2 to OPTI 3.1, this is done

with a set of D-latches. The signal from photodetection is first sent to a fast comparator with
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Figure 2-3. Synchronization of Time-to-Digital and counter times

an adjustable threshold. The signal is then split and distributed to two data-type latches. One
detects the rising edge of the pulse and the other one the falling edge. The synchronization of
the counter and the TDC, and the chronology of start and stop events, is shown in Figure 2-3.
The rising edge latch triggers the start input of the TDC. This is the beginning of the fine time
in Figure 2-3. The start input also enables a counter in the TDC called the M timer. The M
timer is set to a few clock cycles. Once the M timer expires the TDC will set an output pin
high, which will at the same time enable a third latch connected to the reference clock, and
allows the micro-controller counter to be sampled on the next clock rising edge. When the
next clock edge arrives, the counter is sampled and the Stop2 input of the TDC is triggered.
The counter value is the coarse time of Figure 2-3, and the Stop2 input mark the end of the
fine time The pulse duration is equal to ts;op1 — tsare and the fine time is trine = tsiopr — tstart

The true time of arrival of the pulse can be calculated as:
ttrue = (Noverflow : 232 + Ncounter)]-OO ns — tfine (2_2)

The M timer allows several clock periods to be skipped before Stop?2 is asserted, so that
non-linearities due to the start input disturbances are minimized.
When the amplitude of the received pulses changes, the recorded timestamps are also

affected. This is illustrated in Figure 2-4. A pulse with a smaller amplitude will be detected by
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the comparator later, and its duration will appear smaller. The TDC has a second stop input
noted Stopl. This stop pin is connected to the detector, and is sensible to the falling edge of
pulses. With the Stopl-Start interval the instrument can measure pulses duration. It can also
account for the time walk by using the average between the rising edge and the falling edge for
each pulse. The timewalk correction depends of the pulse shape and should be adapted to the
laser at the ground station.
2.3.3 Clock

Two clocks have been considered for OPTI: The Chip-Scale Atomic Clock (CSAC) (12)
and the Miniature Atomic Clock (MAC). Both clocks are produced by Microsemi, and they
both are beam atomic clocks. The CSAC uses cesium as a reference, and consumes 120 mW
in normal operation. The MAC is more accurate, but consumes 5 to 15 W. It uses Rubidium.
The frequency stability of both clocks is shown in Figure 1-2. They both have a 10 MHz
output frequency.
2.3.4 Support Functions

The instrument requires a certain number of supporting circuits. The most important ones

are a Thermo-Electric Cooler (TEC) controller and an high voltage bias supply for the APD.
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The TEC controller uses an analog PID controller with a PWM power stage implemented in
a single chip, and the bias supply is based on a controlled transition switching regulator with
a transformer (36). The bias supply is capable of providing up to 300V to be compatible with
silicon APDs. The power converters and the power distribution tree of the instrument includes
several current-limiting load switches to provide some protection against radiation-induced
latch-up.
2.3.5 Evolution of the Architecture

The instrument went through 4 revisions. OPTI 1, in figure 2-5A, is the breadboard,
and was used to prove the feasibility of the concept and gain initial experience with the
components of the system. OPTI 2, in figure 2-5B, was the first prototype for a flight
instrument. Although OPTI 2 demonstrated its ability to detect and time pulses, soon after
the first demonstration, the payload was required to integrate with a different bus, with a lower
average power available. OPTI 3 was designed to lower the power consumption while counting
clock cycles. OPTI 3.1 improved the layout of OPTI 3 with minor circuit corrections.
2.3.5.1 OPTI1

OPTI 1 was used to validate the concept and the selected components. To be flexible,
the electronics were spread across different boards. Detector boards included a 200-um silicon
APD, the high-voltage bias supply for it, an amplifier, a comparator, and coaxial cable drivers.
The bandwidth of the boards was higher than 300 MHz. The TDC and the controller were
implemented on another board. The block diagram for this board is shown in Figure 2-7, and
Figure 2-6 is a picture of it. This generation did not include latches and had troubles with
TDC and counter synchronization. Post-processing was required to solve an ambiguity of one
clock cycle (100 ns) due to this issue. The detector boards were robust, but needed a lens in
order to close the link during the first table-top demonstration. Both t;"°“, at the satellite
side, and ™, receiving return pulse on the SLR side, received unfocused light and needed a

lens to operate with the reduced power of the test laser diode.
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Figure 2-5. OPTI revisions: A) OPTI1 (breadboard), B) OPTI 2 (first engineering unit), C)
OPTI 3 (second first engineering unit), D) OPTI 3.1 (flight unit). Photo A, B and
D courtesy of author. Photo C courtesy of Seth Nydam.
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Figure 2-6. Event Timer electronics board of OPTI 1. Photo courtesy of author.
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Figure 2-7. OPTI 1 measurement chain configuration

2.3.5.2 OPTI 2

OPTI 2 was the first engineering unit of the project. Figure 2-8 shows a cross-section of
the design. Only one was fabricated. It was designed with high flexibility in mind. As shown
in Figure 2-9, any APD and any clock could be connected to one of two event timer cores. A
silicon and an InGaAs APD with integrated transimpedance amplifiers were installed, which
allowed the payload to perform time transfer using both 532 nm and 1064 nm pulsed lasers.
Both the MAC and the CSAC were available as references and could be distributed in any

configuration. The instrument recorded both the rising and the falling edges of the pulses to
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Figure 2-8. Section view of OPTI 2. The retro-reflector is not shown. Image courtesy of
author.

correct for variations of pulse amplitude, an effect called time-walk. This version achieved basic
functionality. Soon after, a change in the CHOMPTT mission required the instrument to be
adapted to a different satellite bus, with less average power available. The orbit average power
available on the new bus was around 2W. Out of those 2W, a large fraction was needed by the
bus itself. The flexibility of OPTI 2 became a liability, because the integrated circuit used for
clock distribution consumed too much power. This IC, the CDCE62005, must stay activated
while counting clock cycles, so the power draw is constant. The CDCE62005 consumes 0.75 W
with all outputs disabled, and was consuming more than 1.6 W when the payload was counting

clock cycles. This circuit could be replaced without a major redesign of the instrument
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architecture. Also, the high power consumption of the MAC made it impractical with the new

satellite bus.
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Figure 2-9. OPTI 2 measurement chain configuration

2.3.5.3 OPTI 3 and 3.1

LVCMOS

Controller

CSAC

OPTI 3 and OPTI 3.1 are almost identical. The layout of OPTI 3.1 is more refined, and

compatible with the mechanical design of the instrument. Both OPTI 3 and 3.1 achieved

basic functionality at the desired accuracy, but some sub-circuits were not tested on OPTI 3.

Figure 2-10 is the block diagram of the OPTI 3 channels. The two sides have been separated,

and are now identical boards with no crosslinks. The flexibility of the instrument is reduced

compared to OPTI 2, but the power efficiency has been greatly improved, and the electronics

are more compact. OPTI 3.1 is the final flight version for the CHOMPTT mission. Four

instrument channels have been fabricated and tested. Two of them are engineering units and

two are flight boards. Repairs have been conducted on each board, to correct two pin swaps

and to add a passive filter on the TEC controller.
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Figure 2-10. OPTI 3 measurement chain configuration

2.4 Pulse ldentification
In order to identify triplets of time t§"®"?, 2 and tJ™“" we need to encode a known
signal into the laser trigger times. This section discusses a method to create that signal and
match the pulses. The performanceof this approach are estimated through a simulation.
2.4.1 Range Error
The pulse energy of high-power Q-switched lasers depends on the time spent by the
emitted pulse in the cavity. Because of that, the laser period has a direct impact on the

output peak power. To keep the pulse amplitude variation of the laser low, we limit the period
variation to 1%. The laser pulse period is noted T.s,. At 50 Hz:
t
M~ 1% trodmax = 200 s (2-3)
Tlaser

Range variations are more pronounced at higher orbits. With a 500 km orbit:

Foin = h = 500 km Fmax = Sqrt(re + h)? — rd = 2573 km (2-4)
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In Equation 2—4, r,,;, is the minimum distance to the satellite, r,,,x is the maximum distance,
when the satellite is at the horizon, and rg is the radius of the Earth. The variation in the

time-of-arrival is:

I'max Fmin
Atpass = ?"’ - = 6 ms (2-5)

This is larger than the modulation limit. Therefore, we need to account for the expected time
of arrival and create a cross-correlation function that is adjusted for it. However, this is lower
than Tser = 25 ms. Therefore, we don't need to consider it to correlate the ground and space
timestamps. The satellite is traveling at a constant speed because the orbit is circular. The
range rate is at its maximum when the velocity vector of the satellite is closely aligned with the
vector from the satellite to the ground station. This happens at the horizon on a pass that is

going over the ground station. The unit vector from the satellite to the ground station is noted

F—vog =y Mo s (T _gprte ) _ _re_ |CMe (2-6)
B T re +h 2 re + h 7I’ea+h re + h

Fmin = 0 km.s™! Fomax = 7.06 km.s™? (2-7)

—

é.

With a 50 Hz repletion rate, the variation of the time interval between two pulses is, at most:
Fmax T
At, , = maxf/aser =471 ns (2-8)

If the modulation applied to the laser has a resolution close or below this value, then the range
rate must be compensated to get a satisfying correlation.
2.4.2 Encoded String

We want a string of time-shifts with the following properties: Long enough for a 15
minutes pass (45000 samples), Random or semi-random, in order to avoid aliases or artifacts
and avoid auto-correlation, Depth of ty,s = 200 ps. A way of generating such a string is
to randomly pick all integers once in [1,45000]. Those integers are noted s(i) with i from 1

to 45000. The integers are inserted in the following formula to get the desired depth for the
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modulation of the laser period:

. s(i—1 s(i
Tmod(’) = (]— - WtModMax) + 7_laser + %tﬂﬂodl\/lex (2_9)

In Equation 2-9, T,,,04(/) is the period between the pulse number i — 1 and the pulse number
i. Tmoq(i) is equal to the nominal pulse period T, plus the deviation of next pulse, minus

the deviation of the previous pulse. The time of emission of each pulse is then:

to(i) = tepoch + ¥, Trmod (k) (2-10)
k=1

The smallest possible encoded interval is:

ErviodMax
boen — — 4.44 2-11
5B 745000 e (2-11)

This is well above the expected resolution of the system. This method gives us 45,000 different
encoded intervals, and we can identify any of these intervals with our current system, on
ground. However, since At,_, is larger than t;sg, the change in range r can induce an error
that is large enough to require compensation.
2.4.3 Range-Corrected Cross-Correlation Function

To correct for the range rate induced variation in the timestamps, we must modify the
usual definition of a cross-correlation function. As explained in the concept of operation, we
record ty and t, at the ground station for all the pulses emitted. Some return timestamps
t, could be missing, depending on the link conditions. The timestamp t; is recorded by
the CubeSat only for some of the emitted pulses. We could calculate the expected time
of arrival of the pulses t;4, at the CubeSat according to the ground clock. However, we
would have issues with the normalization of t;4 and t;, and this step is required to extract a
cross-correlation. Instead, from to(k) and t,(k), we can find the range, and a time correction

for the range t.(k) . With no consideration for the relativistic or atmospheric effects:

te(k) = M k e [1, size(to)] (2-12)

53



Note that since the emitted and return pulses travel on approximatively the same path,

atmospheric effects should be negligible. The correction term t.(k) is intended to correct one

of the CubeSat timestamp t1(j), such that ty(k) ~ toc(j) = t1(j) — tc(k), when k and j

are for the same pulse: k is the index of the pulse on ground, j is the index of the same pulse

according to the CubeSat. The continuous increase of ty(k) as time is passing can be canceled

by subtracting the expected value of the time increment:
toi(k) = to(k) — k(Tiaser + tModmax)
And then partially normalized:
ton(k) = toi(k) — Ctoi(/)),
Similarly, with the CubeSat times:
togi(J, 1) = tog(, 1) — J( Tiaser + tamodmrax)

tOgn(j: /> = tOgi(L /) - <togi(m' I)>m

Finally, the cross-correlation can be computed:

Co,tag (1) = CtonlJ + 1) togn (Ui, 1)),

(2-13)

(2-14)

(2-15)

(2-16)

(2-17)

Ct, 1,4 should be maximal when offsets / and j are matching, and close to zero when pulses are

not aligned correctly.

2.4.4 Simulation of pulse identification

To demonstrate the performance of this timestamp correlation algorithm, a time-transfer

pass have been simulated. Timstamp have been randomly deleted on both the CubeSat and

on the ground, for the return pulse.Figure 2-11 shows the results of the correlation function

TCy, 1,9, With a Gaussian time-transfer noise of 500 ps. The correct offset corresponds to

the maximum of the correlation function. The maximum can be found reliably if at least 50

triplets are recorded. Therefore, in order to appropriately match the pulses, the instrument
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must successfully perform time transfer operations for a total of one second out of a 10 minute
pass over the SLR facility. This one second time interval does not need to be continuous, the

50 timestamp triplets can be acquired at any time during the pass.
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Figure 2-11. Correlation for 50 non-consecutive t; pulses, with 500 ps of noise

2.5 Measured Performance

Over the duration of the project, various tests have been conducted either to validate
some aspect of the mission, or check the functionality and performance of successive hardware
revisions. The timing errors of OPTI 1 has been analyzed in details (20). The data presented
and interpreted in this section has been collected on the final revision of OPTI, the flight
boards. It verify whether OPTI 3.1 meets the CHOMPTT mission requirements in term of
accuracy and power, or not.
2.5.1 Proto-flight unit power consumption

The flight board’s power consumption has been tested and is plotted against time in
Figure 2-15. The three different modes, counting, self-test, and time-transfer, are indicated in

blue.
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In counting mode, only the clock (the CSAC), the micro-controller, and a house-keeping
ADC are turned on to conserve power as much as possible. In order to keep track of time,
the instrument must stay in counting mode between time-transfer operations, so its power
consumption must be as low as possible. On OPTI 3.1, the counting mode consumed less than
250 mW with the initial software revision.

Next is the self-test mode, In this mode, the TDC and its input circuits are turned on, but
the detector bias and thermal control are shut-down. The TDC can receive electrical triggers,
from both external test inputs and the control connector. This mode allows testing of the TDC
and the clock. With both instrument channels, it is possible to measure the Allan deviation
between the two CSACs of the spacecraft. In his mode, the power consumption is around 1.5
W.

After that, around 7 minutes and 30 seconds on Figure 2-15, at TEC On, the TEC
controller is turned on, set to a target temperature and then enabled. One minute later, at
HV On, the bias supply is turned on, and finally, at HV Set, the bias supply is set to its target
voltage. Once the bias is applied, the instrument is ready for time transfer. All the functions
of the board are enabled at that time. The power consumption depends on temperature. It is
below 4.5 W for a instrument case temperature below 35 degree Celsius.

The power consumption in counting of OPTI 3 and OPTI 3.1 is a large improvement over
OPTI 2, were the consumption was higher than 2 W for the same task. With a power below
250 mW, an OPTI channel can keep counting continuously, since the bus is generating 2 W on
average. In time-transfer configuration, the power used by OPTI 3.1 is one order of magnitude
below the consumption of T2L2, which is 42 W (28).

2.5.2 Proto-flight unit optical test

The flight instrument (OPTI 3.1) have been used to validate the performance of the
instrument, using the setup shown in ??. Earlier tests on OPTI 1, described in (20),
had already validated the principle and the basic performance with a similar instrument

configuration. The set-up used in the following test is described in Figure 2-13. A function
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Figure 2-12. Power and temperature of the flight instrument through various modes

generator uses a 10 MHz reference from an atomic clock and generates a 1 Hz signal. Thi

signal is sent to a laser driver which generates nanosecond pulses at 1064 nm. Unlike this
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set-up, the experiment conducted in reference (20) also recorded the pulse emission time to,

Temperature (°C)

and the return time t,. By recording those two times, the errors due to the laser driver and the

signal generator can be factored out.
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Figure 2-13. OPTI Test Setup Diagram
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2.5.2.1 Time difference and clock stability

The pulses have been recorded on each channel, in two separated experiments, over
1 hour and 30 minutes. More than 5000 timestamps have been recored, and fitted to an
order one polynomial. The residuals of this least-square fits are shown in Figure 2-15. The

instrument channel including the clock, and the laser driver where not powered before the

57



Figure 2-14. Test setup for OPTI in the clean room at University of Florida. Image courtesy of
author.

experiment, and started cold, resulting in a rapid change of the time difference on Figure 2-15,
in particular for channel 1.

The Allan deviation has been computed using Equation 1-8 and plotted in Figure 2-16.
The CSAC specification is also plotted for comparison. The complete instrument including the
clock and the time-stamping electronics is more stable than the CSAC specifications. The tails
of the Allan deviations have not been removed. Although they have a diminishing statistical
relevance as 7 increase, they also show errors not due to the lack of samples. This is further
discussed in subsubsection 2.5.2.5. For the test of channel 2, the detection threshold was set
higher than required, on the top part of the pulse, where the signal slope is lower. This point
will be developed in subsubsection 2.5.2.4
2.5.2.2 Pulse duration

Both the rising edges and the falling edges of pulses are recorded by the instrument.

The histogram of pulses duration is plotted in Figure 2-17 for channel 1. The histogram is

separated in 5 sections stacked together. Each section contains 1000 timestamps. Figure 2-17
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Figure 2-15. Time difference from both channels of the flight instrument

shows that the pulse duration was not constant through the test. The variation is larger
than 200 ps from the beginning to the end of the test. Since none of the components on
the detection chain have a variation of propagation delay due to temperature large enough
to explain this effect, and since the temperature of the APDs is actively controlled, those
variations are attributed to the laser driver and the laser diode, which are not controlled in
temperature.

Several experiments can be performed to determine the origin of this variation. Recording
the emitted pulse would allow to account for changes in the laser source, and this will be done
for the on-orbit experiment. Probing the CSAC mounted on OPTI and using it as a reference
for the function generator would remove errors due to the clock deviation. Each OPTI channel

is equipped of three temperature sensors in order to calibrate temperature effects, and they can
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Figure 2-16. Allan deviation from both channels of the flight instrument

be used to estimate the temperature sensitivity of the instrument. Regardless of their origins,
variations in the pulse duration can be accounted for with the same mechanism used for time
walk.
2.5.2.3 Stability in nominal operating conditions

For channel 1, the detection threshold was set to a nominal value. As shown in
Figure 2-18, the slope of the Allan deviation is close to 7 +— 779°. This is characteristic
of white frequency noise (9), which is likely due to the clock. Time transfer operations provides
an independent measurement of the phase, and exhibits white noise in phase with a slope of

771. Thanks to Equation 1-13, the single time-transfer errors are estimated to be below 60 ps.
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Figure 2-17. Pulse duration histogram from channel 1 of the flight instrument

2.5.2.4 Stability in degraded conditions
Figure 2-19 shows the Allan deviation in the case of higher than required thresholds. This
simulates pulses with a lower light level and a higher noise without the constraint of adjusting

the APD bias. The time-transfer error is then higher, and its slope of 771

is now apparent.
With Equation 1-13, this error is estimated at 104 ps. The frequency noise, due to the clock,
is still present as slightly lower levels, compared to channel 1.
2.5.2.5 Comparison with other missions

The data from the T2L2 mission is publicly available, and this enables a more complete
comparison, using the same algorithms to process the data. The time-transfer pass selected

was long, with a maximum elevation of 78 degrees, and done with a powerful station. The

MeO SLR facility at Grasse (France) used in this pass is also capable of lunar ranging, and
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Figure 2-18. Model of the channel 1 results

was part of the calibration of T2L2. The residuals from this pass have been corrected for time
walk, Sagnac effect, and the geometry of the spacecraft by the T2L2 Scientific Mission Center.
Then, they have been inputed to the algorithm in Appendix A to obtain the Allan deviation,
which is plotted in Figure 2-20. Lines with a slope of 7=! have been added to represent T2L2
ground tests (28) and the RMS time-transfer performance of LASSO (23).

The long term stability of the T2L2 data shows that the time transfer errors dominate
during the whole pass. Although the reference clock of T2L2 is a quartz oscillator, its stability
is superior to the CSAC, a cesium atomic clock. This quartz oscillator, the DORIS USO, is
larger and consumes more power than the CSAC. As for OPTI, the tail of the Allan deviation

have been included. For large integration times, the Allan deviation of OPTI has a different
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Figure 2-19. Model of the channel 2 results

aspect compared to the one of T2L2. The pulse duration was not constant for OPTI's test,
and it is probable that a similar, slow phase wander affects the measured timestamps.
Figure 2-20 provides a validation of the instrument design, an explanation of its
performance up to 100 s, and a comparison with previous experiments. The errors are below
CSAC specifications at all times. As explained in subsubsection 2.5.2.3 and subsubsection 2.5.2.4,
the 770 section of the curves are due to the clocks, and the 7! parts due to time-transfer.
Compared to LASSO, OPTI offers an improvement in terms of time-stamping accuracy
and repetition rate, and is expected to perform better once on orbit. The resolution of OPTI's
TDC is superior, and the low altitude of the CHOMPTT mission compared to LASSO’s GEO
orbit yield consequent advantages in term of link budget. Compared to T2L2, the time-transfer

performance is expected to be similar. The T2L2 event timer is much more capable than the
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Figure 2-20. OPTI performances compared to past experiments

one included in OPTI, which cannot be more accurate than 10 ps. T2L2's detection scheme
is more advanced, more sensitive, and can record pulse energy. It can adjust to pulse energy,
something that OPTI cannot do autonomously. However, OPTI was built at a vastly lower
cost, is smaller, and consume an order of magnitude less power. In timer transfer mode, an

OPTI channel consumes 4.5 W, when T2L2 uses 42 W (28). OPTI can reach a repetition rate
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of 10 Hz, and in similar atmospheric conditions, it has the potential to equal the time-transfer
abilities of T2L2.
2.5.2.6 Integration with the CHOMPTT CubeSat

To complete the CHOMPTT mission, OPTI has been integrated into a 3U CubeSat,
a small satellite of 10 cm x 10 cm x 34 cm. The nadir face of the satellite is shown in
Figure 2-21, this face bears all the optical components of OPTI. The picture shows six, 1-cm
retro-reflectors in the middle for the return pulses, and four laser diodes on a copper mount in
the lower part, used as beacons to find the satellite from the ground. The two apertures on the
right and left side of the image are bandpass optical filters, centered around 1064 nm. They

cover the APDs of two OPTI channels. The launch of CHOMPTT is expected in May 2018.
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Figure 2-21. OPTI integrated in the CHOMPTT CubeSat. Photo courtesy of Tyler Ritz.
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CHAPTER 3
LOW POWER PULSED OPTICAL COMMUNICATION

3.1 Related Works
3.1.1 Optical Communications Modulation Medthods

Various methods have been demonstrated for modulation and demodulation of optical
communication signals. Coherent methods like BPSK and DPSK offer superior receiver
sensitivity at high data rates while direct-detection methods such as on/off keying and pulse
position-position modulation are less complex and allow higher peak-powers, and therefor
longer link distances. Pulse Position Modulation (PPM) and Differential Pulse position
Modulation (PPM) are the schemes used in this work and have already been described in detail
in section 1.5.

On/Off Keying (OOK). In OOK modulation, data is encoded by two optical power
levels. On/Off Keying is a common standard for fiber optic communications.

Sub-Carrier Intensity Modulation (SC-IM). The Sub-Carrier method modulates the
light power level with a modulated signal at a much lower frequency than the light itself. The
data is modulated on a carrier frequency in the KHz to GHz range. The modulated signal
is then applied to the light intensity level. This method allows the use of RF components to
modulate and demodulate.

Homodyne Binary Phase Shift-Keying (H-BPSK). The H-BPSK method encodes
bits with the phase of the emitted light. This is usually done with an electro-optic modulator,
separated from the laser source. Binary systems only use two phase positions, 0° and 180°.
Higher-order homodyne modulation has been proposed (37), but not demonstrated for space
optical communication applications. Homodyne detectors require a reference oscillator. In
the case of optical communication, this done with a laser controlled through an optical phase
locked loop (38). The received light and the reference oscillator are fed to an 90° optical
hybrid. The optical hybrid operates like an interferometer and has a role similar to the mixer

on a radio receiver. The demodulated signal is used both to recover data and to steer the
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reference oscillator with a Costas control loop (39). The H-BPSK scheme offers higher
detection sensitivity at high data rates.

Differential Phase Shift-Keying (DPSK). Like the H-BPSK method, the DPSK
method use the light phase to send data. This time, each bit is coded by the difference in
phase between two consecutive pulses. The data is recovered by superimposing the received
signal with itself, with a time shift of one bit. A Mach Zehnder interferometer is used for
that purpose; so a local reference oscillator is not required. However, the bit rate is set by the
optics and cannot be adjusted.

3.1.2 Optical Communication Missions

An optical network was proposed as early as 1945 by Arthur C. Clarke in (40). Space-born
free-space optical communication has evolved from concepts to experiments in the 1990s,
to routine operations in early 2000s, and since 2016 to commercial exploitation. Optical
communications has also been demonstrated for interconnection between subsystems inside
several spacecraft, including the ISS. Efforts to standardize fiber optic communication for
spacecraft has been conducted and resulted in SpaceFiber(41), a technology similar to
SpaceWire (42) for electrical signaling. Here we cite a few examples of optical communication
transmitters, with a focus on space segments.
3.1.2.1 GOPEX (1992)

In 1992 the Galileo Optical Experiment, using the Galileo probe, demonstrated an uplink
at a record distance of 6 million km (66). Pulses were sent with frequency-doubled Nd:YAG
lasers from the Starfire Optical Range at Kirtland Air Force Base and the Table Mountain
Facility to the Galileo probe while it was conduction an earth fly-by. The pulses were recorded
by Solid-State Imaging system and images send back to earth with the probe's radio downlink
for verification. One of the images is shown in Figure 3-1. The larger spots, on the right, are
from the Starfire optical range. The spots on the left are from the Table Mountain Facility.

The record set by GOPEX has been broken in 2006 using MESSENGER's Mercury Laser
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Table 3-1. Laser communication transmitters on past or ongoing missions

Year | 1994 1998 2000 2001
Experiment | LCE(43)(44) SILEX(45)(46) STRV-2(47)(48) SILEX(46)
Vehicle | ETS-VI SPOT4 TSX-5 ARTEMIS
Tx mod | OOK OO0OK OOK 2-PPM
Tx rate | 1 Mbps 50 Mbps 1000 Mbps 2 Mbps
Tx laser | AlGaAs LD AlGaAs LD AlGaAs LD AlGaAs LD
Tx wavelength | 830 nm 847 nm 810 nm 819 nm
Tx power | 13.8 mW 40 mW 36 mW 5 mW
Tx aperture | 75 mm 250 mm 125 mm
Rx mod. | OOK none OOK OOK
Rx rate | 1 Mbps none 1000 Mbps 50 Mbps
Rx detection | Direct, Si APD Direct, Si APD Direct, Si APD Direct, Si APD
Rx aperture | 75 mm 250 mm 137 mm 250 mm
Link distance | 45000 km 45000 km 45000 km 45000 km
W and P | 80 W 22 kg 150 W 150 kg 100 W 50 kg 150 W 160 kg
Table 3-1. Continued
Year | 2005 2007 2012 2013
Experiment | LUCE(49)(50) TSX-LCT(46)(51) FITSAT-1(52) LLCD(53)(54)
Vehicle | OICETS TerraSAR-X? FITSAT-1 LADEE
Tx mod | OOK H-BPSK 5KHz subcarrier  16-PPM
Tx rate | 50 Mbps 5500 Mbps 10 bps 622 Mbps
Tx laser | AlGaAs LD MOPFA® LEDs MOPFA<
Tx wavelength | 847 nm 1064 nm 526/625 nm 1550 nm
Tx power | 100 mW 700 mW 4000 mW 500 mW
Tx aperture | 260 mm 125 mm no optics 100 mm
Rx mod | 2-PPM H-BPSK none 4-PPM
Rx rate | 2 Mbps 5500 Mbps none 20 Mbps
Rx detection | Direct, Si APD Homodyne none Direct
Rx aperture | 260 mm 125 mm none 100 mm
Link distance | 45000 km 5000 km LEO 400000 km
W and P | 220 W 140 kg 125 W 35 kg 20 W <1 kg 137 W 32 kg

 ldentical terminal on NFIRE.
5" Nd:YAG laser, phase modulator, and ytterbium-doped fiber amplifiers

€ 1550 nm laser diode, two stages erbium-doped fiber amplifier.

Altimeter. Pulses were sent from MESSENGER and from Earth and recorded on both ends to

provided clock synchronization and ranging at a range of 24 million km (26).
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Table 3-1. Continued

Year | 2013 2014 2014 2015
Experiment | EDRS(55)(50) OPALS(56)(57)  SOTA(58) OCSD(59)(60)
Vehicle | Alphasat?® ISS SOCRATES AeroCube 7
Tx mod | H-BPSK OOK to 16-PPM OOK OOK or 4-PPM
Tx rate | 1800 Mbps 50 Mbps 10 Mbps up to 50 Mbps
Tx laser | MOPFAP MOPFA© Multiple MOPFA¢
Tx wavelength | 1064 nm 1550 nm 976/1549 nm 1060 nm
Tx power | 2200 mW 2500 mW 217/35 mW 10 W
Tx aperture | 135 mm 22 mm 50 mm Fiber
Rx mod | H-BPSK none
Rx rate | 1800 Mbps none 1 kbps 10 kbps
Rx detection | Homodyne none InGaAs APD InGaAs PIN
Rx aperture | 135 mm none 50 mm 18 mm
Link distance | 45000 km LEO 1000 km 1000 km
W and P | 160 W 56 kg 100 W 50 kg 40 W 6 kg 50W <1 kg

2 Precursor terminal on Alphasat. Similar terminals launched on Sentinel-1A (2014),
Sentinel-2A (2015), Eutelsat 9B (EDRS-A, 2016), Sentinel-1A (2016), Sentinel-2B (2017)
(61). Identical terminal on upcoming HYLAS-3 (EDRS-C, 2018).

5" Nd:YAG laser, phase modulator, and ytterbium-doped fiber amplifiers
€ 1550 nm laser diode, erbium-doped fiber amplifiers

41060 nm laser diode, two stages ytterbium-doped fiber amplifiers

3.1.2.2 LCE (1994)

The Laser Communication Experiment (LCE) is a payload on the Japanese Engineering
Test Satellite-VT (ETS-VI). Its objective was to establish communications between a
geostationary satellite (ETS-VI) and either a low-earth orbit satellite or a ground station
(67). For this purpose, LCE used an AlGaAs laser diode at 830 nm with an average power of
13.8mW for emission and a Si avalanche photodiode for the receive channel. Both the transmit
and receive channels shared a 7.5 cm telescope and aimed at a data rate of 1024 Mb.s™.
Tracking was achieved with a CCD camera and a 4-quadrant Si photodiode and pointing was
done by a gimbal mirror with a piezo-actuator point-ahead angle correction. The weight of the
payload was 22 kg. Due to a failure of its apogee engine, ETS-VI remained in a highly elliptical

orbit. Despite those difficulties, LCE 