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With the increasing number of databases appearing in computational biology, biomedical engineering, consumers' behavior survey, social networks, power systems, and many other areas, finding the useful information and discovering the knowledge within these databases are important issues nowadays. Data mining is one of the most important techniques to extract information from large data sets. Data clustering and biclustering are widely used tools in data mining. The graph partitioning problem is a classic combinatorial optimization problem and it is known to be NP-complete.

In the dissertation, for the graph partitioning problem, instead of obtaining two subsets, we use integer programming formulation to obtain more than two subsets directly. Besides its deterministic version, we study the uncertain versions for changes on weights of edges by robust and stochastic optimization approaches. All these models and approaches are for the classic graph partitioning problem, which is stated as graph partitioning by minimum cut in this dissertation.

Besides minimum cut, which is the direct summation of weights of edges connecting different subsets, we also study the graph partitioning problem by Ratio cut and Normalized cut. Both Ratio cut and Normalized cut were introduced for balancing the cardinalities of all subsets, and they are quite useful for data clustering. In the dissertation, we use graph partitioning method to obtain nonoverlap and exclusive clusters. The graph partitioning methods by Ratio cut and Normalized cut for clustering
are formulated as mixed integer nonlinear programs (MINLPs). We prove that the spectral methods, which were widely used for clustering, are solving relaxations of our integer programming models. We also present the semidefinite programming (SDP) relaxations for these integer programming models, and our numerical experiments show that better solutions than spectral methods can be obtained. Since SDP is a subfield of convex optimization concerned with the optimization of a linear objective function over the intersection of the cone of positive semidefinite matrices, and it can be solved efficiently by interior point methods and many other methods. Our SDP relaxations can find many applications in data clustering. Additionally, we present equivalent integer linear programming formulations for our MINLPs, and they can be applied for small data cases to obtain exact solutions. Since a bipartite graph is a special case of a general graph, the bipartite graph partitioning problem can be easily transformed into the graph partitioning problem. For data biclustering, bipartite graph partitioning models with Ratio cut and Normalized cut are also studied from the adapted results of graph partitioning models for clustering.

In the dissertation, we also use graph partitioning methods to form islands in a power grid and formulate these problems as mixed integer nonlinear programs. With these mathematical programming models, optimal formation of islands can be obtained and the different approaches can be compared. Through simulations, experimental results are analyzed and compared to provide insight for power grid islanding.
CHAPTER 1
INTRODUCTION

In this chapter, the motivation and the background for research of the dissertation will be introduced first. Then, the main contribution of the dissertation is stated. After that, the organization of the dissertation is outlined.

1.1 Background

With the amount number of databases appearing in computational biology, biomedical engineering, consumers’ behavior survey and social networks, finding the useful information behind these data and grouping the data are important issues nowadays. Clustering is a method to classify of objects into different groups, such that the objects in the same group share some common traits or are similar in some sense. It is a method of unsupervised classification, and a common technique for data analysis in many fields, including data mining, machine learning, pattern recognition, image analysis and bioinformatics. Clustering has been widely studied in the past 20 years. The methods for clustering include $K$-means clustering, fuzzy $c$-means clustering, and spectral clustering.

However, clustering only groups objects without considering the features of each object may have. In other words, clustering compares two objects by the features that two share, without depicting the different features of the two. A method simultaneously groups the objects and features is called biclustering such that a specific group of objects has a special kind group of features. More precisely, a biclustering is to find a subset of objects and features satisfying that these objects are related to those features to some level. Such kind of subsets are called biclusters. Meantime, biclustering does not require objects in the same bicluster to behave similarly over all possible features, but to highly have specific features in this bicluster. Biclustering also has abilities to find hide features and specify them to some subsets of objects. The biclustering problem is
to find biclusters in data sets, and it may have different names such as co-clustering, two-mode clustering in some literatures.

Both clustering and biclustering are performed on data matrices. The data matrix for clustering is a symmetric nonnegative matrix and it is always chosen as a similarity matrix, whose entries denote the similarity of objects. The matrix for biclustering is a rectangular matrix with rows corresponding to objects, columns to features, and entries to the expression level of corresponding features in the objects. This matrix is called expression matrix.

The **Graph Partitioning Problem (GPP)** consists of dividing the vertex set of a graph into several disjoint subsets so that the cut among these disjoint subsets is minimized. The three most widely used cuts for clustering and biclustering are **Ratio cut**, **Normalized cut** and **Minimum cut**. The Minimum cut is the sum weight of the edges with ends in distinct subsets. The Ratio cut is a fraction of the cuts to the sizes of the corresponding subsets, and the Normalized cut is a fraction of the cuts to the weighted degrees of vertices. The Ratio cut and Normalized cut are introduced to balance the the cardinalities of subsets for graph partitioning, and they are used for different purposes of clustering and biclustering.

In the graph partitioning models for clustering, the objects are corresponding to vertices, and the similarity matrix for clustering is chosen as the weight matrix of the graph. In the bipartite graph partitioning model for biclustering, the set of objects corresponds to the first vertex set and the set of features to the other one. The expression matrix is chosen as the biadjacency weight matrix of the bipartite graph. By the graph partitioning method for clustering and biclustering, we obtain nonoverlap and exclusive clusters and biclusters.

The graph partitioning problem is a classic combinatorial optimization problem, and it is known to be NP-complete. With different cuts, the graph partitioning problem can be formulated as an integer program in mathematical programming. For the problem with
Minimum cut, which has been studied for a long time in history, a quadratic programming formulation is always used. For the problem with Ratio cut or Normalized cut, it can be formulated as a mixed integer nonlinear program (MINLP) as modeled in Chapter 3. The MINLP is a difficult class of optimization problems with many applications. In its most general form, a MINLP problem can be formulated as

$$\min g_0(x)$$

s.t.  \(g_i(x) \leq 0, \quad i = 1, \ldots, m\)

\(x \in \mathbb{Z}^p \times \mathbb{R}^{n-p},\)

where \(g_i : \mathbb{R}^n \rightarrow \mathbb{R}\) is a nonlinear function of \(x\) for all \(i = 0, 1, \ldots, m\), and sometimes nonconvex. Global optima of MINLP problems can be obtained by linear relaxation for lower bounds. For some class of MINLP problems, some linearization techniques can be used to transform them into equivalent integer linear programming problems.

Recently, optimization methods have found many applications in electric power systems. For example, optimization models are used in these problems: unit commitment for automatic generation control, optimal power flow and economic dispatch, transmission line switching and load shedding for power transmission and distribution, the \(N - 1\) or \(N - k\) contingency analysis for system security, maximum load point and voltage collapse point for system stability, and etc. Some other problems in power systems are still under discussion for reliability, security and stability in order to construct an efficient, economic and reliable smart grid.

1.2 Contributions

The graph partitioning method for clustering by Ratio cut or Normalized cut has been studied for many applications in network analysis, image segmentation, biomedical engineering, text mining and etc. The spectral method is used in both clustering and biclustering. This method uses the eigenvectors and eigenvalues of the Laplacian matrix
of the corresponding graph for clustering or biclustering. However, this method was used directly in data mining without the proof of effectiveness and validity.

In this dissertation, we prove spectral methods are relaxations of our MINLP optimization models for clustering by graph partitioning method with Ratio cut or Normalized Cut. In the meantime, we study the semidefinite programming (SDP) relaxations of these MINLP optimization models. Numerical experiments show that SDP relaxations can obtain better results than spectral methods. We also present equivalent integer linear programming formulations to obtain exact solutions for small data cases. Similarly, models of bipartite graph partitioning by Ratio cut and Normalized are also studied for biclustering. Additionally, all methods we proposed can obtain more than any number of clusters or biclusters directly, while past research results usually obtained just two clusters.

In previous research, the graph partitioning by minimum cut divides the vertex set into subsets of equal or different by 1 cardinalities. Linear, quadratic and semidefinite programming methods are used for such cases. Most of these approaches are still based on relaxations of exact formulations. In this dissertation, considering the cardinality within a loose range and obtaining more than two subsets directly, we present three equivalent zero-one integer linear programming reformulations. For the graph partitioning problem with interval uncertain weights of edges, robust optimization models with two decomposition algorithms are introduced. We also introduce the two-stage stochastic graph partitioning problem and present the stochastic mixed integer programming formulation for this problem with finite explicit scenarios. For solving this problem, we present an equivalent integer linear programming formulation where some binary variables are relaxed to continuous ones. Additionally, for some specific graphs, we present a more simplified linear programming formulation. All formulations for graph partitioning problem with minimum cut, including robust and stochastic optimization
versions, are tested on randomly generated graphs with different densities and different numbers of scenarios.

A power grid island is a self-sufficient subnetwork in a large-scale power system. In weakly connected islands, limited inter-island power flows are allowed. In this dissertation, we use graph partitioning methods to form islands in a power grid and formulate these problems as MINLPs. With these mathematical programming models, optimal formation of islands can be obtained and the different approaches can be compared. Through the simulations, experimental results are analyzed and compared to provide insight for power grid islanding.

1.3 Outline of the Dissertation

In this dissertation, we use graph partitioning based optimization methods for data clustering and biclustering, discuss many aspects of the graph partitioning by minimum cut, and also apply this combinatorial and nonlinear optimization approach in power systems.

Chapter 2 briefly reviews previous methods for clustering and biclustering, as well as some preliminary results for the graph partitioning problem.

Chapter 3 studies quadratically constrained programming approach, semidefinite programming and spectral relaxation methods for clustering and biclustering by graph partitioning method with Ratio cut and Normalized cut.

Chapter 4 introduces several linear and quadratical programming approaches for graph partitioning by minimum cut, and its uncertain forms by robust and stochastic optimization methods.

Chapter 5 uses this combinatorial and nonlinear optimization approach to study the islanding problem in power systems. Many numerical experiments are performed on IEEE test power systems.

Chapter 6 concludes the dissertation and presents some future research directions.
CHAPTER 2
REVIEW OF CLUSTERING, BICLUSTERING AND GRAPH PARTITIONING

In this chapter, literature reviews for both clustering and biclustering will be briefly stated first, and optimization methods will be reviewed with more details. Then, the mathematical programming methods for the graph partitioning problem will be reviewed briefly. Because of relationships between clustering and graph partitioning, some preliminary results for both will be studied in Section 2.3, and these results will be cited throughout Chapter 3 and Chapter 4.

2.1 Review of Data Clustering and Biclustering

As mentioned in 1.1, both clustering and biclustering are performed on data matrices: clustering on similarity matrix and biclustering on expression matrix.

**Similarity Matrix.** This data matrix has both rows and columns corresponding to a set of samples (objects), with entry measuring the similarity between two corresponding samples. It has same numbers of rows and columns, and it is symmetric. This matrix can be called sample-by-sample matrix. Throughout the dissertation, \( W = (w_{ij})_{N \times N} \) is used to denote this matrix with \( N \) samples. Since we are using graph partitioning to study clustering, this matrix is corresponding to the weight matrix of a graph and has some requirements as discussed in Definition 2.3.

Note the matrix for clustering can also be dissimilarity matrix with entry denoting the dissimilarity between a pair of samples. There are many similarity measurement functions to compute the (dis)similarity entries [132], such as Euclidean distance, Mahalanobis distance, etc. So the similarity matrix can be computed from the expression matrix.

**Expression Matrix.** This data matrix has rows corresponding to samples (objects), columns to features, with entry measuring the expression level of a feature in a sample. Each row is called a feature vector of the sample. We can call this matrix as sample-by-feature matrix. Throughout the dissertation, \( A = (a_{ij})_{N \times M} \) is used to
denote this matrix with \( N \) samples with \( M \) features. More details and applications of this matrix for biclustering will be discussed in Sections 3.5 and 4.1.

Sometimes, the matrix is formed from all samples' feature vectors, and the features' level in this sample will be observed directly. Generally we just scale and then put these vectors together to form a matrix if all vectors have the same length, which means they have the same set of features. However, the feature vectors may not conform each other. Under this case, we should add values (may be 0) to vectors with no corresponding features in order to form same-length vectors. In some applications, there are always large set of samples with limited features. Since the developments of biclustering are including some time series models \([90, 119]\), and another kind of time series data are also used in biclustering. This data also can be viewed as stored in a matrix with that rows denote samples while columns from left to right denote observed time points. For some qualitative features or some cases, the data matrix is a kind of sign matrix. Some biclustering algorithms can work under this situation.

Sometimes, before processing algorithms on the matrix, some steps are used, such as normalization, discretization, value mapping and aggression, and the details of these data preparation operations are available at \([29]\).

2.1.1 Review of Clustering

Clustering is the assignment of objects into different groups (called clusters), so that the objects in the same group share some common traits or are similar in some sense. It is a method of unsupervised classification, and a common technique for data analysis in many fields, including data mining, machine learning, pattern recognition, image analysis and bioinformatics.

Clustering has been widely studied in the past 20 years. Most widely used methods for clustering include \( K \)-means clustering \([88]\), fuzzy \( c \)-means clustering \([10]\), and spectral clustering \([101]\). A general review of clustering is given by Jain et al. in \([68]\). This paper presented an overview of pattern clustering methods from a statistical
pattern recognition perspective. The techniques they reviewed include hierarchical clustering algorithms, partition algorithms, mixture-resolving and mode-seeking algorithms, nearest neighbor clustering, fuzzy clustering, artificial neural networks for clustering, evolutionary and search-based approaches for clustering, and etc. They also discussed applications of clustering in image segmentation, object recognition, and information retrieval.

In the survey paper [132], Xu and Wunsch listed similarity and dissimilarity measure for quantitative features, such as Minkowski distance, Euclidean distance, city-block distance, sup distance, Mahalanobis distance, Pearson correlation, point symmetry distance, and Cosine similarity. Algorithms were classified into hierarchical, squared error-based, mixture densities-based, graph-theory based, combinatorial search techniques-based, fuzzy, neural networks-based, and kernel-based clustering methods. They also reviewed some data sets for applications, such as gene expression data, DNA or protein sequences for clustering.

Recently in [7], Berkhin reviewed recent advances methods in clustering, and also discussed clustering of high dimensional data by dimensionally reduction and general issues of clustering, such as assessment of results, choice of appropriate number of clusters, data preparation, proximity measures, and handling outliers.

Graph models are always used for clustering as reviewed in [110]. The spectral clustering method is based on the Laplacian matrix of the graph [47] and sometimes it is called spectral graph partitioning [101]. Two different cuts in graph partitioning are defined for clustering: Ratio cut [56] and Normalized cut [115]. A tutorial on spectral clustering is given by Ding [34]. The spectral method always begins with bipartition of a graph [47, 56, 101, 115] and hierarchical clusters of a multi-way partitioning can be obtained recursively by this approach. The direct multi-way graph partitioning for clustering has been studied in [21] for Ratio cut and [55] for Normalized cut. Recently, a semidefinite relaxation for the multi-way Normalized cut was studied in [131]. In these
papers, the terms “clustering” and “graph partitioning” are not distinguished clearly. In Chapter 3, we are concentrating on the graph partitioning methods by the Ratio cut and Normalized cut and claim that our methods can be used for clustering.

2.1.2 Review of Biclustering

Biclustering, or called co-clustering, two-mode clustering, is an extension of clustering. It allows simultaneous grouping of the objects and features such that the objects in the same group (called bicluster) are highly related to a group of features to some level, and vice versa. Biclustering has found many applications in microarray and gene expression analysis [2, 5, 19, 20, 25, 26, 54, 77, 81, 90, 93, 96, 103, 105, 113, 119, 121, 136, 142], biomedical engineering [16, 77, 98], computational biology [33, 67, 89], text mining [30] and etc. It has been studied recently and several reviews can be found in [18, 38, 89, 122]. Biclustering is related to bipartite graph partitioning [30, 39, 104, 141]. The recent and most widely used methods include Cheng and Church’s algorithm [25, 135, 136], random walk biclustering algorithm [2], order-preserving submatrix algorithm [5], iterative signature algorithm [67], xMotif [93], optimal re-ordering algorithm [33], algorithm based on nonsmooth nonnegative matrix factorization [20, 100], binary inclusion maximal biclustering algorithm (Bimax) [103], spectral biclustering based on bipartite graphs [30, 39, 115], statistical algorithmic method for bicluster analysis (SAMBA) [120, 121], information theoretic biclustering algorithm [31], Bayesian biclustering model [54, 81, 113], cMonkey [105], and etc. Most of biclustering algorithms are unsupervised classification. It does not need to have any training sets to supervise biclustering. But supervised biclustering methods are also useful in some cases of biomedicine applications [17, 18, 96].

Obviously, the objective of biclustering is to find biclusters in data. In clustering, the obtained clusters should have the propositions that the similarities among the samples within each cluster are maximized and the similarities between samples from different clusters are minimized. For biclustering, the samples and features in
each bicluster are highly related. But this does not mean the samples in this bicluster
do not have other features, they just have the features in this bicluster more obvious
and they still share other features. Thus, in each bicluster, the relations between the
samples and features are maximized closer rather than relations between samples
(features) from this bicluster and features (samples) from another bicluster. There is no
standard for justifying the algorithms. In distinct applications of biclustering, a specific
or several objectives should be met so some algorithms are designed to satisfy these
requirements. There are some methods are trying to compare different algorithms, and
we refer to [89, 103, 106, 142].

Some biclustering algorithms allow that one sample or feature can belong to several
biclusters (called overlapping) while some others produce exclusive biclusters. In
addition, some algorithms have the property that each sample or feature must have its
corresponding bicluster while some others need not to be exhaustive and can allow only
find one sub-matrix or several ones from data matrix to form the biclusters.

The first approach to biclustering is “direct clustering of data matrix” by Hartigan
[60] in 1972. But the term “biclustering” was famous after Cheng and Church [25] using
this technique to do gene expression analysis. After that, many biclustering algorithms
are designed in different areas’ applications, such as biological network, microarray
data, word-document co-clustering, biomedical engineering, etc., of which the most
popular applications are in microarray data and gene expression data.

In 2004, Madeira and Oliveira [89] surveyed the biclustering algorithms for biological
data analysis. In this survey, they identified the biclusters into four major classes:
biclusters with constant values, with constraint values on rows or columns, with coherent
values, and with coherent evolutions. The biclustering structures of a data matrix are
classified into nine groups according to algorithms: single bicluster, exclusive row and
column biclusters, checkerboard structure, exclusive rows biclusters, exclusive columns
biclusters, nonoverlapping biclusters with tree structure, nonoverlapping nonexclusive
biclusters, overlapping biclusters with hierarchical structure, and arbitrarily positioned overlapping biclusters. In addition, they divided the algorithms into five classes: iterative row and column clustering combination, divide and conquer, greedy iterative search, exhaustive bicluster enumeration, and distribution parameter identification. A comparison of these algorithms according to the above three classes was given in this survey.

Another review about biclustering algorithms is by Tanay, Sharan and Shamir in [122] in 2004. In this survey, nine widely used algorithms are reviewed and given with their pseudocodes. One review of biclustering is by Busygin, Prokopyev and Pardalos in [18], and 16 algorithms are reviewed with their applications in biomedicine and text mining. Recently in [38], Fan, Boyko and Pardalos reviewed the backgrounds, motivation, data input, objective tasks, and history of data biclustering. The bicluster types and biclustering structures of data matrix are defined mathematically. Most recent algorithms, including OREO, nsNMF, BBC, cMonkey, etc., are reviewed with formal mathematical models.

Since the development of biclustering algorithms, many softwares are designed to include several algorithms, including BicAT [4], BicOverlapper [109], BiVisu [24], toolbox by R (biclust) [69] and etc. These software or packages allow to do data processing, bicluster analysis and visualization of results, and can be used directly to construct images.

In the toolbox named BicAT [4], it provides different facilities for data preparation, inspection and postprocessing such as discretization, filtering of biclusters according. Several algorithms of biclustering such as Bimax, CC, XMotifs, OPSM are included, and three methods of viewing data including matrix (heatmap), expression and analysis. The software BicOverlapper [109] is a tool for overlapping biclusters visualization. It can use three different kinds of data files of orginal data matrix and resulted biclusters to construct beautiful and colorful images such as heatmaps, parallel coordinates, TRN
graph, bubble map and overlapper. The BiVisu [24] is also a software tool for bicluster detection and visualization. Besides bicluster detection, BiVisu also provides functions for pre-processing, filtering and bicluster analysis. Another software is a package written by R [69], biclust, which contains a collection of bicluster algorithms, such as Bimax, CC, plaid, spectral, xMotifs, etc, preprocessing methods for two way data, and validation and visualization techniques for bicluster results. For individual biclustering software, there are also some package available [18, 122].

2.2 Review of the Graph Partitioning Problem

In this section, the graph partitioning problem actually denotes the graph partitioning problem with minimum cut, which is the direct summation of weights of edges connecting different subsets. This problem is an NP-complete combinatorial optimization problem [51]. Applications of graph partitioning can be found in VLSI design [72], data mining [21, 30, 35, 56, 104, 110, 141], biological or social networks [41, 44], power systems [11, 83, 111, 123, 139], parallel computing [61] and etc.

A very early method for graph partitioning problem is the Kernighan-Lin algorithm [75], which is a heuristic algorithm. There are several surveys [1, 37, 48] regarding heuristic and exact algorithms for graph partitioning. Some heuristic algorithms can compute approximate solutions very fast, for example, spectral methods in [21, 30, 34, 39, 55, 63, 101], multilevel algorithms in [62, 72–74, 117, 127], optimization-based methods in [46], and etc. Software based on heuristic methods include METIS, Chaco, Party, PaToH, SCOTCH, Jostle, Zoltan and HUND as reviewed in [59].

Some mathematical programming methods, including linear programming [14, 42, 84], quadratic programming [42, 57–59], and many semidefinite programming relaxations [3, 70, 71, 84, 129], were also used for graph partitioning.

Some methods ([3, 57, 59, 71]) decompose the vertex set into two subsets, or called bisection, while some ones ([42, 55, 58, 91]) obtain more than two subsets directly. In previous research, the graph is partitioned into equal or different by 1
cardinalities for all subsets by linear programming [84] or semidefinite programming [70, 84]. Some approaches, for example, quadratic [57, 58] and semidefinite [129] programming methods, require the given cardinalities of all subsets.

Through the whole dissertation, all methods can obtain more than two subsets directly. In Chapter 3, we use a loose restriction for graph partitioning and clustering that all cardinalities of subsets take values in the integer range \([C_{\text{min}}, C_{\text{max}}]\). The cardinalities of subsets are one reason that Ratio cut and Normalized were introduced for graph partitioning.

### 2.3 Preliminary of Graph Partitioning and Clustering

As discussed in Section 1.2, we are concentrating on direct multi-way clustering. Because of connections between clustering and graph partitioning, our method is based on graph partitioning with respect to different cuts. In this section, we first define the partition matrix for direct multi-way partitioning. The definitions of cuts as well as some other concepts are also studied in the section. At the end of this section, we establish the optimization models of graph partitioning for clustering. Assume that the matrix for clustering is \(W = (w_{ij})_{N \times N}\). Throughout this section, we are finding \(K\) clusters in the data matrix \(W\) as presented in Section 2.1.

#### Partition Matrix \(X\)

**Definition 2.1.** The partition matrix is defined as a rectangular \(N \times K\) matrix \(X = (x_{ik})_{N \times K}\), where \(x_{ik} \in \{0, 1\}\), row sums are \(\sum_{k=1}^{K} x_{ik} = 1\) for all \(i = 1, \ldots, N\), and column sums are \(\sum_{i=1}^{N} x_{ik} \in [C_{\text{min}}, C_{\text{max}}]\) for all \(k = 1, \ldots, K\).

This matrix includes all decision variables in our graph partitioning models for clustering. The number \(N\) is the number of objects to perform clustering and \(K\) is the number for multi-way or \(K\)-way clustering. The clustering by this matrix \(X\) is nonoverlapping and exclusive.

The constraint of the sum \(\sum_{k=1}^{K} x_{ik} = 1\) requires to put the \(i\)th object into exactly one cluster. The column sum \(\sum_{i=1}^{N} x_{ik} := n_k\) defines the size or cardinality constraint of the
kth cluster. Since \( x_{ik} \in \{0, 1\} \), the row sums take integer values between the lower size bound \( C_{\text{min}} \) and upper bound \( C_{\text{max}} \). These two bounds are known parameters and can be chosen roughly from \( \{1, \cdots, N\} \). More discussions of the cardinality constraint will be stated in Section 4.1.

**Remark 1.** All row sums and column sums ensure that each object belongs to exactly one cluster and all objects have corresponding clusters. This is guaranteed by the fact that

\[
\sum_{k=1}^{K} n_k = \sum_{k=1}^{K} \sum_{i=1}^{N} x_{ik} = \sum_{i=1}^{N} \sum_{k=1}^{K} x_{ik} = \sum_{i=1}^{N} 1 = N,
\]

which means that \( n_k \) can take any integer values in \([C_{\text{min}}, C_{\text{max}}]\) but their sum is fixed as \( N \). Thus, the partition matrix has exactly \( N \) 1’s.

**Graph Partitioning**

**Definition 2.2.** Let \( G = (V, E) \) be an undirected graph with a set of vertices \( V = \{v_1, v_2, \cdots, v_N\} \) and a set of edges \( E = \{(v_i, v_j) : \text{edge between vertices } v_i \text{ and } v_j, \ 1 \leq i, j \leq N\} \), where \( N \) is the number of vertices. The \( K \)-graph partitioning consists of dividing the vertex set \( V \) into \( K \) disjoint subsets \( V_1, V_2, \cdots, V_K \), i.e., \( V_1 \cup V_2 \cup \cdots \cup V_K = V \) and \( V_k \cap V_{k'} = \emptyset \) for all \( k, k' = 1, 2, \cdots, K \), \( k \neq k' \).

The graph \( G \) is undirected and no loops are allowed. In the dissertation, we assume that each edge of \( G \) has nonnegative weights and the vertex has no weight. Always, this is a weighted graph. Let \( \Pi \) be a partition of the graph \( G \), i.e., \( \Pi = (V_1, V_2, \cdots, V_N) \), where the subsets \( V_1, V_2, \cdots, V_N \) satisfy the Definition 2.2. Now, we construct a bijection between the partition matrix \( X \) and the graph partitioning \( \Pi \).

Let the \( i \)th row of \( X \) correspond to vertex \( v_i \) and the \( k \)th column correspond to subset \( V_k \) of \( \Pi \). The entry \( x_{ik} \) defines that whether a vertex \( v_i \) is in subset \( V_k \) if \( x_{ik} = 1 \) or not if \( x_{ik} = 0 \). The column sum \( \sum_{i=1}^{N} x_{ik} \) is corresponding to the number of vertices in subset \( V_k \). The constraint \( \sum_{k=1}^{K} x_{ik} = 1 \) of \( X \) ensures that vertex \( v_i \) can belong to exact one subset, and this also ensures that the subsets are disjoint. Assume that \( |V_k| = n_k = \sum_{i=1}^{N} x_{ik} \) for \( k = 1, \cdots, K \). Thus we have \( \sum_{k=1}^{K} n_k = |V| \), which ensures that
the union of these subsets is $V$. Usually, the $n_k$'s are unknown before partitioning and we assume that they take integer values in a range as that in the partition matrix. We have transformed the partition matrix into a graph partitioning $\Pi$. The reverse direction of the bijection can be constructed easily.

Therefore, the feasible region for the graph partitioning $\Pi$ into $K$ subsets can be expressed as

$$F_K = \{(x_{ik})_{N \times K} : x_{ik} \in \{0, 1\}, \sum_{k=1}^{K} x_{ik} = 1, C_{\text{min}} \leq \sum_{i=1}^{N} x_{ik} \leq C_{\text{max}}\}.$$  \hspace{1cm} (2–1)

Remark 2. Generally, the number $K$ can be chosen from the set $\{2, 3, \cdots, N-1\}$. The value $K = 1$ is to put all objects into one cluster and $K = N$ means one cluster for each object. These are trivial cases. For minimum cut (Definition 2.5) of graph partitioning, the determination of $K$ is studied in Section 4.1 by introducing a penalty function.

Remark 3. The size or cardinality $n_k$ of the subset $V_k$ is always unknown before partitioning. For minimum cut (Definition 2.5) of graph partitioning, the cardinalities are always chosen as equals $N/K$ [70, 84], pre-given integers [58, 129] or values in a range [42, 43]. In Chapter 3, we use a loose restriction for graph partitioning and clustering that all the cardinalities of subsets take values in the integer range $[C_{\text{min}}, C_{\text{max}}]$. The cardinalities of subsets are one reason that Ratio cut and Normalized were introduced for graph partitioning. As shown in Section 3.2 and Section 3.3, the relaxations do not need any information of the range for clustering.

Matrices on Graphs

Definition 2.3. The weight matrix $W = (w_{ij})_{N \times N}$ of the graph $G = (V, E)$ is a symmetric matrix with nonnegative entries. The entry $w_{ij} > 0$ denotes the weight of edge $(v_i, v_j)$ and $w_{ij} = 0$ if no edge $(v_i, v_j)$ exists between vertices $v_i$ and $v_j$. 
The weighted degree $d_i$ of the vertex $v_i$ is defined as the sum of weights of the edges incident with itself, i.e., $d_i = \sum_{j=1}^{N} w_{ij}$. The weighted degree matrix is a diagonal matrix formed by the degrees of all vertices, i.e., $D = \text{diag}(d_1, d_2, \ldots, d_N)$.

The Laplacian matrix $L$ is defined as the difference of $D$ and $W$, i.e., $L = D - W$.

For undirected graphs $G$ without loops, the matrix $W$ is symmetric and $w_{ii} = 0$ for $i = 1, \ldots, N$. It is the adjacency matrix of $G$ if $w_{ij} = 1$ denotes the existence of edge $(v_i, v_j)$ and otherwise $w_{ij} = 0$. Thus, the matrix $W$ is also called adjacency weighted matrix for $G$.

The notation $\text{diag}$ denotes to form a diagonal matrix from the vector, and we also use it in the following as the step to form a vector from the diagonal entries of the matrix.

**Cut**

**Definition 2.4.** The cut set of the partition $\Pi$ includes the edges with two ends in different subsets. The cut set between $V_k$ and $V_{k'}$ is the set of edges $(v_i, v_j)$s with $v_i \in V_k, v_j \in V_{k'}$ for $k \neq k'$. The cut between subsets $V_k$ and $V_{k'}$ is the sum of weights of the edges in the corresponding cut set, i.e., for $k \neq k'$,

$$\text{cut}(V_k, V_{k'}) = \sum_{i,j:v_i \in V_k, v_j \in V_{k'}} w_{ij}.$$

The edge in the cut set is called cut edge. In the definition of cut, we do not require that $(v_i, v_j) \in E$ since $w_{ij} = 0$ if no edge exists. The fact that $\text{cut}(V_k, V_{k'}) = \text{cut}(V_{k'}, V_k)$ can be easily drawn from the symmetry of the weight matrix $W$.

In the following, the notation $\text{cut}(V_a, V_b)$ is used to denote the sum of weights of edges with one end in $V_a$ and another in $V_b$, whether $V_a$ and $V_b$ are disjoint or not (the two vertex sets can be the same, or one is a subset of another). For example, the notation $\text{cut}(V_1, V_1)$ is the sum of weights of edges with two ends in vertex set $V_1$, and the fact $\text{cut}(V_1, V) = \text{cut}(V_1, V_1 \cup V_2 \cup \cdots \cup V_K) = 2\text{cut}(V_1, V_1) + \text{cut}(V_1, V_2) + \cdots + \text{cut}(V_1, V_K)$ is obtained by the following proposition.
Proposition 2.1. For the graph partitioning $\Pi = (V_1, \ldots, V_K)$, the cuts can be expressed by the partition matrix $X$ in the following:

$$\text{cut}(V_k, V_{k'}) = \sum_{i=1}^{N} \sum_{j=1}^{N} w_{ij} x_{ik} x_{jk'}, \quad k \neq k',$$

$$\text{cut}(V_k, V_k) = \frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} w_{ij} x_{ik} x_{jk},$$

$$\text{cut}(V_k, V) = \sum_{i=1}^{N} \sum_{j=1}^{N} w_{ij} x_{ik}.$$

The first one is from the Definition 2.4 of cut. The second one is the sum of weights of the edges with two ends in $V_k$ and each edge contributes once. Assume that $d_{V_k} = \sum_{v_i \in V_k} d_i = \sum_{v_i \in V_k} \sum_{j=1}^{N} w_{ij}$, thus we have $d_{V_k} = \text{cut}(V_k, V)$. If these expressions of cuts present in the matrix forms, we have the following proposition.

Proposition 2.2. Based on the partition matrix $X$, we have

$$X^T WX = \begin{pmatrix}
2 \text{cut}(V_1, V_1) & \text{cut}(V_1, V_2) & \cdots & \text{cut}(V_1, V_K) \\
\text{cut}(V_2, V_1) & 2 \text{cut}(V_2, V_2) & \cdots & \text{cut}(V_2, V_K) \\
\vdots & \vdots & \ddots & \vdots \\
\text{cut}(V_K, V_1) & \text{cut}(V_K, V_2) & \cdots & 2 \text{cut}(V_K, V_K)
\end{pmatrix},$$

$$X^T DX = \text{diag}(d_{V_1}, \ldots, d_{V_K}),$$

$$X^T LX = \begin{pmatrix}
\sum_{k=2}^{K} \text{cut}(V_1, V_k) & -\text{cut}(V_1, V_2) & \cdots & -\text{cut}(V_1, V_K) \\
-\text{cut}(V_2, V_1) & \sum_{k=1, k \neq 2}^{K} \text{cut}(V_2, V_k) & \cdots & -\text{cut}(V_2, V_K) \\
\vdots & \vdots & \ddots & \vdots \\
-\text{cut}(V_K, V_1) & -\text{cut}(V_K, V_2) & \cdots & \sum_{k=1}^{K-1} \text{cut}(V_K, V_k)
\end{pmatrix},$$

where $W$ is the weight matrix, $D$ is the weighted degree matrix, and $L$ is the Laplacian matrix.
This proposition can be proved by the facts from Proposition 2.1. Three different cuts of graph partitioning for clustering are presented based on this proposition.

**Minimum cut, Ratio Cut and Normalized Cut**

**Definition 2.5.** For the graph partitioning \( \Pi = (V_1, \cdots, V_K) \), the minimum cut is the sum of weights of the edges with ends in distinct subsets, i.e.,

\[
M_{\text{cut}} = \sum_{k=1}^{K} \sum_{k'=k+1}^{K} \text{cut}(V_k, V_{k'}).
\]

The Ratio cut of the graph partitioning \( \Pi = (V_1, \cdots, V_K) \) is a fraction of the cuts to the sizes of the corresponding subsets, and it is defined as

\[
R_{\text{cut}} = \sum_{k=1}^{K} \sum_{k'=1, k' \neq k}^{K} \left( \frac{\text{cut}(V_k, V_{k'})}{|V_k|} \right).
\]

The Normalized cut of the graph partitioning \( \Pi = (V_1, \cdots, V_K) \) is a fraction of the cuts to the weighted degrees of vertices, and it is defined as

\[
N_{\text{cut}} = \sum_{k=1}^{K} \sum_{k'=1, k' \neq k}^{K} \left( \frac{\text{cut}(V_k, V_{k'})}{d_{V_k}} \right).
\]

Usually, the term “graph partitioning problem (GPP)” refers to finding the partitioning among all possible partitions \( \Pi \) of \( G \) with minimum cut. The Ratio cut [56] and Normalized cut [115] were introduced for clustering.

If \( W \) is the data matrix to perform clustering and \( w_{ij} \) measures the similarity or closeness of the \( i \)th and \( j \)th objects, we can define the intersimilarity and intrasimilarity of clustering by the graph partitioning \( \Pi = (V_1, \cdots, V_K) \) in the following definition.

**Intersimilarity and Intrasimilarity**

**Definition 2.6.** Assume that the partition matrix \( X \) is performed for clustering of \( N \) objects with similarity matrix \( W \), the intersimilarity of clusters by the graph partitioning \( \Pi = (V_1, \cdots, V_K) \) is the sum of similarities of the objects from different clusters and it can be denoted by

\[
\frac{1}{2} \text{tr}(X^T L X).
\]
The intrasimilarity of clusters is the sum of similarities of the objects from the same clusters and it can be denoted by

$$\frac{1}{2} \text{tr}(X^T W X).$$

Here the notation tr denotes the trace of the matrix. As W is a similarity matrix, the graph partitioning problem of minimizing minimum cut finds the best partition such that objects in different groups (subsets) have as least similarity as possible. This is the requirement of clustering. However, as shown in Figure 2-1, the minimum cut always lead to “unnatural bias” [115] for partitioning out small subsets of vertices. This is the reason that Ratio cut and Normalized cut are introduced for clustering. Ratio cut is to balance the cardinalities of each subsets or clusters, while Normalized cut tries to balance the weights among the subsets or clusters. The numerators of fractions in both Ratio cut and Normalized cut measure the similarities among different subsets, and these two cuts should be minimized in graph partitioning for clustering. Besides Ratio cut and Normalized cut, some other cuts are also introduced for clustering, such as min-max cut [35], ICA (Isoperimetric co-clustering) cut [104].

![Graph](image1)

![Minimum cut](image2)

![Ratio Cut](image3)

![Normalized Cut](image4)

Figure 2-1. Comparisons of Minimum, Ratio and Normalized Cuts
By Definition 2.5 and Definition 2.6, the minimum cut of graph partitioning \( \Pi = (V_1, \cdots, V_K) \), and intersimilarity for clustering of \( W \) based on the same partition matrix \( X \), are equal to each other, i.e.,

\[ M_{cut} = \frac{1}{2} \text{tr}(X^T LX). \]

In clustering, we want to minimize the intersimilarity among these \( K \) clusters. Correspondingly, we have the graph partitioning problem to minimize the minimum cut and the formulation is

\[
\min_{X \in \mathcal{F}_K} \frac{1}{2} \text{tr}(X^T LX).
\]

**Remark 4.** To minimize intersimilarity \( \frac{1}{2} \text{tr}(X^T LX) \) is equivalent to maximize intrasimilarity \( \frac{1}{2} \text{tr}(X^T WX) \). This is obtained from the fact \( \text{tr}(X^T LX) + \text{tr}(X^T WX) = \text{tr}(X^T DX) = \sum_{k=1}^{K} d_{V_k} = \sum_{i=1}^{N} d_i = \sum_{i=1}^{N} \sum_{j=1}^{N} w_{ij}, a \text{ fixed value for a given matrix } W \). Thus both \( \min \frac{1}{2} \text{tr}(X^T LX) \) and \( \max \frac{1}{2} \text{tr}(X^T WX) \) can be used for graph partitioning by minimum cut in Chapter 4.

Since a bipartite graph is a special case of a general graph, the bipartite graph partitioning problem can be easily transformed into graph partitioning problem. For biclustering, the bipartite graph partitioning by minimum cut, Ratio cut and Normalized cut is used. For conceptions and notations of biclustering, bipartite graph partitioning, partition matrix, expression matrix, cuts, and etc, we refer to Section 2.1.2, Section 3.5, Section 4.1 and Section 4.2.3.
In this chapter, we consider the multi-way clustering problem based on graph partitioning models by the Ratio cut and Normalized cut. We formulate the problem using new quadratic models. Spectral relaxations, new semidefinite programming relaxations and linearization techniques are used to solve these problems. It has been shown that our proposed methods can obtain improved solutions. We also adapt our proposed techniques to the bipartite graph partitioning problem for biclustering.

This chapter is organized as follows: In Section 3.1, we present the optimization models for graph partitioning with Ratio cut and Normalized cut; Section 3.2 is a brief review of the spectral relaxation approaches; In Section 3.3, we present the semidefinite programming approaches; Section 3.4 includes the quadratically constrained programming approaches with linearization techniques; In Section 3.5, we discuss the bipartite graph partitioning and biclustering; In Section 3.6, we present the numerical experiments of all proposed algorithms; Section 3.7 concludes the chapter.

3.1 Clustering and Graph Partitioning

Following notations and preliminary results in Section 2.3, we are concentrating on the Ratio cut and Normalized cut of graph partitioning for clustering in this chapter. The graph partitioning with Minimum cut will be discussed in Chapter 4.

Lemma 3.1. Defining a matrix $Y$ based on partition matrix $X$ as

$$Y = X \cdot \text{diag}(1/\sqrt{n_1}, \cdots, 1/\sqrt{n_K}),$$

where $n_k = \sum_{i=1}^{N} x_{ik}$ for $k = 1, \cdots, K$, the Ratio cut can be expressed in the form of $Y$ and Laplacian matrix $L$ as

$$Rcut = tr(Y^TLY).$$
Proof. Assume that $P = \text{diag}(1/\sqrt{n_1}, \cdots, 1/\sqrt{n_K})$. From the definition of $Y$, we have the following relations

$$tr(Y^TLY) = tr((XP)^T L(XP)) = tr(P(X^TLX)P).$$

From the Proposition 2.2, we have that

$$tr(Y^TLY) = \sum_{k=1}^{K} \frac{(X^TLX)_{kk}}{n_k} = \sum_{k=1}^{K} \sum_{k'=1, k' \neq k}^{K} \frac{\text{cut}(V_k, V_{k'})}{|V_k|},$$

which finishes the proof by the Definition 2.5 for the Ratio cut.

This lemma was presented in [21]. Here the notation $(X^TLX)_{kk}$ denotes the entry in the $k$th row and $k$th column of the matrix $X^TLX$. Thus, the problem of minimizing Ratio cut of graph partitioning for clustering can be expressed in the matrix form as follows:

$$\min \quad tr(Y^TLY)$$

s.t. $Y = XP, \quad X \in \mathcal{F}_K,$

$$P = \text{diag}(\frac{1}{\sqrt{(X^TX)_{11}}}, \cdots, \frac{1}{\sqrt{(X^TX)_{KK}}}).$$

By solving this problem, we can find the graph partitioning $\Pi^* = (V_1^*, \cdots, V_K^*)$ with smallest $Rcut$ by the optimal solution $X^*$. The assignment of vertex $v_i$ to subset $V_k$ is decided by $x_{ik}^*$. However, we can use the matrix $Y = (y_{ik})_{N \times K}$ directly to partition the vertex set. If $y_{ik} = 0$, the vertex $v_i$ does not belong to subset $V_k$; If $y_{ik} > 0$, the vertex $v_i$ belongs to subset $V_k$. The matrix $Y$ should satisfy some specific constraints, and we present them in the following theorem.

**Theorem 3.1.** $Y$ and $X$ are equivalent for graph partitioning with respect to Ratio cut by the following formulation based on $Y$:

$$\min \quad tr(Y^TLY)$$

s.t. $Y^TY = I,$

$$\quad Y^TY = I,$$
\[ YSe = e, \quad (3-4) \]
\[ C_{\text{min}} \leq SY^T e \leq C_{\text{max}}, \quad (3-5) \]
\[ S = \text{diag}(s_1, \cdots, s_K), \quad Y = (y_{ik})_{N \times K}, \quad (3-6) \]
\[ y_{ik} \in \{0, s_k^{-1}\}, \quad s_k > 0, \quad (3-7) \]
\[ i = 1, \cdots, N, \quad k = 1, \cdots, K, \]

where \( e \) is a vector of all elements being 1 with conform dimension.

**Proof.** As shown in Lemma 3.1, the objective (3–2) is to minimize the Ratio cut. We need to show that the constraints (3–4)-(3–7) will present a graph partitioning \( \Pi = (V_1, \cdots, V_K) \) as defined in Definition 2.2.

From constraints (3–7), the \( k \)th column of \( Y \) can be either 0 or a positive number \( s_k^{-1} \). The positiveness of \( y_{ik} \) decides whether vertex \( v_i \) belongs to subset \( V_k \) or not.

If \( y_{ik} > 0 \), the element \((YS)_{ik}\) in constraints (3–4),(3–5) is 1; Otherwise, if \( y_{ik} = 0 \), \((YS)_{ik} = 0 \). This is obtained by the structures of \( Y \) and \( S \) in constraints (3–6),(3–7).

Thus, \( YS \) is a partition matrix. The constraint (3–4) ensures that every row of \( YS \) has the sum 1, i.e., every vertex belongs to exactly one subset. The constraint (3–5) guarantees that every column sum of \( YS \) is in the range \([C_{\text{min}}, C_{\text{max}}]\), the size constraints of each subset.

Then, the subsets can be denoted by \( V_k = \{v_i : y_{ik} > 0, i = 1, \cdots, N\} \). Assume that \( n_k = |V_k| \). Since \( Y^T Y = \text{diag}(n_1/s_1^2, \cdots, n_K/s_K^2) \), from the constraint (3–3), we have \( n_k/s_k^2 = 1 \) or \( s_k = \sqrt{n_k} \) for all \( k = 1, \cdots, K \).

Therefore, we have used the formulation (3–3)-(3–7) to obtain a graph partitioning. The reverse direction can be proved similarly.

\[ \square \]

**Remark 5.** In [115], the Normalized association for bipartition of graphs is defined. To extend for multi-way or \( K \)-way partitioning, the Normalized association for graph
partitioning $\Pi$ is defined as

$$\text{Nassoc} = \sum_{k=1}^{K} \frac{\text{cut}(V_k, V_k)}{d_{V_k}}.$$  

By Proposition 2.2 and Normalized cut defined in Definition 2.5 for the same partitioning $\Pi$ and $X$, we have the relation

$$2\text{Nassoc} + \text{Ncut} = K,$$

which is a pre-given parameter. Thus, we can also maximize Normalized association in stead of minimizing Normalized cut, as that for minimum cut.

For Normalized cut of graph partitioning, we have similar results as Ratio cut to define $Z$ in the following lemma. Assume that $I$ is an identity matrix.

**Lemma 3.2.** Let the matrix $W'$ be $W' = D^{-1/2}WD^{-1/2}$ and the matrix $L'$ be $L' = I - W'$. Defining a matrix $Z$ based on partition matrix $X$ as

$$Z = D^{1/2}X \cdot \text{diag}(1/\sqrt{d_{V_1}}, \cdots, 1/\sqrt{d_{V_K}}),$$

where $d_{V_k}(k = 1, \cdots, K)$ is defined in Proposition 2.1, the Normalized cut can be expressed in the form of $Z$ and Laplacian matrix $L$ as

$$\text{Ncut} = \text{tr}(Z^T L' Z).$$

**Proof.** Assume that $Q = \text{diag}(1/\sqrt{d_{V_1}}, \cdots, 1/\sqrt{d_{V_K}})$. From the definition of $Z$, we have the relations

$$Z^T L' Z = (D^{1/2}XQ)^T (I - D^{-1/2}WD^{-1/2})(D^{1/2}XQ)$$

$$= QX^T D^{1/2} (I - D^{-1/2}WD^{-1/2})(D^{1/2}XQ)$$

$$= Q(X^T(D - W)X)Q$$

$$= Q(X^T LX)Q.$$
From the Proposition 2.2, we have that
\[
tr(Z^T L' Z) = \sum_{k=1}^{K} \frac{(X^T L X)_{kk}}{d_{V_k}} = \sum_{k=1}^{K} \sum_{k' \neq k} \frac{\text{cut}(V_k, V_{k'})}{d_{V_k}},
\]
which finishes the proof by Definition 2.5 for the Normalized cut.

This lemma was presented in [55]. Thus, the program of minimizing Normalized cut of graph partitioning for clustering can be expressed in the matrix form as follows:

\[
\begin{align*}
\min & \quad tr(Z^T L' Z) \\
\text{s.t.} & \quad Z = D^{1/2} X Q, \quad X \in \mathcal{F}_K, \\
& \quad Q = \text{diag}\left(\frac{1}{\sqrt{(X^T D X)_{11}}}, \ldots, \frac{1}{\sqrt{(X^T D X)_{KK}}}\right).
\end{align*}
\]

**Theorem 3.2.** \(Z\) and \(X\) are equivalent for graph partitioning with respect to Normalized cut by the following program based on \(Z\):

\[
\begin{align*}
\min & \quad tr(Z^T L' Z) \\
\text{s.t.} & \quad Z^T Z = I, \\
& \quad Z T e = \text{diag}(D^{1/2}), \\
& \quad C_{\min} \leq T Z^T D^{-1/2} e \leq C_{\max}, \\
& \quad T = \text{diag}(t_1, \ldots, t_K), \\
& \quad (D^{-1/2} Z)_{ik} \in \{0, t_k^{-1}\}, t_k > 0, \\
& \quad i = 1, \ldots, N, k = 1, \ldots, K.
\end{align*}
\]

This theorem was presented in [131] and can be proved using the methods in Theorem 3.1. The subset \(V_k\) can be denoted by \(V_k = \{v_i : z_{ik} > 0, i = 1, \ldots, N\}\).

The constraint (3–11) ensures that each vertex can belong to exactly one subset and constraint (3–12) guarantees that each subset has the size in the range \([C_{\min}, C_{\max}]\). The matrix \(D^{-1/2} Z T\) can be considered as a partition matrix.
3.2 Spectral Relaxation Approaches

3.2.1 Spectral Methods

As mentioned in Section 2.1.1, most graph partitioning based clustering methods use the spectral method. We will show that the spectral method of graph partitioning for clustering is a relaxation of our proposed optimization models in Section 3.1. This method is based on spectral graph theory \[27\] and the eigenvalues and eigenvectors of a matrix are used for partitioning. For multi-way clustering, the spectral methods have been studied in \[21\] and \[55\]. In this section, we briefly introduce this method and will compare it with other proposed methods in Section 3.6.

From Theorem 3.1, the decision matrix \(Y\) has the property \(Y^T Y = I\), and similarly, matrix \(Z\) in Theorem 3.2 has the property \(Z^T Z = I\). In the following, we use spectral relaxations to solve the graph partitioning with Ratio cut and Normalized cut. Let \(x_1, x_2, \cdots, x_k\) be the \(k\) rows of partition matrix \(X\), i.e., \(X = (x_1, x_2, \cdots, x_K)\). Similarly, \(Y = (y_1, \cdots, y_K)\) and \(Z = (z_1, \cdots, z_K)\).

Therefore, a relaxation form of the program in Theorem 3.1 to minimize Ratio cut is

\[
\min \quad \text{tr}(Y^T L Y) \\
\text{s.t.} \quad Y^T Y = I. 
\]

(3–15)

In addition, by the columns \(y_1, \cdots, y_K\), the Ratio cut can be expressed as

\[ R_{\text{cut}} = \text{tr}(Y^T L Y) = \sum_{k=1}^{K} y_k^T L y_k, \]

and the constraints in (3–15) are \(y_k^T y_k = 1\) for \(k = 1, \cdots, K\).

The dimension of matrix \(Y^T L Y\) is \(K \times K\). By K. Fan’s theorem \[27\], optimal solution to the program (3–15) is eigenvectors \(\phi_1, \cdots, \phi_K\) such that \(L \phi_k = \lambda_k \phi_k\) with a lower bound \(\sum_{k=1}^{K} \lambda_k\) for objective function, i.e.,

\[
\sum_{k=1}^{K} \lambda_k \leq \min_{Y: \text{Formulation (3–2)-(3–7)}} R_{\text{cut}}.
\]
Roughly, we choose $y_k = \phi_k$ for $k = 1, \cdots, N$ as the solutions for Ratio cut of graph partitioning. Since $\phi_k$s are eigenvectors of $L$, this method is called spectral relaxations.

Similarly, a relaxation form of the formulation in Theorem 3.2 to minimize Normalized cut is

$$\min \quad tr(Z^T L' Z)$$
$$\text{subject to} \quad Z^T Z = I.$$

For Normalized cut, we have the following property for the objective function in Theorem 3.2.

**Lemma 3.3.** By the partition matrix $X = (x_1, x_2, \cdots, x_k)$, the Normalized cut can be expressed as

$$Ncut = tr(Z^T L' Z) = \sum_{k=1}^{K} \frac{x_k^T L x_k}{x_k^T D x_k}.$$

**Proof.** By Lemma 3.2, the matrix $L'$ is $I - W'$, where $I$ can expressed as $D^{-1/2} DD^{-1/2}$ and $W' = D^{-1/2} WD^{-1/2}$. Thus, we have the relations

$$Z^T L' Z = Z^T (I - W') Z = Z^T (D^{-1/2} DD^{-1/2} - D^{-1/2} WD^{-1/2}) Z$$
$$= Z^T D^{-1/2} (D - W) D^{-1/2} Z = Z^T D^{-1/2} LD^{-1/2} Z$$
$$= (D^{-1/2} Z)^T L (D^{-1/2} Z) = (XQ)^T L (XQ)$$
$$= (X (X^T DX)^{-1/2})^T L (X (X^T DX)^{-1/2})$$
$$= ((X^T DX)^{-1/2}) X^T L X ((X^T DX)^{-1/2}),$$

where $Q = (X^T DX)^{-1/2}$ is from Lemma 3.2. Then,

$$tr(Z^T L' Z) = tr((X^T DX)^{-1} (X^T L X)).$$

This result was presented in [131]. By K. Fan's theorem [27] and Lemma 3.3, the optimal solution to this program is eigenvectors $\varphi_1, \cdots, \varphi_K$ from the generalized
eigenvalue problem

\[ L \varphi_k = \lambda_k' D \varphi_k, \]

with a lower bound \[ \sum_{k=1}^{K} \lambda_k' \] for objective function

\[ \sum_{k=1}^{K} \lambda_k' \leq \min_{Z: \text{Formulation (3-9)-(3-14)}} \text{Ncut}. \]

Similarly, the eigenvectors \( \varphi_k \)'s can be chosen as the solutions \( z_k \)'s for Normalized cut of graph partitioning. Instead of solving this generalized eigenvalue problem, we can solve the eigenvalue problem \( D^{-1/2}(D-W)D^{-1/2} \varphi_k = \lambda_k' \varphi_k \).

---

**Algorithm Spectral Relaxations**

**Input:** Data Matrix \( W = (w_{ij})_{N \times N} \) and Positive Integer \( K \)

**Output:** Partition Matrix \( X = (x_{ik})_{N \times K} \) and the Minimized Ratio cut \( Rcut \) and Normalized cut \( Ncut \) with respect to \( X \)

**Step 1:** Construct the Laplacian matrix \( L \) and the weighted degree matrix \( D \) from \( W \) as defined in Definition 2.3;

**Step 2:** For Ratio cut, solve the eigenvalue problem \( L \phi_k = \lambda_k \phi_k \) to obtain \( \Phi \);

For Normalized cut, solve the problem \( D^{-1/2}(D-W)D^{-1/2} \varphi_k = \lambda_k' \varphi_k \) to obtain \( \Psi \);

**Step 3:** Use the directional cosine method to obtain \( X_s \) from \( \Phi, \Psi \) for Ratio cut and Normalized cut, respectively; (or use randomized projection heuristic method or clustering rounding to obtain \( X \) from \( \Phi, \Psi \) directly)

**Step 4:** Obtain the partition matrix \( X \) from \( X_s \) and compute the corresponding Ratio cut and Normalized cut.

Assume that \( \Phi = (\phi_1, \ldots, \phi_K) \) and \( \Psi = (\varphi_1, \ldots, \varphi_K) \), where \( \Phi \) is a relaxed solution for \( Y \) and \( \Psi \) is a relaxed solution for \( Z \). After solving the eigenvalue problems, we obtain the relaxed solutions \( \Phi \) and \( \Psi \), which may not be feasible for the original partitioning problem. Next, we present three approaches for obtaining the feasible partition matrix \( X \) from \( \Phi, \Psi \): directional cosine method [21], randomized projection heuristic method [50]
and clustering rounding. We first present the algorithm for solving graph partitioning for clustering by spectral relaxations in above table.

### 3.2.2 Relaxed Solutions to Integer Ones

Assume that \( X_s = XX^T \). Thus, the entry \((X_s)_{ij}\) denotes whether vertex \( v_i \) and \( v_j \) are in the same subset \((X_s)_{ij} = 1\) or not \((X_s)_{ij} = 0\) for all \( i, j = 1, \cdots, N \). Once we have the matrix \( X_s \), the corresponding partition matrix \( X \) can be constructed easily. Before presenting the approaches, we first state the following theorem.

**Theorem 3.3.** Given the matrices \( Y, Z \) as defined in Theorem 3.1 and Theorem 3.2, we have the corresponding matrix \( X_s \) as

\[
X_s = D_y YY^T D_y, \tag{3–17}
\]

\[
X_s = D_z ZZ^T D_z, \tag{3–18}
\]

where \( D_y = \text{diag}(\cdots, \frac{1}{\sqrt{\sum_k y_{ik}^2}}, \cdots), D_z = \text{diag}(\cdots, \frac{1}{\sqrt{\sum_k z_{ik}^2}}, \cdots), \) respectively.

**Proof.** We first prove (3–17). Assume that \( Y \) has \( N \) row vectors as \( y_{r1}, \cdots, y_{rN} \). Since \( D_y \) is a diagonal matrix, the entry \((X_s)_{ij}\) can be expressed as \( \frac{y_{ri}y_{rj}^T}{\sqrt{\sum_k y_{ik}^2 \sum_k y_{jk}^2}} \). As shown in Theorem 3.1, each row has only one none-zero elements. Assume that the \( i \)th row \( y_{ri} \) has the non-zero entry \( y_{i,k} \) and \( j \)th row \( y_{rj} \) has the non-zero entry \( y_{j,k'} \). If \( k = k' \), we have \((X_s)_{ij} = 1\); otherwise, \((X_s)_{ij} = 0\). By the definition of \( X_s \), we proved (3–17). The proof of \( Z \) to \( X_s \) is similar. 

\[\square\]

**Directional cosine method [21].** Let the matrix \( \Phi \) be \( \Phi = (\phi_{ik})_{N \times K} \). Assume that \( \tilde{X}_s \) is the approximate solution of \( X_s \) obtained from \( \Phi \), by Theorem 3.3, we have

\[
\tilde{X}_s = \text{diag}(\cdots, \frac{1}{\sqrt{\sum_k \phi_{ik}^2}}, \cdots) \cdot \Phi \Phi^T \cdot \text{diag}(\cdots, \frac{1}{\sqrt{\sum_k \phi_{ik}^2}}, \cdots),
\]

and thus, we have the entry

\[
(\tilde{X}_s)_{ij} = \frac{\sum_k \phi_{ik} \phi_{jk}}{\sqrt{(\sum_k \phi_{ik}^2)} (\sum_k \phi_{jk}^2)}.
\]
This entry is exactly the cosine of the angle between the \(i\)th row and \(j\)th row vectors of \(\Phi\). By the property of cosine function, \((\tilde{X}_s)_{ij} = 1\) if the two row vectors are in the same direction; \((\tilde{X}_s)_{ij} = 0\) if they are orthogonal to each other. From the approximation matrix \(\tilde{X}_s\) to \(X_s\), using another efficient clustering algorithm, such as \(K\)-means clustering on \(X_s\), can fulfill it. In [21], a heuristic method was presented. This method first selects \(K\) vertices as the prototypes of the \(K\) subsets; the vertices with directional cosine within \(\cos(\pi/8)\) of a prototype are added to that prototype’s subset; and the remaining vertices are merged into subsets by computing hyperedge cuts from each left vertex and existing subsets.

For Normalized cut, the matrix is approximated by \(\Psi\) and the approximation of \(X_s\) can be obtained by the equation (3–18).

**Randomized projection heuristic method [50].** This method was introduced in [50] for solving the max \(K\)-cut problem. Assume that the eigenvectors \(\phi_1', \ldots, \phi_N'\) are normalized row vectors of \(\Phi\). The steps for this method include: obtain the approximated solutions \(\phi_1', \ldots, \phi_N'\); choose \(K\) random vectors \(r_1, \ldots, r_K\); obtain \(x_{ik}\) according to which \(r_1, \ldots, r_K\) is closest to each \(\phi_i'\), i.e., \(x_{ik} = 1\) if and only if \((\phi_i')^T r_k \geq (\phi_i')^T r_k'\) for all \(k \neq k', k' = 1, \ldots, K\). The steps for Normalized cut are similar.

**Clustering rounding.** In addition, considering each row of \(\tilde{\Phi}\) as a vertex, a clustering method, such as \(K\)-means clustering, can be used to obtain the partition matrix \(X\) instead of these two methods. This method was used in [131].

In this chapter, we consider the direct \(K\)-way partitioning for clustering. Many research papers [30, 115] are based on bipartition or bisection of graphs. The spectral method for bisection uses second smallest eigenvalue and the sign of its corresponding vector is used to partition the vertex set into two subsets. The recursive two-way partitioning is used to obtain multi-way partitioning. However, at each iteration of two-way partitioning, the judgement is needed to check whether further partitioning is
needed. The methods discussed in this chapter are obtaining multi-way partitioning
directly.

3.3 Semidefinite Programming Relaxations

3.3.1 Semidefinite Programming Methods

Semidefinite programming (SDP) is a subfield of convex optimization concerned
with the optimization of a linear objective function over the intersection of the cone of
positive semidefinite matrices with an affine space. A linear primal SDP has the form

$$
\begin{align*}
\min & \quad \text{tr}(CX) \\
\text{s.t.} & \quad \text{tr}(A_iX) = b_i, \quad i = 1, \ldots, m, \\
& \quad X \succeq 0,
\end{align*}
$$

where $X \succeq 0$ denotes that matrix $X$ is positive semidefinite. In addition, $A \succeq B$ denotes
that $A - B$ is positive semidefinite. In the following, We use $A \succeq 0$ to denote that every
entry of $A$ is nonnegative.

As defined in Section 2.3, the partition matrix is $X \in \mathcal{F}_K$. Assume that $X_s = XX^T$, the objective of minimum cut $\text{tr}(X^T LX)$ can be replaced by $\text{tr}(LX_s)$. Here we consider
several relaxations of $X_s$ based on $\mathcal{F}_K$.

$$
\begin{align*}
\mathcal{F}_K &= \{X : Xe = e, X^T e \in [C_{\min} e, C_{\max} e], x_{ik} \in \{0, 1\}\}, \\
\mathcal{T}_K &= \{X_s : \exists X_s \in \mathcal{F}_K \text{ such that } X_s = XX^T\}, \\
\mathcal{E} &= \{X_s : X_s = X_s^T, \text{diag}(X_s) = e, X_s e \in [C_{\min} e, C_{\max} e]\}, \\
\mathcal{N} &= \{X_s : X_s \succeq 0\}, \\
\mathcal{P} &= \{X_s : X_s = X_s^T, X_s \succeq 0\}, \\
\mathcal{C}_K &= \{X_s : X_s = X_s^T, \sum_{i<j, j \in I} (X_s)_{ij} \geq 1, \forall |I| = K + 1\}, \\
\mathcal{D} &= \{X_s : X_s = X_s^T, (X_s)_{ij} + (X_s)_{ik} \leq 1 + (X_s)_{jk}, \forall \text{ triples } (i, j, k)\}.
\end{align*}
$$
These sets are all reviewed in [70]. The set $T_K$ is included in the sets $E, N, P, C_K, D$. The convex hull of $T_K$ is equivalent to $F_K$ for partitioning [70]. The set $C_K$ denotes the independent set conditions [70], which require that if $X_s \in T_K$, the graph with adjacency matrix $X_s$ has no independent set of size $K + 1$. The set $D$ is the triangle constraints [70], which mean that if pairs $(v_i, v_j), (v_j, v_k)$ are in the same subset, the pair $(v_i, v_k)$ is also in the subset. The problem of minimizing the minimum cut of graph partitioning has been studied by semidefinite programming based on these sets. These approaches are studied and reviewed in [70, 84, 129].

For the matrix $Y_s = YY^T$, it satisfies $T_K, N, P$ by changing $X, X_s$ to $Y, Y_s$ in these sets, respectively. The $E$ can be changed to

$$E_y = \{ Y_s : Y_s = Y_s^T, tr(Y_s) = K, Y_se = e \}.$$ 

We are proving this result in the following theorem.

**Theorem 3.4.** The matrix $Y$ in formulation (3–2)-(3–7) and $Y_s = YY^T$ satisfy the the constraints

$$tr(Y_s) = K, Y_se = e.$$ 

**Proof.** As shown in Theorem 3.1, the matrix $Y$ can be expressed as $Y = XP$, where $P$ is given in (3–1). Thus, we have the relations:

$$Y_s = YY^T = (XP)(XP)^T = XPPX^T$$

$$= X \cdot diag(1/n_1, \cdots, 1/n_K) \cdot X^T$$

$$= (x_{ik}/n_k)_{N \times K}X^T.$$ 

Therefore,

$$tr(Y_s) = tr(XPPX^T) = \sum_{i=1}^{N} \sum_{k=1}^{K} \frac{x_{ik}}{n_k} x_{ik} = \sum_{k=1}^{K} \frac{\sum_{i=1}^{N} x_{ik}^2}{n_k} = \sum_{k=1}^{K} \frac{n_k}{n_k} = K,$$ 
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and for the part $Y_se$,

$$Y_se = (x_{ik}/n_k)_{N \times K}X^Te = (x_{ik}/n_k)_{N \times K}(n_1, \ldots, n_K)^T = (\cdots, \sum_{k=1}^{K}(x_{ik}/n_k) \cdot n_k, \cdots)^T = e.$$ 

In addition, the set $\text{conv}\{YY^T : Y^TY = I\}$ is equal to the set

$$O_K = \text{conv}\{YY^T : Y^TY = I\} = \{Y_s : Y_s = Y_s^T, tr(Y_s) = K, 0 \preceq Y_s \preceq I\}.$$ 

This result was proved in [94]. For the matrix $Z_s = ZZ^T$, it satisfies $\mathcal{T}_K, \mathcal{N}, \mathcal{P}, \mathcal{O}_K$ and the $\mathcal{E}$ can be changed to

$$\mathcal{E}_z = \{Z_s : Z_s = Z_s^T, tr(Z_s) = K, Z_s \text{diag}(D^{1/2}) = \text{diag}(D^{1/2})\},$$

by the following theorem.

**Theorem 3.5.** The matrix $Z$ in formulation $\text{(3–9)}$-$\text{(3–14)}$ and $Z_s = ZZ^T$ satisfy the the constraints

$$tr(Z_s) = K, Z_s \text{diag}(D^{1/2}) = \text{diag}(D^{1/2}).$$

This theorem was presented in [131] and can be proved similarly as that in Theorem 3.4.

**Remark 6.** Considering these relaxations for Ratio cut and Normalized cut, the size constraints, expressed in the matrix form $Y^Te, Z^Te$, are not included in any relaxed sets. As stated in Remark 3, the range $[C_{\min}, C_{\max}]$ of the size for each subset can be chosen loosely. In fact, although these constraints are not included in our following SDP relaxations, they are still in a range $[1, N - 1]$, which means that no subset is empty. Otherwise, if the $k$th subset is empty, the size will be $|V_k| = 0$ and the weighted degree will be $d_{V_k} = 0$, which will cause the Ratio cut and Normalized cut to $+\infty$. Similarly, in the spectral relaxations, the range $[1, N - 1]$ still satisfy for each subset. In the next section of quadratically constrained programs, if $[C_{\min}, C_{\max}]$ is chosen as $[1, N - 1]$, the size constraints can be dropped from the programs without influencing the solutions.
In the following, we use these relaxations to construct the semidefinite programming relaxations. The sets $C_K$ and $D$ do not work for Ratio cut and Normalized cut of graph partitioning. For minimum cut of graph equipartition, three relaxations are presented in [70], and they are the constraints $P \cap E$, $P \cap E \cap N$ and $P \cap E \cap N \cap D \cap C_K$. Based on these methods, we also consider the following relaxations for Ratio cut:

(RSDP1) $\min\{\text{tr}(LY_s) : Y_s \in P \cap E_y\}$,
(RSDP2) $\min\{\text{tr}(LY_s) : Y_s \in P \cap E_y \cap N\}$,
(RSDP3) $\min\{\text{tr}(LY_s) : Y_s \in P \cap E_y \cap N \cap O_K\}$,

and for Normalized cut:

(NSDP1) $\min\{\text{tr}(L^tZ_s) : Z_s \in P \cap E_z\}$,
(NSDP2) $\min\{\text{tr}(L^tZ_s) : Z_s \in P \cap E_z \cap N\}$,
(NSDP3) $\min\{\text{tr}(L^tZ_s) : Z_s \in P \cap E_z \cap N \cap O_K\}$.

The relaxation (NSDP3) has been studied in [131]. The spectral relaxations can be considered as a special form of SDP relaxations which consider only $Y_s, Z_s \in O_K$.

The most widely used algorithm for SDP is interior point methods. Other methods include Bundle method, augmented Lagrangian method. These methods can be found in [76, 125]. Many codes for solving SDP are available. In this chapter, we use the package CVX, a package for specifying and solving convex programs [52, 53].

The solutions $Y_s, Z_s$ from these SDP relaxations may not be feasible for the original partitioning, and we have to transform them into feasible partition matrix $Y, Z$ or $X, X_s$. In Section 3.2.2, we have discussed three approaches for this transformation. These methods can also be used.

Assume that $\tilde{Y}_s, \tilde{Z}_s$ are obtained from SDP relaxations, they are approximated solutions of $Y_s, Z_s$. By non-negative matrix factorization [82], $\tilde{Y}$ is obtained from $\tilde{Y}_s = \tilde{Y} \tilde{Y}^T$. The $\tilde{Z}^t$ is also obtained from $\tilde{Z}_s = \tilde{Z} \tilde{Z}^t$ by SVD and $\tilde{Z} = D^{-1/2} \tilde{Z}^t$. Then, the
directional cosine method, randomized projection heuristic or clustering rounding as discussed in Section 3.2.2 are used to obtain $\tilde{X}_s$ from $\tilde{Y}, \tilde{Z}$.

### 3.3.2 Algorithms

The algorithm for graph partitioning by Ratio cut and Normalized cut based SDP is presented in the following.

**Algorithm RSDP/NSDP**

**Input:** Data Matrix $W = (w_{ij})_{N \times N}$ and Positive Integer $K$

**Output:** Partition Matrix $X = (x_{ik})_{N \times K}$ and the Minimized Ratio cut $Rcut$ and Normalized cut $Ncut$ with respect to $X$

**Step 1:** Construct the Laplacian matrix $L$ and weighted degree matrix $D$ from $W$ as defined in Definition 2.3;

**Step 2:** For Ratio cut, solve one of the SDP relaxations $RSDP1, RSDP2, RSDP3$ to obtain $\tilde{Y}_s$; For Normalized cut, solve one of the SDP relaxations $NSDP1, NSDP2, NSDP3$ to obtain $\tilde{Z}_s$;

**Step 3:** Use non-negative matrix factorization (NNMF) to obtain $\tilde{Y}$ by $\tilde{Y}_s = \tilde{Y}\tilde{Y}^T$, and $\tilde{Z}'$ from $\tilde{Z}_s = \tilde{Z}'\tilde{Z}'^T$ by $\tilde{Z} = D^{-1/2}\tilde{Z}'$;

**Step 4:** Use the directional cosine method, randomized projection heuristic method, or clustering rounding to obtain $X_s$ or $X$ from $\tilde{Y}, \tilde{Z}$ for Ratio cut and Normalized cut, respectively;

**Step 5:** Obtain the partition matrix $X$ from $X_s$ and compute the corresponding Ratio cut and Normalized cut;

**Step 6:** Compare these results to obtain the best solution.

### 3.4 Quadratically Constrained Programming Approaches

The formulation (3–1) or the formulation (3–2)-(3–7) for Ratio cut, and the formulation (3–8) or the formulation (3–9)-(3–14) are nonlinear discrete programming. The methods discussed above are all relaxations of these programs. In the following, we
reformulate them as binary quadratically constrained programs based on the decision variables in $X$.

By the definition of Ratio cut in Definition 2.5 and Proposition 2.2, we can reformulate (3–1) for minimizing Ratio cut of graph partitioning as follows:

$$\min \sum_{k=1}^{K} \sum_{k'=1 \atop k' \neq k}^{K} y_{k,k'}$$

s.t. $y_{k,k'} \left( \sum_{i=1}^{N} x_{ik} \right) - \sum_{i=1}^{N} \sum_{j=1}^{N} w_{ij} x_{ik} x_{jk'} \geq 0,$

$k = 1, \ldots, K, \quad k' = 1, \ldots, K, \quad k' \neq k,$

$$\sum_{k=1}^{K} x_{ik} = 1, \quad C_{\min} \leq \sum_{i=1}^{N} x_{ik} \leq C_{\max},$$

$x_{ik} \in \{0, 1\}, \quad i = 1, \ldots, N, \quad k = 1, \ldots, K.$

Here, we assume that $y_{k,k'} = \frac{\text{cut}(V_k, V_{k'})}{|V_k|}$, and use the fact $|V_k| = \sum_{i=1}^{N} x_{ik}$ and $\text{cut}(V_k, V_{k'}) = \sum_{i=1}^{N} \sum_{j=1}^{N} w_{ij} x_{ik} x_{jk'}$. Similarly, assume that $z_{k,k'} = \frac{\text{cut}(V_k, V_{k'})}{d_{V_k}}$. By the definition of Normalized cut in Definition 2.5 and Proposition 2.2 with $d_{V_k} = \sum_{i=1}^{N} \sum_{j=1}^{N} w_{ij} x_{ik}$, we can reformulate (3–8) for minimizing Normalized cut of graph partitioning as follows:

$$\min \sum_{k=1}^{K} \sum_{k'=1 \atop k' \neq k}^{K} z_{k,k'}$$

s.t. $z_{k,k'} \left( \sum_{i=1}^{N} \sum_{j=1}^{N} w_{ij} x_{ik} \right) - \sum_{i=1}^{N} \sum_{j=1}^{N} w_{ij} x_{ik} x_{jk'} \geq 0,$

$k = 1, \ldots, K, \quad k' = 1, \ldots, K, \quad k' \neq k,$

$$\sum_{k=1}^{K} x_{ik} = 1, \quad C_{\min} \leq \sum_{i=1}^{N} x_{ik} \leq C_{\max},$$

$x_{ik} \in \{0, 1\}, \quad i = 1, \ldots, N, \quad k = 1, \ldots, K.$

Both programs (3–19), (3–20) are mixed integer quadratically constrained programs (MIQCP) with linear objective functions. However, the binary constraints $x_{ik} \in \{0, 1\}$ can
be replaced by \( x_{ik}(x_{ik}-1) \geq 0 \) and \( x_{ik}(1-x_{ik}) \geq 0 \). These programs become quadratically constrained programs (QCP). In the following, we use linearization techniques on both programs and obtain the equivalent binary integer linear programs.

Let the product \( x_{ik}y_{k,k'} \) be \( y_{i,k,k'} \), i.e., \( y_{i,k,k'} = x_{ik}y_{k,k'} \). Since \( x_{ik} \) is binary, this product can be linearized \([124]\) by the following constraints

\[
\begin{align*}
y_{i,k,k'} &\geq y_{k,k'} - u \cdot (1 - x_{ik}), \\
y_{i,k,k'} &\geq l \cdot x_{ik}, \\
y_{i,k,k'} &\leq y_{k,k'} - l \cdot (1 - x_{ik}), \\
y_{i,k,k'} &\leq u \cdot x_{ik},
\end{align*}
\]

where \( l < y_{k,k'} \), \( u > y_{k,k'} \) and they can be chosen as sufficient small, sufficient large constants, respectively.

The product of the two binary variables \( x_{ik}, x_{jk'} \) can be linearized by \( x_{i,j,k,k'} \) using the well known techniques:

\[
\begin{align*}
x_{i,j,k,k'} &\leq x_{ik}, \\
x_{i,j,k,k'} &\leq x_{jk'}, \\
x_{i,j,k,k'} &\geq x_{ik} + x_{jk'} - 1, \\
x_{i,j,k,k'} &\geq 0.
\end{align*}
\]

By the linearization techniques in (3–21) and (3–22), we can reformulate (3–19) for Ratio cut in the following:

\[
\begin{align*}
\min \sum_{k=1}^{K} \sum_{k'=1, k' \neq k}^{K} y_{k,k'} \\
\text{s.t.} \sum_{k=1}^{K} x_{ik} = 1, \quad C_{\text{min}} \leq \sum_{i=1}^{N} x_{ik} \leq C_{\text{max}}, \\
\sum_{i=1}^{N} y_{i,k,k'} - \sum_{i=1}^{N} \sum_{j=1}^{N} w_{ij} x_{i,j,k,k'} \geq 0,
\end{align*}
\]
Constraints (3–21) and (3–22),

\[ x_{ik} \in \{0, 1\}, \quad i = 1, \ldots, N, \]
\[ k = 1, \ldots, K, \quad k' = 1, \ldots, K, \quad k' \neq k. \]

This is a binary integer linear program, where \( x_{ik} \) is binary, \( y_{k,k'}, x_{i,j,k,k'}, y_{i,k,k'} \) are (nonnegative) continuous variables. In fact, under these constraints, \( x_{i,j,k,k'} \) is still binary.

For the formulation (3–20) for Normalized cut, we can introduce another continuous variables \( z_{i,k,k'} = x_{ik}z_{k,k'} \) by the same linearization methods in (3–21). Thus, the formulation (3–20) can be reformulated as a binary integer linear program by \( z_{i,k,k'}, x_{i,j,k,k'} \) as follows:

\[
\min \sum_{k=1}^{K} \sum_{k'=1, k' \neq k}^{K} z_{k,k'} \\
\text{s.t.} \quad \sum_{k=1}^{K} x_{ik} = 1, \quad C_{\min} \leq \sum_{i=1}^{N} x_{ik} \leq C_{\max}, \\
\sum_{i=1}^{N} \sum_{j=1}^{N} w_{ij}z_{i,k,k'} - \sum_{i=1}^{N} \sum_{j=1}^{N} w_{ij}x_{i,j,k,k'} \geq 0,
\]

Constraints (3–21) (with changes from \( y \) to \( z \)) and (3–22),

\[ x_{ik} \in \{0, 1\}, \quad i = 1, \ldots, N, \]
\[ k = 1, \ldots, K, \quad k' = 1, \ldots, K, \quad k' \neq k. \]

Both formulations (3–23) and (3–24) are binary integer linear programs. It can be decomposed into continuous linear programs and pure integer programs by Benders’ decomposition method. The mixed binary integer linear program can also be solved by commercial software, such as CPLEX. The solution of this program is the exact solution for graph partitioning. However, for large scale problems, this method may take long computational time to reach the optimal solution. In practice, the anti-degeneracy constraints [42] are always added to reduce the computational time.
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3.5 Biclustering and Bipartite Graph Models

Biclustering simultaneously groups the objects and features. More precisely, biclustering is to find a subset of objects and features satisfying that the objects in this subset are much more highly related to the features in this subset than features from another subset. Biclustering is always performed on a data matrix. Assume that $A = (a_{ij})_{N \times M}$ is the data matrix for biclustering with nonnegative entries, the $i$th row of this matrix corresponds to the $i$th object, the $j$th column corresponds to the $j$th feature and the entry $a_{ij}$ measures the expression level feature $j$ in object $i$. Biclustering is to find submatrices of $A$ with specific constraints. In our bipartite graph partitioning models, we are finding $K$ nonoverlap, exclusive, exhaustive submatrices [38] in $A$. The matrix $A$ is the weight matrix in the bipartite graph model.

The bipartite graph is defined as $G = (V, U, E)$ with vertex sets $V = \{v_1, \cdots, v_N\}, U = \{u_1, \cdots, u_M\}$ and edge set $E = \{(v_i, u_j) : \text{edge between vertices } v_i \text{ and } u_j, 1 \leq i \leq N, 1 \leq j \leq M\}$, where $N$ and $M$ are the numbers of vertices within two sets, respectively. Usually, instead of weight matrix, the biadjacency weight matrix $A = (a_{ij})_{N \times M}$ is given where $a_{ij}$ is the weight of edge $(v_i, u_j)$. Assume that we still want to obtain $K$ nonempty subsets of both $V$ and $U$. A partitioning by bipartite graph is $\Pi = (V_1 \cup U_1, \cdots, V_K \cup U_K)$ such that $V_k \cup U_k$ is a union subset and $V_1 \cup V_2 \cup \cdots \cup V_K = V, V_k \cap V_{k'} = \emptyset, U_1 \cup U_2 \cup \cdots \cup U_K = U, U_k \cap U_{k'} = \emptyset$ for all pairs $k \neq k'$. Assume that $n_k = |V_k|, m_k = |U_k|$ and $n = (n_1, \cdots, n_K)^T, m = (m_1, \cdots, m_K)^T$.

We define two partition matrices $X_v = (x_{ik})_{N \times K}, X_u = (x_{jk})_{M \times K}$ for vertex sets $V, U$, respectively. The requirements for bipartite graph partitioning is stated in the set

$${\mathcal{FB}}_K = \{X_v = (x_{ik})_{N \times K}, X_u = (x_{jk})_{M \times K} : X_v e = e, X_v^T e = n \in [C_{\min} e, C_{\max} e]\},
\begin{align*}
X_u e &= e, \quad X_u^T e = m \in [c_{\min} e, c_{\max} e].
\end{align*}$$
Let the matrix $X$ be $X = \begin{pmatrix} X_v \\ X_u \end{pmatrix}$. From matrix $A$, we can construct the corresponding weight matrix $W = \begin{pmatrix} 0 & A \\ A^T & 0 \end{pmatrix}$, the weighted degree matrix $D_v = \text{diag}(Ae)$, $D_u = \text{diag}(A^T e)$, and the Laplacian matrix $L = \begin{pmatrix} D_v & -A \\ -A^T & D_u \end{pmatrix}$. The objective of the bipartite graph partitioning by minimum cut is

$$\frac{1}{2} \text{tr}(X^T L X) = \frac{1}{2} \text{tr}\left( \begin{pmatrix} X_v \\ X_u \end{pmatrix}^T \begin{pmatrix} D_v & -A \\ -A^T & D_u \end{pmatrix} \begin{pmatrix} X_v \\ X_u \end{pmatrix} \right)$$

$$= \frac{1}{2} \text{tr}(X_v^T D_v X_v + X_u^T D_u X_u - X_v^T A X_u - X_u^T A^T X_v)$$

$$= e^T A e - \text{tr}(X_v^T A X_u),$$

where $\text{tr}(X_v^T D_v X_v + X_u^T D_u X_u) = 2e^T A e$ can be obtained by the methods used in Proposition 2.2. Thus, as Remark 5, the objective of the bipartite graph partitioning by minimum cut can choose either $\min \frac{1}{2} \text{tr}(X^T L X)$ or $\max \text{tr}(X_v^T A X_u)$. The formulations for bipartite graph partitioning by Ratio cut and Normalized cut can be constructed similarly as those in (3–1),(3–8) by changing $F_K$ to $FB_K$. The partition matrix $X$ has the property as follows:

$$X^T X = \begin{pmatrix} X_v \\ X_u \end{pmatrix}^T \begin{pmatrix} X_v \\ X_u \end{pmatrix} = \begin{pmatrix} n_1 + m_1 & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & n_K + m_K \end{pmatrix},$$

and the matrices $D_v, D_u$,

$$X^T \begin{pmatrix} D_v & 0 \\ 0 & D_u \end{pmatrix} X = \begin{pmatrix} d_{v_1} + d_{u_1} & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & d_{v_K} + d_{u_K} \end{pmatrix}.$$
Assume that $P = X^T X$ and $Q = X^T \begin{pmatrix} D_v & 0 \\ 0 & D_u \end{pmatrix} X$.

The minimum cut is the sum weight of edges among all distinct union subsets $V_k \cup U_k$. The Ratio cut is the fraction of the cut among distinct union subsets to the sizes of the union subset. The Normalized cut is the fraction of the cut to weighted degrees of vertices in the union subsets. The Ratio cut for bipartite graph partitioning is defined as

$$RBcut = \sum_{k, k'=1, k' \neq k}^{K} \frac{cut(V_k \cup U_k, V_{k'} \cup U_{k'})}{|V_k \cup U_k|} \quad (3-25)$$

$$= \sum_{k, k'=1, k' \neq k}^{K} \frac{cut(V_k, U_{k'}) + cut(V_{k'}, U_k)}{|V_k| + |U_k|}$$

$$= \sum_{k, k'=1, k' \neq k}^{K} \frac{\sum_{i=1}^{N} \sum_{j=1}^{M} (a_{ij}x_{ik}x_{jk}^u + a_{ij}x_{ik}^v x_{jk}^u)}{\sum_{i=1}^{N} x_{ik}^v + \sum_{j=1}^{M} x_{jk}^u}.$$

The Normalized cut for bipartite graph partitioning is defined as

$$NBcut = \sum_{k, k'=1, k' \neq k}^{K} \frac{cut(V_k \cup U_k, V_{k'} \cup U_{k'})}{d_{V_k} + d_{U_k}} \quad (3-26)$$

$$= \sum_{k, k'=1, k' \neq k}^{K} \frac{\sum_{i=1}^{N} \sum_{j=1}^{M} (a_{ij}x_{ik}x_{jk}^u + a_{ij}x_{ik}^v x_{jk}^u)}{\sum_{i=1}^{N} \sum_{j=1}^{M} a_{ij}x_{ik}^v + \sum_{i=1}^{N} \sum_{j=1}^{M} a_{ij}x_{jk}^u}.$$

The quadratically constrained programs for Ratio cut and Normalized cut for bipartite graph partitioning can be constructed according to these definitions of cuts. Considering the union $V_k \cup U_k$ as a subset of $V \cup U$, spectral and SDP relaxations approaches for graph partitioning can be used on bipartite graphs directly. These can be obtained by the properties of $X = \begin{pmatrix} X_v \\ X_u \end{pmatrix}$. Assume that $Y = XP, Z = XQ$, we still have that $RBcut = tr(Y^T L Y)$ and $NBcut = tr(Z^T L' Z)$. We can assume that the first $N$ vertices belong to one vertex set and the remaining $M$ vertices belong to another vertex set. In addition, the size constraints $[C_{min}, C_{max}]$ and $[c_{min}, c_{max}]$ are relaxed into nonempty constraints for each subset, and they can be eliminated without influencing the results.
3.6 Numerical Experiments

In Section 3.5, we have discussed three approaches for graph partitioning by Ratio cut and Normalized cut for clustering. The quadratically constrained program with linearization techniques is the exact method, which can produce exact solutions. However, as we mentioned, this method is computationally expensive. In the following, we use CPLEX to solve several cases with small number of vertices. We first use our proposed methods to check the results mentioned in Fig. 2-1. This graph has 12 vertices and 20 edges, and we want to partition the vertex set into $K = 2$ subsets. By our proposed methods, RSDP1, RSDP2 and RSDP3 can find the best partitioning as shown in Fig. 2-1 with Ratio cut 0.67 while the spectral cannot. For Normalized cut, only NSDP2 and NSDP3 can find best partitioning with minimum Normalized cut 0.22. The QCP approach can find both cuts with minimum values correctly.

In the following, we use Matlab to generate some data sets, and use our relaxations methods, including spectral and SDP relaxations, to obtain approximate results. In Table 3-1, we use QCP to study several cases with small sizes of vertices, and also list the relaxed solutions. The randomly generated weights of edges are either 0 or 1.

Table 3-1. Multi-way clustering results for case $N = 10$

<table>
<thead>
<tr>
<th>$K$</th>
<th>Spectral</th>
<th>Ratio Cut ($R_{cut}$)</th>
<th>Normalized Cut ($N_{cut}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>RSDP1</td>
<td>RSDP2</td>
</tr>
<tr>
<td>2</td>
<td>6.40</td>
<td>3.75</td>
<td>3.33</td>
</tr>
<tr>
<td>3</td>
<td>10.33</td>
<td>10.60</td>
<td>7.83</td>
</tr>
<tr>
<td>4</td>
<td>18.00</td>
<td>15.00</td>
<td>14.00</td>
</tr>
<tr>
<td>5</td>
<td>21.50</td>
<td>22.33</td>
<td>18.33</td>
</tr>
</tbody>
</table>

Note: In this table, we present all proposed approaches on graphs with 10 vertices.

From Table 3-1, the QCP approach produces the minimum Ratio cut and Normalized cut. However, as pointed in Section 3.5, this method is computationally expensive. The relaxation methods, NSDP2 and NSDP3 are quite useful for Normalized cut. The RSDP2 and RSDP3 can also work well in most cases.
Table 3-2. Multi-way clustering results for several cases

<table>
<thead>
<tr>
<th>N</th>
<th>K</th>
<th>Ratio Cut ($R_{cut}$)</th>
<th>Normalized Cut ($N_{cut}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Spectral RSDP1 RSDP2 RSDP3</td>
<td>Spectral NSDP1 NSDP2 NSDP3</td>
</tr>
<tr>
<td>10</td>
<td>2</td>
<td>5.9651 4.4825 4.4825 4.4825</td>
<td>1.0434 1.0272 0.8955 0.8955</td>
</tr>
<tr>
<td>20</td>
<td>2</td>
<td>10.0096 7.6014 7.6014 7.6014</td>
<td>1.0114 1.0871 0.8693 0.8693</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>20.8108 18.1293 16.5634 17.1563</td>
<td>2.1386 2.0779 1.8429 1.8429</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>44.8108 41.1532 34.4266 35.6052</td>
<td>3.1751 3.0974 2.7678 2.9321</td>
</tr>
<tr>
<td>30</td>
<td>2</td>
<td>14.8708 16.0350 12.5969 12.5969</td>
<td>0.9484 0.9614 0.8798 0.8798</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>30.9707 24.6805 24.3050 24.0552</td>
<td>2.1386 2.0779 1.8429 1.8429</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>62.2816 54.8081 51.3613 51.3613</td>
<td>3.1413 3.0345 2.7678 2.7678</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>84.9918 78.1221 71.5009 73.9993</td>
<td>4.0904 4.1019 3.7750 3.7750</td>
</tr>
<tr>
<td>40</td>
<td>2</td>
<td>20.8233 20.1543 15.6696 15.6696</td>
<td>1.0375 0.9249 0.9060 0.9060</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>46.5997 41.0729 35.5308 36.2432</td>
<td>2.0809 2.0752 1.8634 1.8599</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>62.2816 54.1081 51.3613 51.3613</td>
<td>3.1413 3.0345 2.7678 2.7678</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>84.9918 78.1221 71.5009 73.9993</td>
<td>4.0904 4.1019 3.7750 3.7750</td>
</tr>
<tr>
<td>50</td>
<td>2</td>
<td>26.1892 23.3430 21.5288 21.5288</td>
<td>1.0530 1.0239 0.9314 0.9327</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>49.4853 44.8301 45.1659 41.8663</td>
<td>2.1446 1.9844 1.8452 1.8508</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>77.3965 75.8846 67.0981 67.6938</td>
<td>3.0348 3.0345 2.8049 2.7914</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>102.7687 95.7195 87.8784 88.6438</td>
<td>4.0851 4.0305 3.7782 3.8661</td>
</tr>
<tr>
<td>60</td>
<td>2</td>
<td>29.6128 28.0421 23.5610 23.5610</td>
<td>1.0081 1.0159 0.9253 0.9240</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>61.6096 56.9782 53.6327 51.0342</td>
<td>2.0311 2.0338 1.8609 1.8609</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>85.1127 89.2939 80.1775 80.6099</td>
<td>3.0885 3.0725 2.8195 2.8144</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>115.4614 102.1540 102.0608 100.1119</td>
<td>4.0484 4.0364 3.8305 3.8458</td>
</tr>
<tr>
<td>70</td>
<td>2</td>
<td>35.0627 34.8492 32.2496 32.2496</td>
<td>1.0483 0.9362 0.9138 0.9138</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>70.0739 65.4819 63.3387 64.2392</td>
<td>1.9915 2.0442 1.8633 1.8742</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>107.2466 100.9737 91.8401 92.3531</td>
<td>3.0664 3.0263 2.8222 2.8222</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>143.5539 134.9686 127.5178 126.1204</td>
<td>4.0637 4.0584 3.8014 3.8275</td>
</tr>
<tr>
<td>80</td>
<td>2</td>
<td>39.0321 38.4926 35.5226 37.2403</td>
<td>1.0411 0.9396 0.9290 0.9301</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>79.8124 67.5808 69.0741 68.9926</td>
<td>2.0622 2.0080 1.8772 1.8766</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>118.0029 114.5897 105.0521 104.8207</td>
<td>3.0781 3.0470 2.8201 2.8206</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>160.8420 156.5950 140.6994 140.1869</td>
<td>4.0627 4.0479 3.8125 3.8195</td>
</tr>
</tbody>
</table>

Note: In Table 3-2, we perform our methods on the data sets with $N$ vertices and partition them into $K$ subsets. In these computational results, all data sets for weighted matrices are generated by Matlab within the range $[0, 1]$. We use nonnegative matrix factorization method to obtain $\hat{Y}, \hat{Z}$ from $\hat{Y}_s, \hat{Z}_s$, respectively, with 100 iterations at most. In addition, we use $K$-means clustering to transform infeasible solutions into feasible solutions.
Table 3-3. Multi-way clustering results for case $N = 100$

<table>
<thead>
<tr>
<th>$K$</th>
<th>Spectral</th>
<th>RSDP1</th>
<th>RSDP2</th>
<th>RSDP3</th>
<th>Spectral</th>
<th>NSDP1</th>
<th>NSDP2</th>
<th>NSDP3</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>50.6998</td>
<td>47.0588</td>
<td>47.4435</td>
<td>44.5873</td>
<td>0.9843</td>
<td>0.9825</td>
<td>0.9394</td>
<td>0.9376</td>
</tr>
<tr>
<td>3</td>
<td>100.5659</td>
<td>102.7191</td>
<td>86.7741</td>
<td>86.7741</td>
<td>2.0243</td>
<td>2.0200</td>
<td>1.8884</td>
<td>1.8865</td>
</tr>
<tr>
<td>4</td>
<td>151.2269</td>
<td>143.7174</td>
<td>135.4610</td>
<td>132.1299</td>
<td>2.9901</td>
<td>3.0381</td>
<td>2.8760</td>
<td>2.8530</td>
</tr>
<tr>
<td>5</td>
<td>204.8972</td>
<td>194.8411</td>
<td>176.3037</td>
<td>177.6786</td>
<td>4.0602</td>
<td>4.0450</td>
<td>3.8282</td>
<td>3.8290</td>
</tr>
<tr>
<td>6</td>
<td>248.4688</td>
<td>251.0488</td>
<td>231.8624</td>
<td>231.2437</td>
<td>5.1010</td>
<td>5.0544</td>
<td>4.8003</td>
<td>4.8283</td>
</tr>
<tr>
<td>7</td>
<td>300.8281</td>
<td>286.0585</td>
<td>267.4994</td>
<td>265.3907</td>
<td>6.0430</td>
<td>6.0462</td>
<td>5.7658</td>
<td>5.8131</td>
</tr>
<tr>
<td>8</td>
<td>343.8683</td>
<td>338.2903</td>
<td>318.7011</td>
<td>318.4948</td>
<td>7.0807</td>
<td>7.0634</td>
<td>6.7779</td>
<td>6.7330</td>
</tr>
<tr>
<td>9</td>
<td>402.2044</td>
<td>377.6955</td>
<td>363.3538</td>
<td>368.4070</td>
<td>8.1043</td>
<td>8.0766</td>
<td>7.7986</td>
<td>7.7713</td>
</tr>
</tbody>
</table>

Note: This table has the same assumptions and use same methods as those in Table 3-2.

From the computational results, the relaxations RSDP1 or NSDP1 can obtain better solutions than spectral relaxations. The RSDP2 and RSDP3 for Ratio cut, and the NSDP2 and NSDP3 for Normalized cut, have the best solutions among these relaxations. However, the RSDP2 and RSDP3 have no clear comparisons. We put the difference of them in Fig. 3-1. From these two figures, NSDP2 and NSDP3 have no big difference for Normalized cut. In [131], the NSDP3 is used for clustering. However, as shown in our practical results, the NSDP2 has less constraints and can be chosen for graph partitioning of Normalized cut.

### 3.7 Discussion

In this chapter, we present the optimization models for graph partitioning by Ratio cut and Normalized cut. These are mixed integer nonlinear programs. To solve these problems, we reformulate them and use spectral relaxations and semidefinite programming relaxations. In addition, we use quadratically constrained programs to obtain the exact solutions. The proposed methods are quite useful in data clustering. In addition, we discuss three ways to obtain feasible integer solutions from infeasible relaxed solutions: the directional cosine method, randomized projection heuristic method, and clustering rounding. We also use our methods to obtain the bipartite graph partitioning for data biclustering. We have performed our algorithms on different data
Figure 3-1. Differences for Ratio cut and Normalized cut solved by SDP2 and SDP3

sets. It has been shown that the second and the third SDP relaxations can obtain better solutions. The exact QCP models can obtain exact solutions for small data sets.

For quadratically constrained programs, efficient algorithms for large scale data sets are still under discussion. Possible applications of our methods include image segmentation, network analyzing, and text mining. Results of this chapter and Section 2.3 are published in our paper [43].
CHAPTER 4
GRAPH PARTITIONING WITH MINIMUM CUT

The graph partitioning problem is to partition the vertex set of a graph into a number of nonempty subsets so that the total weight of edges connecting distinct subsets is minimized. This refers to graph partitioning with Minimum cut as we discussed in Section 2.3. In this section, all research results are for GPP with Minimum cut. This problem has been studied for a long time, and it is an NP-complete combinatorial optimization problem.

Previous research requires the input of cardinalities of subsets or the number of subsets for equipartition. In Section 4.1, the problem is formulated as a zero-one quadratic programming problem without the input of cardinalities. We also present three equivalent zero-one linear integer programming reformulations. Because of its importance in data biclustering, the bipartite graph partitioning is also studied.

In Section 4.2, robust optimization models with two decomposition algorithms are introduced to solve the graph partitioning problem with interval uncertain weights of edges. The bipartite graph partitioning problem with edge uncertainty is also presented. Throughout this section, we make no assumption regarding the probability of the uncertain weights.

In Section 4.3, we introduce the two-stage stochastic graph partitioning problem and present the stochastic mixed integer programming formulation for this problem with finite explicit scenarios. For solving this problem, we present an equivalent integer linear programming formulation where some binary variables are relaxed to continuous ones. Additionally, for some specific graphs, we present a more simplified linear programming formulation. All formulations are tested on randomly generated graphs with different densities and different numbers of scenarios.
4.1 General Graph Partitioning Problem

Let $G = (V, E)$ be an undirected graph with a set of vertices $V = \{v_1, v_2, \cdots, v_N\}$ and a set of edges $E = \{(v_i, v_j) : \text{edge between vertices } v_i \text{ and } v_j, 1 \leq i, j \leq N\}$, where $N$ is the number of vertices. The weights of the edges are given by a matrix $W = (w_{ij})_{N \times N}$, where $w_{ij} (> 0)$ denotes the weight of edge $(v_i, v_j)$ and $w_{ij} = 0$ if no edge $(v_i, v_j)$ exists between vertices $v_i$ and $v_j$. This matrix is symmetric for undirected graphs $G$ and is the adjacency matrix of $G$ if $w_{ij} \in \{0, 1\}$.

Let $K$ be the number of disjoint sets that we want to partition into, and $n_1, \cdots, n_K$ be the numbers of vertices within each sets. The general graph partitioning problem can be described as partitioning the vertex set $V$ into $K$ disjoint subsets so that the sum of weights of edges that connect vertices among different subsets is minimized. Methods for graph partitioning problem were reviewed in Section 2.2.

In this section, the cardinalities for each subsets are not required and the number $K(1 < K < N)$ of nonempty subsets is the only required information for possible equal or unequal partitioning. The quadratic and linear programming models are constructed to solve this general graph partitioning problem by algorithms based the exact formulations. Although we claim that the $K$ should be considered as an input for general graph partitioning, we also present the methods for determination of $K$, and the given cardinalities $n_k (k = 1, \cdots, K)$ with possible changes of level $\hat{n}_k$.

In addition, the bipartite graph $G = (V, U, E)$, consists of two sets $V, U$ of vertices with all edges in $E$ between vertices from different vertex sets. The weights of this graph can be stored in a biadjacency weighted matrix. The bipartite graph partitioning is to partition both $V$ and $U$ into $K$ subsets, respectively. In data mining, biclustering is to partition a data matrix in both rows and columns. In this section, the partitioning for bipartite graph is also formulated in quadratic and three linear programming models based on the results for general graphs.
Constraints and objectives. Based on the graph $G = (V, E)$ described above, let $x_{ik}$ be the decision variables denoting that vertex $v_i$ belongs to $k$th subset if $x_{ik} = 1$, otherwise $x_{ik} = 0$. Let $X$ be the matrix $X = (x_{ik})_{N \times K}$ and the constraints for general graph partitioning problem are constructed as follows:

1) Exclusive constraints. Every vertex $v_i$ can only belong to exactly one subset of $V$, and so every row sum of $X$ is 1,

$$\mathcal{R} = \{ x_{ik} \in \mathbb{R}^{N \times K} : \sum_{k=1}^{K} x_{ik} = 1 \}. \quad (4-1)$$

For $i = 1, \cdots, N$, all vertices belong to some subsets, and we have partitioned the vertex set into several subsets.

2) Cardinality (size) constraints. Let the cardinality of the $k$th subset be $n_k = \sum_{i=1}^{N} x_{ik}$. In order to eliminate the case that all vertices belong to only one subset, every subset should be nonempty ($S_a$). Some partitioning results require the order of subsets ($S_b$), and $\text{MaxCard}$ denotes the maximum size of each subset ($S_c$). The constraints $S_c$ can be considered as an equipartition if $\text{MaxCard}$ is chosen as an average cardinality of $N/K$. In the following models, we always choose the most general case $S_a$ so that the graph can be partitioned according to its structure. Since we have relaxed the size constraints for graph partitioning, the term “general graph partitioning” is used in this section.

$$S_a = \{ x_{ik} \in \mathbb{R}^{N \times K} : n_k \geq 1 \}, \quad (4-2a)$$

$$S_b = \{ x_{ik} \in \mathbb{R}^{N \times K} : n_1 \geq n_2 \geq \cdots \geq n_k \geq 1 \}, \quad (4-2b)$$

$$S_c = \{ x_{ik} \in \mathbb{R}^{N \times K} : n_k \leq \text{MaxCard} \}. \quad (4-2c)$$

3) Anti-degeneracy constraints. The subset indexes of the vertices can be restricted that the first vertex must belong to first subset, the second vertex must belong either to first or to second subset, and continually, the $k$th vertex must belong to one of the first $k$ subsets.

$$\mathcal{D} = \{ x_{ik} \in \mathbb{R}^{N \times K} : x_{ik} = 0, \quad i = 1, \cdots, K, \quad k = i + 1, \cdots, K \}. \quad (4-3)$$

With these constraints, the formulations are less degenerated because of the constraints on permutations of vertex assignment.

4) Binary constraints. Every $x_{ik}$ indicates that vertex $v_i$ belongs to $k$th subset or not.

$$\mathcal{B} = \{ x_{ik} \in \mathbb{R}^{N \times K} : x_{ik} = 0 \ or \ 1 \}. \quad (4-4)$$
5) Nonnegative constraints. The binary constraints can be relaxed to nonnegative ones which ensure the partitioning of $G$ under some conditions.

$$\mathcal{P} = \{x_{ik} \in \mathbb{R}^{N \times K} : x_{ik} \geq 0\}. \tag{4–5}$$

As discussed in Section 2.3, the feasible set (2–1) based on partition matrix for graph partitioning is

$$\mathcal{F}_K = \{(x_{ik})_{N \times K} : x_{ik} \in \{0, 1\}, \sum_{k=1}^{K} x_{ik} = 1, C_{min} \leq \sum_{i=1}^{N} x_{ik} \leq C_{max}\},$$

where the cardinality constraint is $C_{min} \leq n_k = \sum_{i=1}^{N} x_{ik} \leq C_{max}$. We have following results for cases of $S_a, S_c$: When $C_{min} = 1, C_{max} = N - 1$, $\mathcal{F}_K = \mathcal{R} \cap S_a \cap B$; When $C_{min} = 1, C_{max} = \text{MaxCard}$, we have $\mathcal{F}_K = \mathcal{R} \cap S_a \cap S_c \cap B$.

As defined in Definition 2.5 and Definition 2.6, the Minimum cut is expressed $Mcut = \frac{1}{2} \text{tr}(X^TLX)$. As explained in Remark 4, two objects $\min \frac{1}{2} \text{tr}(X^TLX)$ and $\max \frac{1}{2} \text{tr}(X^TWX)$ are equivalent for graph partitioning by Minimum cut. In the following Section 4.1.1 and Section 4.1.2, both objectives are used for graph partitioning.

**Determination of the number $K$ of subsects.** For controlling the cardinalities of subsets of $V$, the constraints $S_a, S_b, S_c$ by notation $n_k = \sum_{i=1}^{N} x_{ik}$ are chosen under different situations. These constraints can be named nonempty constraints, order constraints and maximal cardinality constraints, respectively.

In previous research [57, 70], either $n_1, \cdots, n_K$ are given or the equal partition with given $K$. In this section, previous formulations require the input of $K$. However, the determination to input which $K \in \{2, 3, \cdots, N - 1\}$ is still open. This section will present one method for determining $K$.

Let $c_k$ be a binary variable such that $c_k = 1$ if the $k$th subset of $V$ is nonempty, and $c_k = 0$ otherwise. Thus the cardinality constraints can be expressed as

$$S_d = \{x_{ik} \in \mathbb{R}^{N \times K} : n_k \geq c_k\}. \tag{4–6}$$
The term $\pm \sum_{k=1}^{K} c_k$ can be added to the objective function (add “+” when the original objective is to minimize, and “-” otherwise), in order to require the minimum possible number of subsets, by forcing some of the $K$ clusters to be empty. Thus, $K$ can be chosen as $N - 1$ generally. When the constraints $S_d$ is chosen to control the nonempty subsets, the maximal cardinality constraints $S_c$ must be chosen at the same time, and nonempty constraints $S_a$ cannot be chosen.

We have discussed constraints, objective functions and the determination of the number $K$ for graph partitioning by Minimum cut in this section. The rest of Section 4.1 is organized as follows: In section 4.1.1, the quadratic programming model and its relaxations are studied, and in addition, the quadratic models for bipartite graph partitioning are also presented; In section 4.1.2, three linear programming approaches are introduced; In section 4.1.3, numerical experiments for many graphs under different conditions are performed after comparing these approaches; Section 4.1.4 concludes Section 4.1.

4.1.1 Quadratic Programming Approaches

From Remark 4, the objective function can be expressed in the form $\max \frac{1}{2} tr(X^T WX)$. As descriptions above, the constraints (4–1) and (4–4) are prerequisite for graph partitioning problem. In our general case, the constraints (4–2a) are chosen so that the requirement of the cardinality of each subset is not necessarily to be given.

**Quadratic programming models and relaxations.** The graph partitioning problem can be formulated as a zero-one quadratic program as follows:

$$\begin{align*}
\max & \quad \frac{1}{2} tr(X^T WX) \\
\text{s.t.} & \quad x_{ik} \in R \cap S_a, \\
& \quad x_{ik} \in B, \quad i = 1, \ldots, N, \; k = 1, \ldots, K.
\end{align*}$$  \tag{4–7}

The objective in (4–7) is not standard in a quadratic programming. Denoting $X = (x_{ij})_{N \times K} = (x_1, \ldots, x_k, \ldots, x_K)$, where $x_k$s are column vectors, $\tilde{X} = (x_1^T, x_2^T, \ldots, x_K^T)^T$,
and

\[
\hat{W} = \begin{pmatrix}
W & 0 & 0 & \cdots & 0 \\
0 & W & 0 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & W
\end{pmatrix}
\]

with dimension \((NK) \times (NK)\), where 0 is a matrix with all elements being 0 with proper dimension, the standard formulation for the objective in (4–7) is

\[
\frac{1}{2} \text{tr}(X^T WX) = \frac{1}{2} \sum_{k=1}^{K} x_k^T W x_k = \frac{1}{2} \hat{X}^T \hat{W} \hat{X}.
\] (4–8)

Usually, the constrains \(D\) in (4–3) are added to reduce the degeneracy, and (4–2c) are added as a requirement of loose cardinalities, where \(\text{MaxCard}\) can be chosen loosely (for example, \(\text{MaxCard} = N/(K-1)\)). Let \(D = (d_{ij})_{N \times N}\) be a diagonal matrix. By properly choosing the elements \(d_{ii}\), the binary constraints (4–4) can be relaxed to nonnegative ones (4–5) by the following Theorem 4.1 and for the proof details, we refer to [57]. Thus, the following continuous formulation can be obtained.

\[
\max \quad \frac{1}{2} \text{tr}(X^T (W + D) X)
\]

\[\text{s.t. } \quad x_{ik} \in \mathcal{R} \cap \mathcal{S}_a, \]

\[\quad x_{ik} \in \mathcal{P}, \quad i = 1, \cdots, N, k = 1, \cdots, K.\] (4–9)

**Theorem 4.1.** (Theorem 6.1, [57]) If \(D\) is chosen to satisfy \(d_{ii} + d_{ij} \geq 2w_{ij}\) for each \(i\) and \(j\), then the continuous problem (4–9) has a maximizer contained in \(\mathcal{B}\), and hence, this maximizer is a solution of the discrete problem (4–7). Conversely, every solution to (4–7) is also a solution to (4–9). Moreover, if \(d_{ii} + d_{ij} > 2w_{ij}\) for each \(i\) and \(j\), then every local maximizer for (4–9) lies in \(\mathcal{B}\).

There are many approaches for solving (4–7), including heuristic and exact optimization ones as reviewed in the paper [114] by Sherali and Smith. The heuristic approaches include the rank-two relaxation by Burer et al. [15], the evolutionary
procedure by Lodi et al. [86] and the Tabu Search algorithm by Kochenberger et al. [78]. The exact optimization approaches include the branch-and-bound algorithm by Pardalos and Rodgers [97], and the Lagrangian decomposition algorithm by Chardaire and Sutter [23]. The most recent survey including heuristic and exact optimization approaches can be found for a similar quadratic assignment problem in [87] by Loiola et al. In Section 4.1, CPLEX 11.0 is used to solve the zero-one quadratic programming problem, and CPLEX uses multiple types of most recent algorithms [28].

Quadratic approaches for bipartite graphs. Let \( G = (V, U, E) \) be a bipartite graph with vertex sets \( V = \{v_1, \cdots, v_N\} \), \( U = \{u_1, \cdots, u_M\} \) and edge set \( E = \{(v_i, u_j) : \) edge between vertices \( v_i \) and \( u_j \), \( 1 \leq i \leq N, 1 \leq j \leq M \} \), where \( N \) and \( M \) are the numbers of vertices within two sets, respectively. Usually, instead of weighted matrix, the biadjacency weighted matrix \( A = (a_{ij})_{N \times M} \) is given where \( a_{ij} \) is the weight of edge \( (v_i, u_j) \), and its corresponding weighted matrix \( W \) for \( G \) can be constructed as

\[
W = \begin{pmatrix}
  0 & A \\
  A^T & 0
\end{pmatrix}.
\]

By the weighted matrix \( W \) and considering \( V \cup U \) as the vertex set, the previous formulations can be used. However, some problems (e.g., biclustering, [39]) based on bipartite graph models require partitioning of both vertex set \( V \) and \( U \) into \( K \) disjoint subsets so that the \( k \)th subsets of \( V \) and also of \( U \) as a whole subset. The sum of weights of edges among the union subsets has to be minimized.

Denoting \( X = \begin{pmatrix} X_v \\ X_u \end{pmatrix} \), where \( X_v = (x^v_{ik})_{N \times K} \) and \( X_u = (x^u_{jk})_{M \times K} \) are indicators for vertices from \( V \) and \( U \), respectively, the equivalent objective can be expressed as

\[
\max \frac{1}{2} \text{tr}(X^T WX) = \max \text{tr}(X^T AX_u).
\]

The constraints for \( X_v \) are still the ones (4–1), (4–2a) and (4–4), while the index should be changed to \( j = 1, \cdots, M \) instead of \( i = 1, \cdots, N \) for \( X_u \). Let \( R', S'_a \) and \( B' \) be
the constraints for $X_u$ with changed indexes. The zero-one quadratic program can be formulated as

$$\max \ tr(X_v^TAX_u)$$

subject to:

$$x_{ik}^v \in \mathcal{R} \cap \mathcal{S}_a \cap \mathcal{B},$$

$$x_{jk}^u \in \mathcal{R}' \cap \mathcal{S}_a' \cap \mathcal{B'},$$

$$i = 1, \cdots, N, j = 1, \cdots, M, k = 1, \cdots, K.$$ (4–11)

Theorem 4.1 still holds in this case by considering $X_v$ and $X_u$ as submatrices of $X$, and $W$ is also symmetric. A continuous case of program (4–11) can be obtained by changing $\mathcal{B}, \mathcal{B}'$ to $\mathcal{P}, \mathcal{P}'$ by constructing a diagonal matrix $D$ of dimension $(N + M) \times (N + M)$. In addition, the anti-degeneracy constraints $D$ can only be put on one of $X_v$ and $X_u$ for bipartite graphs.

4.1.2 Linear Programming Approaches

Direct linear programming models. The objective function

$$\frac{1}{2} tr(X^T WX) = \frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} \sum_{k=1}^{K} w_{ij} x_{ik} x_{jk}$$

is nonlinear. Here, two approaches, similarly as presented in [14], are used to transform this nonlinear objective into a linear one.

Let $y_{ijk}$ denote indicator that edge $(i, j)$ with two ends $i, j$ belong to subset $k$ if $y_{ijk} = 1$ or not if $y_{ijk} = 0$. Thus $y_{ijk} = x_{ik} x_{jk}, i, j = 1, \cdots , N, k = 1, \cdots , K$. The linearization is as follows

$$y_{ijk} \leq x_{ik}, y_{ijk} \leq x_{jk}, y_{ijk} \geq x_{ik} + x_{jk} - 1 \text{ and } y_{ijk} \geq 0.$$ 

Since $y_{ijk}$ is in the objective to maximize and the nonnegativity of $w_{ij}$, constraints

$$y_{ijk} \geq x_{ik} + x_{jk} - 1 \text{ and } y_{ijk} \geq 0 \text{ can be eliminated for } w_{ij} \geq 0.$$

The linear programming
formation for general graph partitioning problem is

$$\max \frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} \sum_{k=1}^{K} w_{ij} y_{ijk}$$

(4–12)

s.t. $x_{ik} \in \mathcal{R} \cap S_a \cap \mathcal{B}$,

$$\begin{cases} y_{ijk} \leq x_{ik}, \\ y_{ijk} \leq x_{jk}, \end{cases} \forall i, j = 1, \ldots, N, k = 1, \ldots, K.$$

The linearized formulation (4–12) introduces $K$ more variables and $2K$ more constraints for each edge comparing with the original one (4–7).

Let $z_{ij}$ be a binary variable such that $z_{ij} = 1$ if the vertices $v_i, v_j$ of edge $(v_i, v_j)$ belongs to the same subset and 0 otherwise. Thus $z_{ij} = \sum_{k=1}^{K} x_{ik} x_{jk}$ and $z_{ij} = 1$ if and only if for some $k$ such that $x_{ik} = x_{jk} = 1$ and all others $x_{ik'} = x_{jk'} = 0$. The linearization of

$$Z_{ij} = \sum_{k=1}^{K} x_{ik} x_{jk}$$

(4–13)

can be formulated as $z_{ij} \leq 1 + x_{ik} - x_{jk}$, $z_{ij} \leq 1 - x_{ik} + x_{jk}$, for all $i, j, k$ and all other requirements of this formulations are eliminated for the objective to be maximized. Therefore, we obtain another linear programming formulation as

$$\max \frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} w_{ij} z_{ij}$$

(4–14)

s.t. $x_{ik} \in \mathcal{R} \cap S_a \cap \mathcal{B}$,

$$\begin{cases} z_{ij} \leq 1 + x_{ik} - x_{jk}, \\ z_{ij} \leq 1 - x_{ik} + x_{jk}, \end{cases} \forall i, j = 1, \ldots, N, k = 1, \ldots, K.$$
In practice, the anti-degeneracy constraints $D$ and the cardinality constraints $S_c$ can be added to both programs (4–12) and (4–14).

**An equivalent linear programming approach.** The Laplacian matrix for $G = (V, E)$ with $W$ is defined as $L = \text{diag}(\sum_j w_{ij}, \cdots, \sum_j w_{Nj}) - W$. As described in Remark 4, the objective for partitioning the graph $G$ can also be expressed as $\frac{1}{2} \text{tr}(X^T LX)$, and the equivalent quadratic programming formulation is

$$\min \frac{1}{2} \text{tr}(X^T LX) \quad (4–15)$$

subject to $x_{ik} \in \mathcal{R} \cap \mathcal{S}_a \cap \mathcal{B}$,

$$i = 1, \cdots, N, k = 1, \cdots, K.$$  

By the methods proposed in [22] and [114], defining $S = (s_{ik})_{N \times K} = (s_1, \cdots, s_K)$, $T = (t_{ik})_{N \times K} = (t_1, \cdots, t_K)$, where $s_k, t_k$ are column vectors, the equivalent linear programming formulation is

$$\min e^T S e \quad (4–16)$$

subject to $x_{ik} \in \mathcal{R} \cap \mathcal{S}_a \cap \mathcal{B}$,

$$Lx_k - t_k - s_k + Ce = 0,$$

$$t_k \leq 2C(e - x_k),$$

$$t_{ik}, s_{ik} \in \mathcal{P},$$

$$i = 1, \cdots, N, k = 1, \cdots, K.$$

where the constant $C = 2 \max_{i=1}^N \sum_{j=1}^N w_{ij}$.

From the methods in [22], the formulation (4–16) is equivalent to (4–15) after subtracting a constant the objective of (4–16) by the following theorem.

**Theorem 4.2.** Formulations (4–15) and (4–16) are equivalent.
Proof. Let $X^0$ be an optimal solution of the formulation (4–15). We claim that there exist $T, S(t_{ik} \geq 0, s_{ik} \geq 0)$ for all $i, k$ such that

\begin{align}
Lx_k^0 - t_k - s_k + Ce = 0, \quad (4–17) \\
t_k^T x_k^0 = 0. \quad (4–18)
\end{align}

The constraints $t_k \leq 2C(e - x_k^0)$ in (4–16) is equivalent to (4–18) since $x_{ik}^0$ is binary and $C$ is a positive constant. In the following, we use (4–18) to prove the equivalence.

Since $C = 2 \max_{i=1}^N \sum_{j=1}^N w_{ij} = \|L\|_{\infty}, Lx_k + Ce \geq 0$, and there always exist $T, S(t_{ik} \geq 0, s_{ik} \geq 0)$ for all $i, k$ such that both (4–17) and (4–18) hold. The claim is proved.

The variables $S, T$ can be chosen as $S^0, T^0$ satisfying (4–17) and (4–18) so that $e^T Se$, the sum of $s_{ik}$ for all $i, k$, is minimized. We claim that $(X^0, S^0, T^0)$ is an optimal solution for the formulation (4–16).

Multiplying (4–17) by $(x_k^0)^T$, we have

\begin{align}
(x_k^0)^T Lx_k^0 - (x_k^0)^T s_k + (x_k^0)^T Ce = 0, \quad (4–19)
\end{align}

by considering (4–18). Taking the sum over all $k = 1, \cdots, K$, and considering

\begin{align}
\text{tr}(X^TLX) = \sum_{k=1}^K x_k^T Lx_k,
\end{align}

we obtain

\begin{align}
\text{tr}((X^0)^TLX^0) - \sum_{k=1}^K (x_k^0)^T s_k^0 + \sum_{k=1}^K (x_k^0)^T Ce = 0. \quad (4–20)
\end{align}

In addition, $\sum_{k=1}^K (x_k^0)^T Ce = e^T Ce = C \cdot N$ is a constant since $x_{ik} \in \mathcal{R}$ in both (4–15) and (4–16). The equation

\begin{align}
(x_k^0)^T s_k^0 = e^T s_k^0, \quad (4–21)
\end{align}

for $k = 1, \cdots, K$ can be proved by contradiction. Assume that for some $i$, we have $x_{ik}^0 = 0$ and $s_k^0 > 0$, where $T^0, S^0$ are chosen to minimized $e^T Se$. Defining the vectors $	ilde{t}_k, \tilde{s}_k$ and corresponding $\tilde{T}, \tilde{S}$ such that $\tilde{t}_{ik} = \tilde{t}_{ik}^0 + \tilde{s}_{ik}^0, \tilde{s}_{ik} = 0$ for $j \neq i, \tilde{t}_{jk} = t_{jk}, \tilde{s}_{jk} = s_{jk}$,
in this case, \((X^0, T, S)\) satisfies (4–17) and (4–18), and \(e^T S e < e^T S e\), a contradiction to the assumption that \((X^0, S^0, T^0)\) is optimal. Thus \((x_k^0)^T s_k^0 = e^T s_k^0\) holds for all \(k = 1, \ldots, K\) and \(\sum_{k=1}^K (x_k^0)^T s_k^0 = e^T S^0 e\), which leads (4–20) to
\[
tr((X^0)^T LX^0) = e^T S^0 e - C \cdot N.
\]

We have finished the proof that an optimal solution \(X^0\) to (4–15) is also an optimal solution to (4–16) by choosing \(S^0, T^0\) to minimize \(e^T S e\). On the other direction, the proof is similar.

From Theorem 4.2, the objectives of (4–16) and (4–12), (4–15) have the relation as follows,
\[
e^T S^0 e = tr((X^0)^T LX^0) + C \cdot N = -tr((X^0)^T WX^0) + e^T We + C \cdot N,
\]
where \(X^0\) is optimal for (4–15) and \((X^0, S^0, T^0)\) is optimal for (4–16).

The programs obtained in (4–12), (4–14) and (4–16) are all binary linear programming. The most widely used method for this kind of programming is branch and bound algorithm besides heuristic approaches, and in CPLEX 11.0 [28], the combined heuristic and exact methods are used.

**Linear approaches for bipartite graphs.** In equation (4–10), the objective for partitioning bipartite graph \(G = (V, U, E)\) with weighted biadjacency matrix \(A\) is
\[
\max tr(X^T AX) = \max \sum_{i=1}^N \sum_{j=1}^M \sum_{k=1}^K a_{ij} x_{ik}^v x_{jk}^u.
\]
Similarly, defining \( y_{ijk} = x_{ik}^v x_{jk}^u \), the linear programming formulation for partitioning bipartite graph is as follows,

\[
\begin{align*}
\text{max} & \quad \sum_{i=1}^{N} \sum_{j=1}^{M} \sum_{k=1}^{K} a_{ij} y_{ijk} \\
\text{s.t.} & \quad x_{ik}^v \in \mathcal{R} \cap S_a \cap B, \\
& \quad x_{jk}^u \in \mathcal{R}' \cap S'_a \cap B', \\
& \quad \begin{cases} 
    y_{ijk} \leq x_{ik}^v, \\
    y_{ijk} \leq x_{jk}^u, 
\end{cases} \\
& \quad i = 1, \ldots, N, j = 1, \ldots, M, k = 1, \ldots, K.
\end{align*}
\]

This formulation (4–22) introduces \( K \) more variables and \( 2K \) more constraints for each edge comparing with the original formulation (4–11). As in the formulation (4–14), defining \( z_{ij} = \sum_{k=1}^{K} x_{ik}^v x_{jk}^u \), another linear programming formulation with less variables and constraints is obtained in the following.

\[
\begin{align*}
\text{max} & \quad \sum_{i=1}^{N} \sum_{j=1}^{M} a_{ij} z_{ij} \\
\text{s.t.} & \quad x_{ik}^v \in \mathcal{R} \cap S_a \cap B, \\
& \quad x_{jk}^u \in \mathcal{R}' \cap S'_a \cap B', \\
& \quad \begin{cases} 
    z_{ij} \leq 1 + x_{ik}^v - x_{jk}^u \\
    z_{ij} \leq 1 - x_{ik}^v + x_{jk}^u, 
\end{cases} \\
& \quad i = 1, \ldots, N, j = 1, \ldots, M, k = 1, \ldots, K.
\end{align*}
\]

As in (4–16), defining \( X_v = (x_{ik}^v)_{N \times K} = (x_1^v, \ldots, x_K^v), X_u = (x_{jk}^u)_{M \times K} = (x_1^u, \ldots, x_K^u), S_v = (s_{ik}^v)_{N \times K} = (s_1^v, \ldots, s_K^v), S_u = (s_{jk}^u)_{M \times K} = (s_1^u, \ldots, s_K^u), T_v = (t_{ik}^v)_{N \times K} = (t_1^v, \ldots, t_K^v), T_u = (t_{jk}^u)_{M \times K} = (t_1^u, \ldots, t_K^u) \) and \( D_v = \text{diag}(\cdots, \sum_{j=1}^{M} a_{ij}, \cdots), D_u = \text{diag}(\cdots, \sum_{i=1}^{N} a_{ij}, \cdots) \), the linear programming formulation for bipartite graph \( G = \ldots \)
\((V, U, E)\) with matrix \(A\) is

\[
\begin{align*}
\min & \quad e^T S_v e + e^T S_u e \\
\text{s.t.} & \quad x_{ik}^v \in R \cap S_a \cap B, \\
& \quad x_{jk}^u \in R' \cap S'_a \cap B', \\
& \quad D_v x_k^v - A x_k^u - t_k^v - s_k^v + Ce = 0, \\
& \quad D_u x_k^u - A^T x_k^v - t_k^u - s_k^u + Ce = 0, \\
& \quad t_k^v \leq 2C(e - x_k^v), \\
& \quad t_k^u \leq 2C(e - x_k^u), \\
& \quad t_{ik}^v, s_{ik}^v \in P, \\
& \quad t_{jk}^u, s_{jk}^u \in P', \\
& \quad i = 1, \ldots , N, j = 1, \ldots , M, k = 1, \ldots , K.
\end{align*}
\]

where the constant \(C = \max\{\max_i 2 \sum_j a_{ij}, \max_j 2 \sum_i a_{ij}\}\). The equivalence of (4–24) with original quadratic formulation for bipartite graph can be proved by similar methods in Theorem 4.2.

The constraints \(D\) can also be added to formulations (4–22), (4–23) and (4–24) to reduce the degeneracy on \(X_v\).

4.1.3 Numerical Experiments

Comparisons of two approaches.

For the graph \(G = (V, E)\) with \(N\) vertices and \(|E|\) edges, the discrete quadratic programming (DQ) formulation (4–7), and the linear programming formulations L1 (4–12), L2 (4–14) and L3 (4–16) are compared in Table 1. The number for \(R\) is \(N\) while for \(S_a\) is \(K\). For L3 (4–16), the number of nonnegative constraints for \(S, T\) is not added.

From Table 4-1, the linear formulations introduce variables and constraints to eliminate quadratic variables in the objective, and the formulation (4–14) has less variables and constraints. The numbers of continuous variables and constraints in
Table 4-1. Comparisons of formulations for graph partitioning

<table>
<thead>
<tr>
<th>Formulation</th>
<th>Objective</th>
<th>#0-1 decisions</th>
<th>#cont. variables</th>
<th>#constraints</th>
</tr>
</thead>
<tbody>
<tr>
<td>DQ(4–7)</td>
<td>quadratic</td>
<td>( N \cdot K )</td>
<td>0</td>
<td>( N + K )</td>
</tr>
<tr>
<td>L1(4–12)</td>
<td>linear</td>
<td>( N \cdot K )</td>
<td>(</td>
<td>E</td>
</tr>
<tr>
<td>L2(4–14)</td>
<td>linear</td>
<td>( N \cdot K )</td>
<td>(</td>
<td>E</td>
</tr>
<tr>
<td>L3(4–16)</td>
<td>linear</td>
<td>( N \cdot K )</td>
<td>( 2N \cdot K )</td>
<td>( N + K + 2N \cdot K )</td>
</tr>
</tbody>
</table>

Table 4-2. Computational seconds for general graph partitioning

| Graphs | Vertices \( N \) | Edges \( |E| \) | Subsets \( K \) | L1 | L2 | L3 | DQ |
|--------|------------------|----------------|----------------|----|----|----|----|
| Rand10 | 10               | 23             | 2              | 0.03 | 0.02 | 0.02 | 0.02 |
|        |                  |                | 3              | 2.01 | 0.27 | 0.03 | 0.08 |
|        |                  |                | 4              | 3.79 | 0.73 | 0.25 | 0.30 |
| Rand20 | 20               | 98             | 2              | 4.9  | 0.24 | 0.06 | 0.03 |
| Rand40 | 40               | 379            | 2              | 12.29 | 5.44 | 0.15 | 0.05 |
| Rand100| 100              | 2453           | 2              | 3456.69 | 2796.04 | 2.17 | 0.52 |

the formulations L1 and L2 are related to the number of edges, while the number in formulation L3 is related to the number of vertices. Generally, L1 and L2 can be used for spare weighted matrix \( W \). The cases for bipartite graph partitioning can be analyzed similarly.

**Computational results.** In this section, all programs are implemented using CPLEX 11.0 [28] via ILOG Concert Technology 2.5, and all computations are performed on a SUN UltraSpace-III with a 900 MHz processor and 2.0 GB RAM. Computational times are reported in CPU seconds.

**Graph** \( G = (V, E) \). In Table 4-2, discrete quadratic and three linear programming approaches are compared. The graphs are randomly generated in C++ with all weights being nonnegative. The gap is default in CPLEX and all approaches obtain the same optimal results. Under the cases of these graphs, the discrete quadratic formulation has the fast computation and the linear formulation (4–16) is the fastest one among three linear formulations though it has the most variables.

**Bipartite graph** \( G = (V, U, E) \). For the case of bipartite graphs, the matrix \( A \) is also randomly generated with weights being nonnegative. The gap is default in CPLEX and all approaches obtain the same optimal results. Table 4-3 shows the time
Table 4-3. Computational seconds for bipartite graph partitioning

| Graphs   | vertices \((N, M)\) | Edges \(|E|\) | \(K\) | BL1 | BL2 | BL3 | BDQ |
|----------|----------------------|---------------|-------|-----|-----|-----|-----|
| Rand10,10 | (10,10)             | 48            | 2     | 0.4 | 0.22| 0.22| 0.11 |
|          |                     |               | 3     | 37  | 4.15| 21.75| 28.54|
|          |                     |               | 4     | 373.87| 33.51| 371.53| 1432.63|
| Rand5,15  | (5,15)              | 40            | 2     | 0.38| 0.16| 0.21| 0.10 |
|          |                     |               | 3     | 4.35| 0.79| 1.64| 6.91 |
|          |                     |               | 5     | 0.02| 0.05| 0.03| 0.01 |
| Rand20,20 | (20,20)             | 189           | 2     | 40.4| 3.55| 2.10| 1.07 |

comparisons for discrete quadratic programming formulation BDQ\((4–11)\) and three linear programming formulations, BL1\((4–22)\), BL2\((4–23)\) and BL3\((4–24)\). The results show that the linear program \((4–23)\), which has the fewest variables among three linear programs, is the most efficient one, and it is also better than quadratic formulations for these generated graphs.

4.1.4 Discussion

In this section, a zero-one quadratic programming formulation is used to model the general graph partitioning problem, and the continuous quadratic programming method is also used. Two linear programming approaches can be derived from the zero-one quadratic programming, and another linear approach with introducing some variables in a different way is also presented. We have implemented the algorithms of these formulations for different graphs or networks and compared the computational seconds.

Several formulations and their relaxations to continuous forms may work for different graphs, and choosing which of them to use for a given graph is still in discussion. In addition, for the computational complexity of large graphs, the parallel computing may be useful and algorithms should be designed in such occasions for graph partitioning.

Results of Section 4.1 are based on our paper [42].

4.2 Robust Optimization of Graph Partitioning Involving Interval Uncertainty

Let \(G = (V, E)\) be an undirected graph with a set of vertices \(V = \{v_1, v_2, \cdots, v_N\}\) and a set of edges \(E = \{(v_i, v_j) : \text{edge between vertices } v_i \text{ and } v_j, 1 \leq i, j \leq N\}\), where \(N\) is the number of vertices. The weights of the edges are given by a matrix \(W = (w_{ij})_{N \times N}\).
where $w_{ij}(>0)$ denotes the weight of edge $(v_i, v_j)$ and $w_{ij} = 0$ if no edge $(v_i, v_j)$ exists between vertices $v_i$ and $v_j$. This matrix is symmetric for undirected graphs $G$ and is the adjacency matrix of $G$ if $w_{ij} \in \{0, 1\}$.

Assume $K$ is the number of subsets that we want to partition $V$ into, and $C_{\text{min}}, C_{\text{max}}$ are lower and upper bounds of the cardinality of each subset, respectively. Usually, $K$ is chosen from $\{2, \ldots, N - 1\}$ and $C_{\text{min}}, C_{\text{max}}$ can be chosen roughly from $\{1, \ldots, N\}$ such that $C_{\text{min}} \leq C_{\text{max}}$.

Let $x_{ik}$ be the indicator such that vertex $v_i$ belongs to the $k$th subset if $x_{ik} = 1$ or not if $x_{ik} = 0$, and $y_{ij}$ be the indicator such that the edge $(v_i, v_j)$ with vertices $v_i, v_j$ are in different subsets if $y_{ij} = 1$ and $v_i, v_j$ in the same subset if $y_{ij} = 0$. Thus, the objective function of graph partitioning to minimize the sum of weights of edges connecting disjoint subsets can be expressed as $\min \frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} w_{ij} y_{ij}$ or $\min \sum_{i=1}^{N} \sum_{j=i+1}^{N} w_{ij} y_{ij}$ because of $w_{ij} = w_{ji}$ and $w_{ii} = 0$ for non-existence of loops. Each vertex $v_i$ has to be partitioned into one and only one subset, i.e., $\sum_{k=1}^{K} x_{ik} = 1$, and the $k$th subset has the number of vertices in range $[C_{\text{min}}, C_{\text{max}}]$, i.e., $C_{\text{min}} \leq \sum_{i=1}^{N} x_{ik} \leq C_{\text{max}}$. The relation between $x_{ik}$ and $y_{ij}$ can be expressed as $y_{ij} = 1 - \sum_{k=1}^{K} x_{ik} x_{jk}$ (similar to (4–13)) and this can be linearized as $-y_{ij} - x_{ik} + x_{jk} \leq 0$, $-y_{ij} + x_{ik} - x_{jk} \leq 0$ for $k = 1, \ldots, K$ under the objective of minimization. Therefore, the feasible set of deterministic formulation of graph partitioning problem for a graph $G = (V, E)$ with weight matrix $W$ is

$$X = \left\{ (x_{ik}, y_{ij}) : \begin{array}{l}
\sum_{k=1}^{K} x_{ik} = 1, C_{\text{min}} \leq \sum_{i=1}^{N} x_{ik} \leq C_{\text{max}}, \\
-y_{ij} - x_{ik} + x_{jk} \leq 0, \\
-y_{ij} + x_{ik} - x_{jk} \leq 0, \\
x_{ik} \in \{0, 1\}, y_{ij} \in \{0, 1\}, \\
i = 1, \ldots, N, j = i + 1, \ldots, N, k = 1, \ldots, K
\end{array} \right\},$$

(4–25)
and the objective function is

\[
\min_{(x_k,y_j) \in X} \sum_{i=1}^{N} \sum_{j=i+1}^{N} w_{ij} y_{ij}
\]  

(4–26)

The **nominal graph partitioning problem** is to solve the program with the objective (4–26) and the constraints in (4–25) of \(X\). This is a binary integer linear program, which is quite similar to the formulation (4–14). Methods for the nominal graph partitioning problem are reviewed in Section 2.2.

The previous optimization methods are all based on determinate data \(W\) and ignore the uncertainty. However, the weights of edges are not always constant and they are uncertain. For example, when analyzing the community structure in a social network [44], the relationship between two members is changing along the time and it is uncertain. Therefore, the graph partitioning problem with uncertain weights of edges should be considered. There are two methods to address data uncertainty in mathematical programming models: stochastic programming and robust optimization.

The stochastic programming method always require the known probabilistic distributions of uncertain data, while robust optimization is to optimize against the worst cases by using a min-max objective [8]. Graph partitioning is a combinatorial optimization problem. In the past, robust version of many combinatorial problems have been studied, for example, the robust shortest path [92], the robust spanning tree [133] as well as many other problems in [80].

In this Section 4.2, we follow methods used in [8, 9], which allow some violations and produce the feasible solution with high probability. The uncertainty we address in this section is the interval uncertainty for weight matrix \(W = (w_{ij})_{N \times N}\). Each entry \(w_{ij}\) is modeled as independent, symmetric and bounded random but unknown distribution variable \(\tilde{w}_{ij}\) that takes values in \([w_{ij} - \hat{w}_{ij}, w_{ij} + \hat{w}_{ij}]\). Note that we require \(w_{ij} = \tilde{w}_{ij}\) and thus \(\hat{w}_{ij} = \hat{w}_{ji}\) for \(i, j = 1, \cdots, N\). Assume \(\tilde{w}_{ij} \geq 0, w_{ij} \geq \tilde{w}_{ij}\) and \(w_{ii} = 0\) for all \(i, j = 1, \cdots, N\).
In this section, robust formulations for graph partitioning with uncertain weights are discussed and several algorithms will be proposed based on the propositions of formulations. In addition, the cases for bipartite graph partitioning are also studied.

The rest of Section 4.2 is organized as follows: Section 4.2.1 discusses the formulations for the robust graph partitioning problem; In Section 4.2.2, two decomposition methods for solving the robust graph partitioning problem by solving a series of nominal graph partitioning problem are constructed; In Section 4.2.3, the bipartite graph partitioning problem involving uncertainty is discussed; Section 4.2.4 includes the computational results and analysis of these approaches; Section 4.2.5 is the conclusion.

4.2.1 Graph Partitioning with Uncertain Weights

In this section, the robust optimization is to address the uncertainty of weight matrix $W$ with $\tilde{w}_{ij} \in [w_{ij} - \tilde{w}_{ij}, w_{ij} + \tilde{w}_{ij}]$, where $w_{ij}$ is nominal value of edge $(v_i, v_j)$. Let $J$ be the index set of $W$ with uncertain changes, i.e., $J = \{(i,j) : \tilde{w}_{ij} > 0, i = 1, \cdots, N, j = i + 1, \cdots, N\}$, where we assume that $j > i$ since $W$ is symmetric. Let $\Gamma$ be a parameter, not necessarily integer, that takes values in the interval $[0, |J|]$. This parameter $\Gamma$ is introduced in [8, 9] to adjust the robustness of the proposed method against the level of conservatism of the solution. The number of coefficients $w_{ij}$ is allowed to change up to $\lfloor \Gamma \rfloor$ and another $w_{it,jt}$ changes by $(\Gamma - \lfloor \Gamma \rfloor)$. Thus formulation for the robust graph partitioning problem can be established as follows:

$$\min_{x_k,y_j} \left( \sum_{i=1}^{N} \sum_{j=i+1}^{N} w_{ij}y_{ij} + \max_{S : S \subseteq J, |S| \leq \Gamma} \left\{ \sum_{(i,j) \in S} \tilde{w}_{ij}y_{ij} + (\Gamma - \lfloor \Gamma \rfloor)\tilde{w}_{it,jt}y_{it,jt} \right\} \right)$$  \hspace{1cm} (4–27)

Since the value $y_{ij}$ takes value from $\{0, 1\}$, $|y_{ij}|$ in the model [9] is reduced to $y_{ij}$ here. Depending on the chosen of $\Gamma$, there are several cases: if $\Gamma = 0$, no changes are
allowed and the problem reduces to nominal problem (4–26); if $\Gamma$ is chosen as an integer, the maximizing part in (4–27) is $\max\{S | S \subseteq J, |S| \leq \Gamma\} \sum_{(i,j) \in S} \hat{w}_{ij} y_{ij}$; if $\Gamma = |J|$, the problem can solved by Soyster's method [116]. The index set $J$ is equivalent to edge set $E$ if all weights have uncertainty.

As shown in the following theorem, the problem (4–27) can be reformulated as an equivalent binary integer linear programming. The method used in this proof was first proposed in [9].

**Theorem 4.3.** The formulation (4–27) is equivalent to the following linear programming formulation:

\[
\begin{align*}
\min & \quad \sum_{i=1}^{N} \sum_{j=i+1}^{N} w_{ij} y_{ij} + \Gamma p_0 + \sum_{(i,j) \in J} p_{ij} \\
\text{s.t.} & \quad p_0 + p_{ij} - \hat{w}_{ij} y_{ij} \geq 0, \quad \forall (i,j) \in J \\
& \quad p_{ij} \geq 0, \quad \forall (i,j) \in J \\
& \quad p_0 \geq 0, \\
& \quad (x_{ik}, y_{ij}) \in X.
\end{align*}
\]

**Proof.** For given values $(y_{ij})_{i=1, \ldots, N, j=i+1, \ldots, N}$, the part

\[
\max \left\{ S : S \subseteq J, |S| \leq \Gamma \right\} \left( \sum_{(i,j) \in S} \hat{w}_{ij} y_{ij} + (\Gamma - |\Gamma|) \hat{w}_{i,t,j_t} y_{i,t,j_t} \right),
\]

in (4–27) can be linearized by introducing $z_{ij}$ for all $(i,j) \in J$ with the constraints $\sum_{(i,j) \in J} z_{ij} \leq \Gamma$, $0 \leq z_{ij} \leq 1$, or equivalently, by the following formulation

\[
\begin{align*}
\max & \quad \sum_{(i,j) \in J} \hat{w}_{ij} y_{ij} z_{ij} \\
\text{s.t.} & \quad \sum_{(i,j) \in J} z_{ij} \leq \Gamma, \\
& \quad 0 \leq z_{ij} \leq 1, \quad \forall (i,j) \in J.
\end{align*}
\]
The optimal solution of this formulation should have \( \lfloor \Gamma \rfloor \) variables \( z_{ij} = 1 \) and one
\( z_{ij} = \Gamma - \lfloor \Gamma \rfloor \), which is equivalent to the optimal solution in the maximizing part in (4–27).

By strong duality, for given values \((y_{ij})_{i=1,\ldots,N,j=i+1,\ldots,N}\), the problem (4–29) is linear and its duality can be formulated as

\[
\begin{align*}
\min & \quad \Gamma p_0 + \sum_{(i,j) \in J} p_{ij} \\
\text{s.t.} & \quad p_0 + p_{ij} - \hat{w}_{ij}y_{ij} \geq 0, \quad \forall (i,j) \in J \\
& \quad p_{ij} \geq 0, \quad \forall (i,j) \in J \\
& \quad p_0 \geq 0.
\end{align*}
\]

Combing this formulation with (4–27), we obtain the equivalent formulation (4–28), which finishes the proof.

Our algorithm (MIP) is based on solving the binary linear program (4–28) directly by CPLEX MIP solver [28]. There are \( N \cdot K + \frac{N(N-1)}{2} \) binary decision variables with at most \( \frac{N(N-1)}{2} + 1 \) continuous variables in this formulation.

### 4.2.2 Decomposition Methods for Robust Graph Partitioning Problem

**Benders decomposition to a nominal problem and a linear program.** In the formulation (4–28) for the robust graph partitioning problem, the variables \( p_0, p_{ij} \) are continuous while \( x_{ik}, y_{ij} \) are binary. For the fixed \( x_{ik}, y_{ij} \), the formulation (4–28) can be reformulated as follows:

\[
\begin{align*}
\min & \quad \Gamma p_0 + \sum_{(i,j) \in J} p_{ij} + \sum_{i=1}^{N} \sum_{j=i+1}^{N} w_{ij} \bar{y}_{ij} \\
\text{s.t.} & \quad p_0 + p_{ij} - \hat{w}_{ij} \bar{y}_{ij} \geq 0, \quad \forall (i,j) \in J \\
& \quad p_{ij} \geq 0, \quad \forall (i,j) \in J \\
& \quad p_0 \geq 0.
\end{align*}
\]
This is a linear program, and we can obtain its dual problem as follows:

\[
\begin{align*}
\max & \quad \sum_{(i,j) \in J} \hat{w}_{ij} \bar{y}_{ij} z_{ij} + \sum_{i=1}^{N} \sum_{j=i+1}^{N} w_{ij} \bar{y}_{ij} \\
\text{s.t.} & \quad \sum_{(i,j) \in J} z_{ij} \leq \Gamma, \\
& \quad 0 \leq z_{ij} \leq 1, \quad (i,j) \in J.
\end{align*}
\] (4–30)

By Benders decomposition method [6], the program (4–30) presents the subproblem. By solving this subproblem for giving values of \(\bar{x}_{ik}, \bar{y}_{ij}\) at the iteration \(l\), we can obtain the values \(\bar{z}_{ij}^{(l)}\) and construct the optimality cut

\[
z \geq \sum_{i=1}^{N} \sum_{j=i+1}^{N} w_{ij} y_{ij} + \sum_{(i,j) \in J} \hat{w}_{ij} y_{ij} \bar{z}_{ij}^{(l)}
\] (4–31)

for the master problem. Therefore, the master problem for Benders decomposition method can be formulated as follows:

\[
\begin{align*}
\min & \quad z \\
\text{s.t.} & \quad z \geq \sum_{i=1}^{N} \sum_{j=i+1}^{N} w_{ij} y_{ij} + \sum_{(i,j) \in J} \hat{w}_{ij} y_{ij} \bar{z}_{ij}^{(l)}, \quad l = 1, 2, \ldots, L \\
& \quad (x_{ik}, y_{ij}) \in X.
\end{align*}
\] (4–32)

The program (4–30) is always feasible and bounded for any feasible solutions \(\bar{x}_{ik}, \bar{y}_{ij}\) from (4–32), and thus, the feasibility cut can be eliminated in the master problem (4–32). Observing (4–30) and (4–32), the master problem is a binary integer linear program with respect to \(x_{ik}, y_{ij}\) and the subproblem is a linear program with respect to \(z_{ij}\). Thus, by Benders decomposition method, we decompose the mixed integer program for robust graph partitioning problem into a series of linear programs and mixed binary linear programs. Additionally, the subproblem (4–30) can be easily solved by a greedy algorithm: sorting the coefficients \(\hat{w}_{ij} \bar{y}_{ij}\) of \(z_{ij}\) for \((i,j) \in J\) in the objective function in
decreasing order; assigning the first $\lfloor \Gamma \rfloor$ corresponding $z_{ij}$s to be 1 according to this order; and assigning the last $z_{ij}$ to be $\Gamma - \lfloor \Gamma \rfloor$ and all others $z_{ij} = 0$.

**Theorem 4.4.** Solving the master problem (4–32) at iteration $l$ is equivalent to solve $l$ nominal graph partitioning problems.

**Proof.** At the iteration $l$ of Benders decomposition algorithm, there are $l$ added optimality cuts in the form of (5–7), and this cut is equivalent to

$$z \geq \sum_{(i,j)\in J} (w_{ij} + \hat{w}_{ij} \bar{z}_{ij})y_{ij} + \sum_{(i,j)\not\in J} w_{ij}y_{ij}.$$ 

The right hand side of this cut is in fact the objective of a nominal graph partitioning problem with weights $w_{ij} + \hat{w}_{ij} \bar{z}_{ij}$ for edge $(i, j) \in J$ and $w_{ij}$ for edge $(i, j) \not\in J$. Therefore, solving the master problem at iteration $l$ is equivalent to solve $l$ nominal graph partitioning problem and then choose the one with maximum objective. \qed

The algorithm (BD) based on Benders decomposition method is presented in the following table.

<table>
<thead>
<tr>
<th>Algorithm BD</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Step 1:</strong> Initialization:</td>
</tr>
<tr>
<td>$\bar{x}<em>{ik}, \bar{y}</em>{ij} :=$ initial feasible solution in $X$ for all $i, j, k$;</td>
</tr>
<tr>
<td>$LB := -\infty, UB := \infty$;</td>
</tr>
<tr>
<td><strong>Step 2:</strong> While there is gap larger than $\varepsilon$ between $UB$ and $LB$, i.e., $UB - LB &gt; \varepsilon$, do the following steps:</td>
</tr>
<tr>
<td><strong>Step 2.1:</strong> Solve the subproblem (4–30) to obtain point $\bar{z}<em>{ij}$ for $(i, j) \in J$, and add cut $z \geq \sum</em>{i=1}^{N} \sum_{j=i+1}^{N} w_{ij}y_{ij} + \sum_{(i,j)\in J} \hat{w}<em>{ij}y</em>{ij} \bar{z}_{ij}$ to the master problem (4–32);</td>
</tr>
<tr>
<td>$UB := \min{ UB, \sum_{j=i+1}^{N} w_{ij} \bar{y}<em>{ij} + \sum</em>{(i,j)\in J} \hat{w}<em>{ij} \bar{y}</em>{ij} \bar{z}_{ij}};$</td>
</tr>
<tr>
<td><strong>Step 2.2:</strong> Solve the master problem $\min{ z : \text{added cuts, } x_{ik}, y_{ij} \in X}$;</td>
</tr>
<tr>
<td>$LB := \bar{z}$, where $\bar{z}$ is the objective value of master problem;</td>
</tr>
<tr>
<td><strong>Step 3:</strong> Output the optimal solution $x_{ik}^<em>, y_{ij}^</em>$ for all $i, j, k$.</td>
</tr>
</tbody>
</table>
The Step 1 of this algorithm requires finding a feasible solution. Here, we present a simple method for finding initial solutions of $\bar{x}_{ik}$: putting vertices $v_1, v_2, \ldots, v_{C_{\text{min}}}$ into the first subset, i.e., $\bar{x}_{11} = \bar{x}_{21} = \cdots = \bar{x}_{C_{\text{min}},1} = 1$; putting the vertices $v_{C_{\text{min}}+1}, v_{C_{\text{min}}+2} \cdots, v_{2C_{\text{min}}}$ into the second subset, i.e., $\bar{x}_{C_{\text{min}},1+1} = \cdots = \bar{x}_{2C_{\text{min}},2} = 1$; repeating these steps until we have $\bar{x}_{K \cdot C_{\text{min}},K} = 1$; setting $\bar{x}_{(K \cdot C_{\text{min}}+1),K} = \cdots = \bar{x}_{2C_{\text{min}},K} = 1$ and all other unassigned $\bar{x}_{ik}$s to be 0. The initial solution for $\bar{y}_{ij}$ can be obtained by $\bar{y}_{ij} = 1 - \sum_{k=1}^{K} \bar{x}_{ik} \bar{x}_{jk}$.

The Benders decomposition method can solve the robust graph partitioning problem by solving a series of nominal graph partitioning problems. However, for solving the master problem at iteration $l$, it is equivalent to solve $l$ nominal graph partitioning problems. Although the Benders decomposition methods can converge in finite steps, say $L$, we need to solve $L(L + 1)/2$ nominal graph partitioning problems totally. In next section, we present another decomposition method, which can take less computational time in some cases.

**Algorithm based on the decomposition of one variable.** For all $(i, j) \in J$, let $e_l$ ($l = 1, \ldots, |J|$) be the corresponding value of $\hat{w}_{ij}$ in the increasing order. For example, $e_1 = \min_{(i, j) \in J} \hat{w}_{ij}$ and $e_{|J|} = \max_{(i, j) \in J} \hat{w}_{ij}$. Let $(i', j') \in J$ be the corresponding index of the $l$th minimum one, i.e., $\hat{w}_{(i', j')}$ = $e_l$. In addition, we define $e_0 = 0$. Thus, $[e_0, e_1, e_2, \ldots, e_{|J|}, \infty)$ is a decomposition of $[0, \infty)$.

For $l = 0, 1, \ldots, |J|$, we define the program $G^l$ as follows:

$$G^l = \Gamma e_l + \min_{(x_{ik}, y_{ij}) \in \mathcal{X}} \left\{ \sum_{i=1}^{N} \sum_{j=i+1}^{N} w_{ij} y_{ij} + \sum_{(i, j) : \hat{w}_{ij} \geq e_l + 1} (\hat{w}_{ij} - e_l) y_{ij} \right\}. \quad (4–33)$$

Totally, there are $|J| + 1$ of $G^l$’s. In the following theorem, we prove that the decomposition method based on $\rho_0$ can solve the program (4–28). The method in the proof was first proposed in [9].

**Theorem 4.5.** Solving robust graph partitioning problem (4–27) is equivalent to solve $|J| + 1$ problems $G^l$’s in (4–33) for $l = 0, 1, \ldots, |J|$. 
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Proof. From (4–28) in Theorem 4.3, the optimal solution \((x^*_k, y^*_j, p^*_0, p^*_y)\) satisfies
\[
p^*_y = \max\{\hat{w}_ij y^*_j - p^*_0, 0\},
\]
and therefore, the objective function of (4–28) can be expressed as
\[
\min_{\{p_0 \geq 0, (x_k, y_j) \in \mathcal{X}\}} \Gamma p_0 + \sum_{i=1}^{N} \sum_{j=i+1}^{N} w_{ij} y_{ij} + \sum_{(i,j) \in J} \max\{\hat{w}_{ij} y_{ij} - p_0, 0\}
\]
\[
= \min_{\{p_0 \geq 0, (x_k, y_j) \in \mathcal{X}\}} \Gamma p_0 + \sum_{i=1}^{N} \sum_{j=i+1}^{N} w_{ij} y_{ij} + \sum_{(i,j) \in J} y_{ij} \max\{\hat{w}_{ij} - p_0, 0\},
\]  \quad (4–34)
where the equality is obtained by the fact \(y_{ij}\) is binary in the feasible set \(\mathcal{X}'\).

By the decomposition \([0, e_1], [e_1, e_2], \ldots, [e_{|J|}, \infty)\) of \([0, \infty)\) for \(p_0\), we have
\[
\sum_{(i,j) \in J} y_{ij} \max\{\hat{w}_{ij} - p_0, 0\} = \begin{cases} \sum_{(i,j): \hat{w}_{ij} \geq e_l} (\hat{w}_{ij} - p_0) y_{ij}, & \text{if } p_0 \in [e_{l-1}, e_l], \ l = 1, \ldots, |J|; \\ 0, & \text{if } p_0 \in [e_{|J|}, \infty). \end{cases}
\]
Thus, the optimal objective value of (4–28) is \(\min_{l=1, \ldots, |J|, |J|+1} \{Z^l\}\), where
\[
Z^l = \min_{\{p_0 \in [e_{l-1}, e_l], (x_k, y_j) \in \mathcal{X}'\}} \left( \Gamma p_0 + \sum_{i=1}^{N} \sum_{j=i+1}^{N} w_{ij} y_{ij} + \sum_{(i,j): \hat{w}_{ij} \geq e_l} (\hat{w}_{ij} - p_0) y_{ij} \right),
\]  \quad (4–35)
for \(l = 1, \ldots, |J|\), and
\[
Z^{|J|+1} = \min_{\{p_0 \geq e_{|J|}, (x_k, y_j) \in \mathcal{X}\}} \Gamma p_0 + \sum_{i=1}^{N} \sum_{j=i+1}^{N} w_{ij} y_{ij}.
\]

For \(l = 1, \ldots, |J|\), since the objective function (4–35) is linear over the interval \(p_0 \in [e_{l-1}, e_l]\), the optimal is either at the point \(p_0 = e_{l-1}\) or \(p_0 = e_l\). For \(l = |J| + 1\), \(Z^l\) is obtained at the point \(e_{|J|}\) since \(\Gamma \geq 0\).

Thus, the optimal value \(\min_{l=1, \ldots, |J|, |J|+1} \{Z^l\}\) with respect to \(p_0\) is obtained among the points \(p_0 = e_l\) for \(l = 0, 1, \ldots, |J|\). Let \(G^l\) be the value at point \(p_0 = e_l\) in (4–35), i.e.,
\[
G^l = \Gamma e_l + \min_{(x_k, y_j) \in \mathcal{X}} \left\{ \sum_{i=1}^{N} \sum_{j=i+1}^{N} w_{ij} y_{ij} + \sum_{(i,j): \hat{w}_{ij} \geq e_l} (\hat{w}_{ij} - e_l) y_{ij} \right\}.
\]
We finish the proof.

As shown in Theorem 4.5, $G^{\vert J \vert} = e_{\vert J \vert} + \sum_{i=1}^{N} \sum_{j=i+1}^{N} w_{ij} y_{ij}$ is the original nominal problem with an added constant. Our Algorithm (DP0) is based on this theorem.

Algorithm DP0

Step 1: For all $(i,j) \in J$, sort $\hat{w}_{ij}$ in increasing order to obtain $e_0, e_1, \cdots, e_{\vert J \vert}$;

Step 2: For $l = 0, 1, \cdots, \vert J \vert$, solving $G^l$ in (4–33);

Step 3: Let $l^* = \arg\min_{l=0,1,\cdots,\vert J \vert} G^l$ and obtain the optimal solution

\[
\{x_{ik}^*, y_{jk}^*\} = \{x_{ik}, y_{jk}\}_{l^*}.
\]

Algorithm (DP0) is based on the decomposition of $p_0 \in [0, \infty)$ and each subproblem $G^l$ has the same computational complexity as the nominal graph partitioning problem. Since the nominal graph partitioning problem is NP-complete, from the decomposition algorithm (DP0), we can conclude that the robust graph partitioning problem is also NP-complete.

4.2.3 Bipartite Graph Partitioning Involving Uncertainty

The bipartite graph is defined as $G = (V, U, E)$ with vertex sets $V = \{v_1, \cdots, v_N\}$, $U = \{u_1, \cdots, u_M\}$ and edge set $E = \{(v_i, u_j) : \text{edge between vertices } v_i \text{ and } u_j, 1 \leq i \leq N, 1 \leq j \leq M\}$, where $N$ and $M$ are the numbers of vertices within two sets, respectively. Usually, instead of weighted matrix, the biadjacency weighted matrix $A = (a_{ij})_{N \times M}$ is given where $a_{ij}$ is the weight of edge $(v_i, u_j)$. In [42, 43], the relations for partitioning between graphs and bipartite graphs have been presented. Assume we still want to obtain $K$ subsets of both $V$ and $U$, and the cardinality for subsets of $V$ is in the range $[C_{\min}, C_{\max}]$ and the cardinality for subsets of $U$ is in the range $[c_{\min}, c_{\max}]$. Let the
The constraints of bipartite graph partitioning be a set as follows:

\[ \mathcal{Y} = \left\{ (x^v_{ik}, x^u_{jk}, y_{ij}) : \begin{array}{l}
\sum_{k=1}^{K} x^v_{ik} = 1, \ c_{min} \leq \sum_{i=1}^{N} x^v_{ik} \leq c_{max}, \\
\sum_{k=1}^{K} x^u_{jk} = 1, \ c_{min} \leq \sum_{j=1}^{M} x^u_{jk} \leq c_{max}, \\
y_{ij} \pm x^v_{ik} \pm x^u_{jk} \leq 0, \\
x^v_{ik}, x^u_{jk}, y_{ij} \in \{0, 1\}, \\
i = 1, \ldots, N, j = 1, \ldots, M, k = 1, \ldots, K
\end{array} \right\} , \]

where \( x^v_{ik}, x^u_{jk}, y_{ij} \) are the indicators for vertex sets \( V, U, \) and edge set \( E \) as the same explanations in section 1.

The bipartite graph partitioning problem is formulated as

\[
\min_{(x^v_{ik}, x^u_{jk}, y_{ij}) \in \mathcal{Y}} \sum_{i=1}^{N} \sum_{j=1}^{M} a_{ij} y_{ij}.
\]

Because of its similarity to the graph partitioning problem as discussed in Section 4.2.1, we also consider the uncertain of matrix \( \tilde{A} \) where \( \tilde{a}_{ij} \) takes values in \([a_{ij} - \hat{a}_{ij}, a_{ij} + \hat{a}_{ij}]\) for \( i = 1, \ldots, N, j = 1, \ldots, M \). The robust optimization for uncertain \( \tilde{a}_{ij} \) is as

\[
\min_{(x^v_{ik}, x^u_{jk}, y_{ij}) \in \mathcal{Y}} \sum_{i=1}^{N} \sum_{j=1}^{M} a_{ij} y_{ij} + \max_{S : S \subseteq J, |S| \leq \Gamma} \left( \sum_{(i,j) \in S} \hat{a}_{ij} y_{ij} + (\Gamma - |\Gamma|) \hat{a}_{it,jt} y_{it,jt} \right),
\]

where \( J = \{(i,j) : \hat{a}_{ij} > 0\} \) and \( \Gamma \in [0, |J|] \).

As proved in Theorem 4.3, we can obtain the linear formulation as (4–28) for robust bipartite graph partitioning (4–36) similarly as follows:
\[
\begin{align*}
\min & \quad \sum_{i=1}^{N} \sum_{j=1}^{M} a_{ij} y_{ij} + \Gamma p_0 + \sum_{(i,j) \in J} p_{ij} \\
\text{s.t.} & \quad p_0 + p_{ij} - \hat{a}_{ij} y_{ij} \geq 0, \quad (i,j) \in J \\
& \quad p_{ij} \geq 0, \quad (i,j) \in J \\
& \quad p_0 \geq 0,
\end{align*}
\]

(4–37)

We omit other methods and algorithms here since the robust optimization for bipartite graph partitioning is quite similar to graph partitioning problems.

4.2.4 Numerical Experiments

In this section, all algorithms (MIP, BD, DP0) are implemented using CPLEX 11.0 [28] via ILOG Concert Technology 2.5, and all computations are performed on a SUN UltraSpace-III with a 900 MHz processor and 2.0 GB RAM. Computational times are reported in CPU seconds.

All tested graphs are randomly generated. The density \( r \) of a graph is the ratio of the number of edges and the number of possible edges. The uncertain values of \([w_{ij} - \hat{w}_{ij}, w_{ij} + \hat{w}_{ij}]\) are randomly generated. Here we assume \( w_{ij} \in \{0, 1\} \) and \( 0 < \hat{w}_{ij}/w_{ij} < 1 \) if \( w_{ij} > 0 \). In Table 4-4, we assume the cardinality of each subset is in the range \([c_{min}, c_{max}] = [1, N - 1]\). The gap in CPLEX is set to be 0.1. All objective values and computational seconds are presented in Table 4-4. From this table, we can find that the algorithm (DP0) is the most efficient one, and the algorithm (BD) is least efficient. As discussed in Section 4.2.2, the algorithm (BD) needs to compute \( I \) nominal graph partitioning problems at iteration \( I \), while the algorithm (DP0) computes \(|J| + 1\) nominal graph partitioning problems totally. Thus, if the Benders decomposition method cannot converges quickly in small number of iterations, it usually takes longer time than the algorithm (DP0).
Instead of loose cardinalities, we assume the bounds $C_{\min}$, $C_{\max}$ take value around $N/K$. All objective values and computational seconds for different graphs are presented in Table 4-5 with more conservative cardinality constraints. From this table, we can see in the case of same number of vertices, the computational times increase as the density increases. Comparing results in Table 4-4 and Table 4-4, in the same graph, the case with loose cardinality constraints takes shorter time than the one with conservative bounds.

As discussed in Section 4.2.1, the parameter $\Gamma$ is introduced in [8, 9] to adjust the robustness of the proposed method against the level of conservatism of the solution. In Fig. 4-1, for the random generated graph with 20 vertices and density 0.4 with 76 uncertain edges, the relationship between the objective values and the values of $\Gamma$ is presented for obtaining 4 subsets. From this figure, we can see that as the value of $\Gamma$ increases for considering more uncertainties, the objective values are increasing as well. But when $\Gamma$ is large enough, the objective value is a constant. Additionally, the values for the cases of conservative cardinalities are larger than corresponding cases of loose cardinalities.

4.2.5 Discussion

In the Section 4.2, we present three algorithms for the robust graph partitioning problem with interval uncertain weights. We first present the formulation for this problem and then give the equivalent mixed integer linear programming formulation. Two decomposition methods, including Benders decomposition method and decomposition on one variable, can solve the robust graph partitioning problem by solving a series of nominal graph partitioning problems. We compare these algorithms on randomly generated graphs with uncertain weights. In this section, a parameter $\Gamma$, introduced by [8, 9], is chosen to allow some gap between the optimal value of the exact formulation and the robust solutions. Additionally, we study the bipartite graph partitioning problem involving uncertain weights.
Table 4-4. Computational results and seconds for robust graph partitioning (1)

<table>
<thead>
<tr>
<th>Graphs</th>
<th>Uncertainty</th>
<th>Objective Values</th>
<th>CPU Seconds</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>MIP</td>
<td>BD</td>
</tr>
<tr>
<td>N</td>
<td>r</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>0.1</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>0.2</td>
<td>9</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>0.3</td>
<td>13</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>0.4</td>
<td>18</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>22</td>
<td>11</td>
</tr>
<tr>
<td></td>
<td>0.6</td>
<td>27</td>
<td>14</td>
</tr>
<tr>
<td></td>
<td>0.7</td>
<td>30</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td>0.8</td>
<td>35</td>
<td>18</td>
</tr>
<tr>
<td></td>
<td>0.9</td>
<td>40</td>
<td>20</td>
</tr>
<tr>
<td>15</td>
<td>0.1</td>
<td>3</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>0.2</td>
<td>21</td>
<td>11</td>
</tr>
<tr>
<td></td>
<td>0.3</td>
<td>31</td>
<td>16</td>
</tr>
<tr>
<td></td>
<td>0.4</td>
<td>42</td>
<td>21</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>52</td>
<td>26</td>
</tr>
<tr>
<td>20</td>
<td>0.1</td>
<td>3</td>
<td>19</td>
</tr>
<tr>
<td></td>
<td>0.2</td>
<td>37</td>
<td>19</td>
</tr>
<tr>
<td></td>
<td>0.3</td>
<td>57</td>
<td>29</td>
</tr>
<tr>
<td></td>
<td>0.4</td>
<td>76</td>
<td>38</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>95</td>
<td>48</td>
</tr>
<tr>
<td>30</td>
<td>0.1</td>
<td>3</td>
<td>42</td>
</tr>
<tr>
<td></td>
<td>0.2</td>
<td>37</td>
<td>44</td>
</tr>
<tr>
<td></td>
<td>0.3</td>
<td>130</td>
<td>65</td>
</tr>
<tr>
<td>40</td>
<td>0.1</td>
<td>4</td>
<td>42</td>
</tr>
<tr>
<td></td>
<td>0.2</td>
<td>87</td>
<td>44</td>
</tr>
<tr>
<td></td>
<td>0.3</td>
<td>130</td>
<td>65</td>
</tr>
<tr>
<td>50</td>
<td>0.1</td>
<td>3</td>
<td>78</td>
</tr>
<tr>
<td></td>
<td>0.2</td>
<td>155</td>
<td>78</td>
</tr>
<tr>
<td></td>
<td>0.3</td>
<td>233</td>
<td>117</td>
</tr>
<tr>
<td>50</td>
<td>0.1</td>
<td>4</td>
<td>78</td>
</tr>
<tr>
<td></td>
<td>0.2</td>
<td>155</td>
<td>78</td>
</tr>
<tr>
<td></td>
<td>0.3</td>
<td>233</td>
<td>117</td>
</tr>
<tr>
<td>50</td>
<td>0.1</td>
<td>3</td>
<td>122</td>
</tr>
<tr>
<td></td>
<td>0.2</td>
<td>242</td>
<td>121</td>
</tr>
<tr>
<td></td>
<td>0.3</td>
<td>366</td>
<td>183</td>
</tr>
<tr>
<td>50</td>
<td>0.1</td>
<td>4</td>
<td>122</td>
</tr>
<tr>
<td></td>
<td>0.2</td>
<td>242</td>
<td>121</td>
</tr>
<tr>
<td></td>
<td>0.3</td>
<td>366</td>
<td>183</td>
</tr>
<tr>
<td>50</td>
<td>0.1</td>
<td>5</td>
<td>122</td>
</tr>
<tr>
<td></td>
<td>0.2</td>
<td>242</td>
<td>121</td>
</tr>
</tbody>
</table>

Note: In this table, the bounds for cardinalities are chosen as $1, N - 1$, i.e., $C_{min} = 1, C_{max} = N - 1$. 
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Table 4-5. Computational results and seconds for robust graph partitioning (2)

<table>
<thead>
<tr>
<th>Graphs</th>
<th>Uncertainty</th>
<th>Cardinality</th>
<th>Objective Values</th>
<th>CPU Seconds</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>r</td>
<td>K</td>
<td>[J]</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>0.1</td>
<td>3</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>0.2</td>
<td>9</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.3</td>
<td>13</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.4</td>
<td>18</td>
<td>9</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>22</td>
<td>11</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.6</td>
<td>27</td>
<td>14</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.7</td>
<td>30</td>
<td>15</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.8</td>
<td>35</td>
<td>18</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.9</td>
<td>40</td>
<td>20</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>0.1</td>
<td>3</td>
<td>10</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>0.2</td>
<td>21</td>
<td>11</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.3</td>
<td>31</td>
<td>16</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.4</td>
<td>42</td>
<td>21</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>52</td>
<td>26</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>0.1</td>
<td>3</td>
<td>19</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>0.2</td>
<td>37</td>
<td>19</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.3</td>
<td>57</td>
<td>29</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.4</td>
<td>76</td>
<td>38</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>95</td>
<td>48</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>0.1</td>
<td>3</td>
<td>42</td>
<td>21</td>
</tr>
<tr>
<td></td>
<td>0.2</td>
<td>87</td>
<td>44</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.3</td>
<td>130</td>
<td>65</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>0.1</td>
<td>3</td>
<td>19</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>0.2</td>
<td>37</td>
<td>19</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.3</td>
<td>57</td>
<td>29</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.4</td>
<td>76</td>
<td>38</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>95</td>
<td>48</td>
<td></td>
</tr>
</tbody>
</table>

Note: These results are based on same data sets as those in Table 4-4 and same parameters except that $[C_{min}, C_{max}]$. 
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The graph partitioning problem is NP-complete, and the robust graph partitioning problem is also NP-complete as shown in Section 4.2.2. Two decomposition algorithms, which are solving a series of nominal graph partitioning problems, can be used for further research. For example, the approximative semidefinite programming (SDP) method is useful for nominal graph partitioning problem, and we can combine these decomposition methods and the SDP method to solve large robust graph partitioning problems efficiently.

Results of section 4.2 are based on our paper [44].

4.3 Two-Stage Stochastic Graph Partitioning Problem

Let \( G = (V, E) \) be an undirected graph with a set of vertices \( V = \{v_1, v_2, \ldots, v_N\} \) and a set of edges \( E = \{(v_i, v_j) : \text{edge between vertices } v_i \text{ and } v_j, 1 \leq i, j \leq N\} \), where \( N \) is the number of vertices. The weights of the edges are given by a matrix \( W = (w_{ij})_{N \times N} \), where \( w_{ij} (>0) \) denotes the weight of edge \((v_i, v_j)\) and \( w_{ij} = 0 \) if no edge \((v_i, v_j)\) exists between vertices \( v_i \) and \( v_j \). This matrix is symmetric for undirected graphs \( G \). Thus, the
edge set can be expressed by \( E = \{(v_i, v_j) : w_{ij} > 0, 1 \leq i < j \leq N\} \). In the following we also use \((i, j) \in E\) to denote that \((v_i, v_j) \in E\).

Let \( K \) be the number of disjoint subsets that we want to partition \( V \) into, and let \( n_1, \cdots, n_K \) be the cardinalities of subsets of \( V \) and these numbers are assumed to be given before partitioning. Usually, \( K \) is chosen from \( \{2, \cdots, N-1\} \). As shown in [42, 43], the size \( n_k \) for subset \( k \) can be loosely chosen in a range. For equal partitioning, \( n_k \) is chosen as \( N/K \). In this Section 4.3, we assume \( K \) is given and set \( n_k \) around the value \( N/K \).

Let \( x_{ik} \) be the indicator that vertex \( v_i \) belongs to the \( k \)th subset if \( x_{ik} = 1 \) or not if \( x_{ik} = 0 \), and \( y_{ij} \) be the indicator that the edge \((v_i, v_j)\) with vertices \( v_i, v_j \) are in different subsets if \( y_{ij} = 1 \) and \( v_i, v_j \) in the same subset if \( y_{ij} = 0 \). Thus, the objective function of graph partitioning to minimize the sum of weights of the edges between the disjoint subsets can be expressed as \( \min \sum_{(i,j) \in E} w_{ij} y_{ij} \). The relation between \( x_{ik} \) and \( y_{ij} \) can be expressed as \( y_{ij} = 1 - \sum_{k=1}^{K} x_{ik} x_{jk} \) (similar to (4-13)).

Therefore, the graph partitioning under weight matrix \( W \) and given sizes \( n_1, \cdots, n_K \) of subsets can be expressed as

\[
\begin{align*}
\text{min} & \quad \sum_{(i,j) \in E} w_{ij} y_{ij}, \\
\text{s.t.} & \quad \sum_{k=1}^{K} x_{ik} = 1, \sum_{i=1}^{N} x_{ik} = n_k, \\
& \quad y_{ij} = 1 - \sum_{k=1}^{K} x_{ik} x_{jk}, \\
& \quad x_{ik} \in \{0, 1\}, y_{ij} \in \{0, 1\}, \\
& \quad i \in V, (i,j) \in E, k = 1, \cdots, K.
\end{align*}
\] (4–38)

Since no uncertainty is considered in this model, we usually call this nominal graph partitioning problem. As stated in Section 2.2, many mathematical programming methods, including linear programming, quadratic programming, and semidefinite programming,
are used for this problem. As discussed in [44] and Section 4.2, the weights of edges in graph \( G = (V, E) \) are always uncertain. In mathematical programming, two methods are always used to deal with such uncertainty. The robust optimization models for graph partitioning, is to find out a best partitioning of vertex set \( V \) among all uncertain weights of edges in the worst case. In this section, we will introduce the two-stage stochastic graph partitioning problem with finite explicit scenarios to deal with the uncertainty.

The set of cut edges or the cut set includes all edges with ends in different subsets after partitioning. The two-stage stochastic graph partitioning problem (TSGP) consists of finding a best partition of vertex set in two stages: taking some edges into the set of cut edges in the first stage with certain weights for edges in matrix \( W \); assuming that there are totally \( S \) scenarios with weight matrix \( C^s = (c^s_{ij})_{N \times N} \) in scenario \( s \) of probability \( p_s \), and the second stage in scenario \( s \) is to choose some edges into the set of cut edges for satisfying the requirements of partitioning. The objective is to minimize the total expected weight of edges in the set of cut over all scenarios. Under these requirements and descriptions, we formulate the two-stage stochastic graph partitioning problem as a stochastic mixed integer program (SMIP) [12].

Similarly, many combinatorial optimization problems have been extended to two-stage stochastic forms recently. The two-stage maximum matching problem is studied in [79] by an approximation algorithm, the minimum spanning tree problem is extended to two-stage forms in [49], and etc.

In Section 4.3, we assume the distribution of weights has finite explicit scenarios. The rest of Section 4.3 is organized as follows: Section 4.3.1 presents the model for the two-stage stochastic graph partitioning problem; In Section 4.3.2, we present equivalent integer linear formulations; In Section 4.3.3, we present numerical experiments on randomly generated graphs with different numbers of scenarios; Section 4.3.4 concludes Section 4.3.
4.3.1 The Model of the Two-Stage Stochastic Graph Partitioning Problem

The two-stage stochastic graph partitioning problem can be formally stated as follows: Given a graph \( G = (V, E) \) with the first-stage edge weight matrix \( W \) and second-stage edge weight matrix \( C^s = (c^s_{ij})_{N \times N} \) for \( s = 1, \cdots, S \), and the probability \( p_s \) for scenario \( s \), where \( S \) is the number of scenarios. The edge set \( E \) now is defined as
\[
E = \{ (v_i, v_j) : w_{ij} > 0 \text{ or } c^s_{ij} > 0 \text{ for some } s, j > i \},
\]
which means if \( w_{ij} > 0 \) or one of \( c^s_{ij} > 0 \), the edge \((v_i, v_j)\) exists. That is, for edge \((i, j) \in E\), the first-stage weight is \( w_{ij} \) and the second stage weight is \( c^s_{ij} \) in scenario \( s \) with probability \( p_s \). In addition, we are also given the number \( K \) of subsets that we want to partition \( V \) into and the cardinalities \( n_1, \cdots, n_K \) of all subsets.

**Remark 7.** The weight matrix \( C^s \) for scenario \( s \) has the same prefigurements as \( W \): no loops in the graph, i.e., \( c^s_{ii} = 0 \) for \( i = 1, \cdots, N \); symmetrically, i.e., \( c^s_{ij} = c^s_{ji} \) for \( i, j = 1, \cdots, N \); nonnegativity, i.e., \( c^s_{ij} \geq 0 \) for \( i, j = 1, \cdots, N \).

**Remark 8.** The probability \( p_s \) for \( s = 1, \cdots, S \) and weight matrices \( C^s \)'s are defined on a probability space \((\Omega, \mathcal{C}, \mathcal{P})\), where \( \Omega \) is the sample space and can be chosen as nonnegative real space \( \mathbb{R}_{+}^{N \times N} \), \( \mathcal{C} \) is the set of subsets in \( \Omega \), and \( \mathcal{P} \) is the probability measure. In this problem, we assume finite explicit scenarios.

The two-stage stochastic graph partitioning problem (TSGP) is to find a set of cut edges \( E^C \) with the minimum sum of weights so that the subsets satisfy the requirements at each scenario. Assume that \( E^0 \) is the set of cut edges chosen in the first-stage, and \( E^s \) is the chosen set of cut edges in the second-stage with respect to scenario \( s \) for \( s = 1, \cdots, S \), the sets have the relations \( E^0 \cup E^s \) is the set that can completely separate the vertices into \( K \) subsets with the requirement of cardinalities, and \( E^0 \cap E^s = \emptyset \). In addition, the cuts \( E^0, E^1, \cdots, E^S \) should have the minimum expected sum of weights
\[
\sum_{(v_i, v_j) \in E^0} w_{ij} + \sum_{s=1}^{S} p_s \sum_{(v_i, v_j) \in E^s} c^s_{ij}.
\]
For example, in Fig. 4-2, the weights for edge \((v_i, v_j) \in E\) at first stage \((w_{ij})\) and second stage \((c^s_{ij})\) for two scenarios \((p_1 = 0.6, p_2 = 0.4)\) are shown. The problem is to find 3 subsets with cardinalities as \(n_1 = 3, n_2 = 4, n_3 = 5\). By the STGP model, two edges \((2, 4), (7, 12)\) are selected into the cut set at the first stage, while at the second stage, edges \((3, 7), (3, 11), (6, 8)\) are selected in the first scenario \(s = 1\) and edges \((4, 7), (5, 7), (6, 7), (8, 9), (8, 11), (8, 12), (10, 11), (11, 12)\) are selected in the second scenario \(s = 2\). Three subsets obtained for scenario \(s = 1\) are \{1, 2, 3\}, \{4, 5, 6, 7\}, \{8, 9, 10, 11, 12\}, while three subsets for scenario \(s = 2\) are \{9, 10, 12\}, \{4, 5, 6, 8\}, \{1, 2, 3, 7, 11\}.

Figure 4-2. An example for two-stage stochastic graph partitioning problem

Assume that \(y_{ij} = 1\) denotes that \((i, j)\) is chosen to \(E^0\) and otherwise \(y_{ij} = 0\), and \(z^s_{ij} = 1\) denotes edge \((i, j)\) is chosen to \(E^s\) in scenario \(s\) and otherwise \(z^s_{ij} = 0\). Let \(x^s_{ik} = 1\) denote that the \(i\)th vertex belongs to the \(k\)th subset and otherwise \(x^s_{ik} = 0\). By these decision variables, the two-stage stochastic graph partitioning problem can be
formulated as the following two-stage program:

\[
[TSGP] : \min \sum_{(i,j) \in E} w_{ij} y_{ij} + \sum_{s=1}^{S} p_s f(y, s) \tag{4–39}
\]

\[
s.t. \quad y_{ij} \in \{0, 1\}, \quad i \in V, (i,j) \in E. \tag{4–40}
\]

where for \( s = 1, \ldots, S, \)

\[
f(y, s) = \min_{x,z} \sum_{(i,j) \in E} c_{ij}^s z_{ij}^s \tag{4–41}
\]

\[
s.t. \quad \sum_{k=1}^{K} x_{ik}^s = 1, \quad \sum_{i=1}^{N} x_{ik}^s = n_k \tag{4–42}
\]

\[
y_{ij} + z_{ij}^s = 1 - \sum_{k=1}^{K} x_{ik}^s x_{jk}^s, \tag{4–43}
\]

\[
x_{ik}^s, z_{ij}^s \in \{0, 1\}, \quad i \in V, (i,j) \in E, k = 1, \ldots, K. \tag{4–44}
\]

Next, we first prove this formulation is the correct formulation for two-stage stochastic graph partitioning problem, and then discuss the relaxations of the variables \( y_{ij} \)'s and \( z_{ij}^s \)'s.

**Theorem 4.6.** The formulation (4–39)-(4–44) is the correct model for the two-stage stochastic graph partitioning problem.

**Proof.** From the objective function in (4–39), the decision variables \( y_{ij} \) and \( z_{ij}^s \) decide whether the edge \((v_i, v_j)\) is included in the set of cut edges for scenario \( s \) with respect to the first stage weight \( w_{ij} \) and second stage weight \( c_{ij}^s \), respectively. The constraints \( x_{ik}^s \in \{0, 1\} \) and the constraints (4–42) can guarantee that each vertex belongs to exact one subset and the \( k \)th subset has the cardinality \( n_k \) in the second stage of scenario \( s \).
Thus, the set of cut edges in the first stage is $E^0 = \{(v_i, v_j) \in E : y_{ij} = 1\}$ and the set of cut edges in the second stage of scenario $s$ is $E^s = \{(v_i, v_j) \in E : z_{ij}^s = 1\}$. We have to prove that $E^0 \cup E^s$ is the set of cut edges and $E^0 \cap E^s = \emptyset$ for any $s = 1, \cdots, S$.

If both vertex $v_i$ and $v_j$ belong to subset $k$ in scenario $s$, i.e., $x_{ik}^s = x_{jk}^s = 1$ and $x_{ik'}^s = x_{jk'}^s = 0$ for $k' \neq k$, from the constraint (4–43), we have $y_{ij} + z_{ij}^s = 0$. Thus, $y_{ij} = z_{ij}^s = 0$ since both of them are binary. The edge $(v_i, v_j)$ is not in the set of cut edges.

If the vertex $v_i$ belongs to subset $k_1$ and $v_j$ belongs to subset $k_2$ of scenario $s$, i.e., $x_{i,k_1}^s = 1, x_{ik}^s = 0$ for all $k \neq k_1$ and $x_{j,k_2}^s = 1, x_{jk}^s = 0$ for all $k' \neq k_2$ where $k_1 \neq k_2$, thus we have $y_{ij} + z_{ij}^s = 1$ from the constraint (4–43). Thus, since both $y_{ij}, z_{ij}^s \in \{0, 1\}$, either $y_{ij} = 1$, which means edge $(v_i, v_j)$ is chosen in cut edges in the first stage, or $z_{ij}^s = 1$, which means $(v_i, v_j)$ is chosen in the cut edges in the second stage of scenario $s$. Considering all edges, we have proved that $E^0 \cup E^s$ is the set of cut edges and $E^0 \cap E^s = \emptyset$ for any $s = 1, \cdots, S$.

The objective function is to minimize first stage weight and the expected sum weight of all scenarios $s = 1, \cdots, S$ for edges within the cut. Therefore, we have checked the objective and all constraints, and the program (4–39)-(4–44) correctly formulates the two-stage stochastic graph partitioning problem.

\[ \text{Corollary 4.1.} \quad \text{For edge} \; (v_i, v_j) \in E, \; \text{if} \; w_{ij} > \sum_{s=1}^{S} p_s c_{ij}^s, \; \text{we have} \; y_{ij} = 0. \]

\[ \text{Proof.} \quad \text{By contradiction, if} \; y_{ij} = 1, \; \text{which means that edge} \; (v_i, v_j) \; \text{is chosen into the cut set in the first stage, and the objective with respect to this edge is} \; w_{ij}. \; \text{However, by choosing} \; c_{ij}^s = 1 \; \text{for all} \; s, \; \text{the corresponding objective is} \; \sum_{s=1}^{S} p_s c_{ij}^s, \; \text{which is less than} \; w_{ij}, \; \text{a contradiction to minimizing the objective.} \]

However, for the case $w_{ij} = \sum_{s=1}^{S} p_s c_{ij}^s$ for edge $(v_i, v_j) \in E$, if this edge is chosen into the cut set, either $y_{ij} = 0, c_{ij}^s = 1(\forall s)$ or $y_{ij} = 1, c_{ij}^s = 0(\forall s)$ are optimal solutions; if
this edge is not chosen into the cut set, \( y_{ij} = 0 \). In order to reduce computation time, we make the following assumption without loss of any optimality:

**Assumption A** For edge \((v_i, v_j) \in E\), if \( w_{ij} = \sum_{s=1}^{S} p_s c_{ij}^s \), assume \( y_{ij} = 0 \).

### 4.3.2 Equivalent Integer Linear Programming Formulations

In the constraint \((4–43)\), there is a nonlinear term \( x_{ik}^s x_{jk}^s \), which always leads to high computational complexity. In this section, we present an approach to linearize this term. Additionally, we prove that some binary variables in the formulation for TSGP can be relaxed to continuous ones.

**Lemma 4.1.** By Corollary 4.1 and under Assumption A, the decision variables \( y_{ij}, z_{ij}^s \) in the two-stage stochastic graph partitioning problem \((4–39)-(4–44)\) can be relaxed to be continuous ones such that \( 0 \leq y_{ij} \leq 1, z_{ij}^s \geq 0 \).

**Proof.** In the part \( E^0, E^s \) of the proof for Theorem 4.6, in the case of vertices \( v_i, v_j \) in the same subset in scenario \( s \), i.e., \( y_{ij} + z_{ij}^s = 0 \), we have \( y_{ij} = z_{ij} = 0 \) if \( y_{ij}, z_{ij}^s \geq 0 \).

In the case of vertices \( v_i, v_j \) in different subsets in scenario \( s \), i.e., \( y_{ij} + z_{ij}^s = 1 \), we discuss in the following three cases:

(a) \( w_{ij} > \sum_{s=1}^{S} p_s c_{ij}^s \). By Corollary 4.1, \( y_{ij} = 0 \) and then \( z_{ij}^s = 1 \).

(b) \( w_{ij} = \sum_{s=1}^{S} p_s c_{ij}^s \). By Assumption A, \( y_{ij} = 0 \) and then \( z_{ij}^s = 1 \).

(c) \( w_{ij} < \sum_{s=1}^{S} p_s c_{ij}^s \). We have \( z_{ij}^s = 1 - y_{ij} \). The part in the objective function \((4–39)\) with respect to edge \((v_i, v_j)\) is

\[
\min(w_{ij} y_{ij} + \sum_{s=1}^{S} p_s c_{ij}^s z_{ij}^s) = \min(w_{ij} y_{ij} + \sum_{s=1}^{S} p_s c_{ij}^s (1 - y_{ij}))
\]

\[= \min(w_{ij} - \sum_{s=1}^{S} p_s c_{ij}^s) y_{ij} + \sum_{s=1}^{S} p_s c_{ij}^s.\]

If \( y_{ij} \in \{0, 1\} \), the minimum for this problem is obtained when \( y_{ij} = 1 \) and \( z_{ij}^s = 0 \) since \( w_{ij} - \sum_{s=1}^{S} p_s c_{ij}^s < 0 \). If \( y_{ij} \) is relaxed to \( y_{ij} \leq 1 \), the above problem is also optimized at \( y_{ij} = 1 \) and \( z_{ij}^s = 0 \).

Summarizing all cases above, we can obtain that under Assumption A, the decision variables \( y_{ij}, z_{ij}^s \in \{0, 1\} \) in TSGP can be relaxed by \( 0 \leq y_{ij} \leq 1, z_{ij}^s \geq 0 \). \( \square \)
For the nonlinear term $x_{ik}^s x_{jk}^s$, by introducing $u_{ijk}^s = x_{ik}^s x_{jk}^s$, we can have following linearization methods.

**Lemma 4.2.** The constraint (4–43) for edge $(v_i, v_j) \in E$ in scenario $s$ is equivalent to following linear constraints:

\[
\begin{align*}
  y_{ij}^s + z_{ij}^s &= 1 - \sum_{k=1}^{K} u_{ijk}^s \\
  u_{ijk}^s &\leq x_{ik}^s \\
  u_{ijk}^s &\leq x_{jk}^s \\
  u_{ijk}^s &\geq x_{ik}^s + x_{jk}^s - 1 \\
  u_{ijk}^s &\geq 0
\end{align*}
\] (4–45)

By Lemma 4.1 and Lemma 4.2, we have the following theorem, which presents the equivalent integer linear programming formulation for TSGP.

**Theorem 4.7.** The formulation in (4–39)-(4–44) for TSGP under Assumption A is equivalent to the following integer linear program in extensive form:

\[
\begin{align*}
  \min & \quad \sum_{(i,j) \in E} w_{ij} y_{ij} + \sum_{s=1}^{S} \rho_s \sum_{(i,j) \in E} c_{ij}^s z_{ij}^s \\
  \text{s.t.} & \quad (4–42), (4–45) \\
  & \quad x_{ik}^s \in \{0, 1\}, 0 \leq y_{ij} \leq 1, z_{ij}^s \geq 0 \\
  & \quad i \in V, (i, j) \in E, k = 1, \ldots, K, s = 1, \ldots, S
\end{align*}
\]

For some specific case, we can have more simplified formulation for TSGP as shown in the following corollary.
Corollary 4.2. If \(w_{ij} > 0\) and \(c^s_{ij} > 0\) hold for all edge \((v_i, v_j) \in E\) for all scenarios, the formulation in (4–39)-(4–44) for TSGP is equivalent to:

\[
\min \sum_{(i,j) \in E} w_{ij} y_{ij} + \sum_{s=1}^{S} \rho_s \sum_{(i,j) \in E} c^s_{ij} z^s_{ij} \\
\text{s.t.} \sum_{k=1}^{K} x^s_{ik} = 1, \sum_{i=1}^{N} x^s_{ik} = n_k \\
- (y_{ij} + z^s_{ij}) - x^s_{ik} + x^s_{jk} \leq 0 \\
- (y_{ij} + z^s_{ij}) + x^s_{ik} - x^s_{jk} \leq 0 \\
x^s_{ik} \in \{0, 1\}, 0 \leq y_{ij} \leq 1, z^s_{ij} \geq 0 \\
i \in V, (i, j) \in E, k = 1, \ldots, K, s = 1, \ldots, S
\]

\[\text{(4–46)}\]

\[\text{(4–47)}\]

\[\text{(4–48)}\]

\[\text{(4–49)}\]

\[\text{(4–50)}\]

Proof. For edge \((v_i, v_j) \in E\) such that \(w_{ij} > 0\) and \(c^s_{ij} > 0\) in scenario \(s\), different from Lemma 4.1, if vertices \(v_i, v_j\) are in the same subset, i.e., \(x^s_{ik'} = x^s_{jk'} = 1\) and \(x^s_{ik} = x^s_{jk} = 0\) for all \(k \neq k'\), we have \(y_{ij} + z^s_{ij} \geq 0\) with considering all \(k's\) in (4–48) and (4–49); Similarly, if vertices \(v_i, v_j\) are different subsets, we have \(y_{ij} + z^s_{ij} \geq 1\) from (4–48) and (4–49). As mentioned in Lemma 4.1, the objective function (4–46) with respect to edge \((v_i, v_j)\) is

\[\min(w_{ij} y_{ij} + \sum_{s=1}^{S} \rho_s c^s_{ij} z^s_{ij})\]

For the case \(y_{ij} + z^s_{ij} \geq 0\), we want to prove that \(y_{ij} = 0\) and \(z^s_{ij} = 0\) by the formulation (4–46)-(4–50). we have three subcases:

(a) \(w_{ij} > \sum_{s=1}^{S} \rho_s c^s_{ij}\). By Corollary 4.1, \(y_{ij} = 0\) and then \(z^s_{ij} \geq 0\). Now, \(\min(w_{ij} y_{ij} + \sum_{s=1}^{S} \rho_s c^s_{ij} z^s_{ij}) = \min \sum_{s=1}^{S} \rho_s c^s_{ij} z^s_{ij}\) should obtain the optimal value at \(z^s_{ij} = 0\) since all \(c^s_{ij} > 0\).

(b) \(w_{ij} = \sum_{s=1}^{S} \rho_s c^s_{ij}\). By Assumption A, \(y_{ij} = 0\) and then \(z^s_{ij} \geq 0\). This can be proved similarly to above case.

(c) \(w_{ij} < \sum_{s=1}^{S} \rho_s c^s_{ij}\). We have \(y_{ij} + z^s_{ij} \geq 0\). \(\min(w_{ij} y_{ij} + \sum_{s=1}^{S} \rho_s c^s_{ij} z^s_{ij})\) should obtain the optimal value at \(y_{ij} = 0, z^s_{ij} = 0\) since \(w_{ij} > 0\) and \(c^s_{ij} > 0\) for all \(s\).

For all subcases, we have \(y_{ij} = 0, z^s_{ij} = 0\) when \(y_{ij} + z^s_{ij} = 0\), which is the same as the case \(y_{ij} + z^s_{ij} = 0\) in Lemma 4.1.
For the case \( y_{ij} + z^s_{ij} \geq 1 \), we also discuss three subcases:

(d) \( w_{ij} > \sum_{s=1}^{S} p_s c^s_{ij} \). By Corollary 4.1, \( y_{ij} = 0 \) and then \( z^s_{ij} \geq 1 \). Now, \( \min(w_{ij} y_{ij} + \sum_{s=1}^{S} p_s c^s_{ij} z^s_{ij}) = \min \sum_{s=1}^{S} p_s c^s_{ij} z^s_{ij} \) should obtain the optimal value at \( z^s_{ij} = 1 \) since all \( c^s_{ij} > 0 \).

(e) \( w_{ij} = \sum_{s=1}^{S} p_s c^s_{ij} \). By Assumption A, \( y_{ij} = 0 \) and then \( z^s_{ij} \geq 1 \). This can be proved similarly to above case.

(f) \( w_{ij} < \sum_{s=1}^{S} p_s c^s_{ij} \). We have \( y_{ij} + z^s_{ij} \geq 1 \). If \( y_{ij} = 0 \), \( \min(w_{ij} y_{ij} + \sum_{s=1}^{S} p_s c^s_{ij} z^s_{ij}) \) should obtain the optimal value \( \sum_{s=1}^{S} p_s c^s_{ij} \) at \( z^s_{ij} = 1 \) for all \( s \) since \( z^s_{ij} \geq 1 \) and \( c^s_{ij} > 0 \) for all \( s \); if \( y_{ij} = 1 \), the objective for edge \((v_i, v_j)\) obtain the optimal value \( w_{ij} \) at \( z^s_{ij} = 0 \) for all \( s \) since \( z^s_{ij} \geq 0 \) and \( c^s_{ij} > 0 \) for all \( s \); if \( 0 < y_{ij} < 1 \), assume the optima for \( \min(w_{ij} y_{ij} + \sum_{s=1}^{S} p_s c^s_{ij} z^s_{ij}) \) is obtained at \( y_{ij} = a (0 < a < 1) \), and thus \( z^s_{ij} \geq 1 - a \). Then

\[
\min(w_{ij} y_{ij} + \sum_{s=1}^{S} p_s c^s_{ij} z^s_{ij}) = a w_{ij} + \min \sum_{s=1}^{S} p_s c^s_{ij} z^s_{ij}
\]

with constraints \( z^s_{ij} \geq 1 - a \) obtains its optimal value \( a w_{ij} + (1 - a) p_s c^s_{ij} \) at \( z^s_{ij} = 1 - a \) for all \( s \). Comparing the objective values \( \sum_{s=1}^{S} p_s c^s_{ij}, a w_{ij} + (1 - a) p_s c^s_{ij}, w_{ij} \) at \( y_{ij} = 0, a, 1 \), respectively, we have

\[
\sum_{s=1}^{S} p_s c^s_{ij} > a w_{ij} + (1 - a) p_s c^s_{ij} > w_{ij}
\]

for any \( 0 < a < 1 \), by considering \( w_{ij} < \sum_{s=1}^{S} p_s c^s_{ij} \). Therefore, under this subcase, the optimal value is obtained at \( y_{ij} = 1 \) and \( z^s_{ij} = 0 \) for all \( s \).

The solutions for the case \( y_{ij} + z^s_{ij} \geq 1 \) under certain situations are the same as those in Lemma 4.1 when \( y_{ij} + z^s_{ij} = 1 \).

\[\square\]

In Corollary 4.2, we require that for any edge \((v_i, v_j) \in E. w_{ij} > 0 \) and \( c^s_{ij} > 0 \) for all \( s \). For example, in case (d), if \( c^s_{ij} = 0 \), the term \( c^s_{ij} z^s_{ij} \) with \( z_i \geq 1 \) can obtain the minimum value 0 at any value of nonnegative \( z^s_{ij} \); in case (c), \( w_{ij} = 0 \) will influence any nonnegative choice of \( y_{ij} \).

Comparing formulations in Theorem 4.7 and Corollary 4.2, we can see that the formulation in Corollary 4.2 reduces a lot of constraints and variables, and it can be
solved more efficiently. Our method for solving TSGP is using CPLEX [28] to solve the binary linear programs in extensive form in Theorem 4.7 and Corollary 4.2.

4.3.3 Numerical Experiments

In this section, we implement all binary linear programs in Theorem 4.7 and Corollary 4.2 using CPLEX 11.0 via ILOG Concert Technology 2.5. All computations are performed on a SUN UltraSpace-III with a 900 MHz processor and 2.0 GB RAM. Computational times are reported in CPU seconds.

To test our algorithms, we generate random graphs with different number of nodes, edges and scenarios. The number of edges is determined by the density $r$ of a graph, which is the ratio of the number of edges and the number of possible edges. All generated weights satisfy $w_{ij}, c^s_{ij} \in [2, 3]$ for $(v_i, v_j) \in E$. The number $N(N - 1)r/2$ of decision variables $y_{ij}$s is related to the number of edges, which is related to $N, r$; the number $N(N - 1)rS/2$ of $z^s_{ij}$s is determined by $N, r, s$; and the number $N \cdot K \cdot S$ of $x^s_{ik}$s is determined $N, S, K$. In Theorem 4.7, the variables $u^s_{ijk}$s are introduced, and the number of $u^s_{ijk}$s is $N(N - 1)rKS/2$.

In Table 4-6, the objective values obtained by solving formulations in Theorem 4.7 and Corollary 4.2 are the same while the gap in CPLEX is setting to 0.01.

From Table 4-6, we can see all computational seconds by the formulation in Corollary 4.2 are less than or equal to seconds by the formulation in Theorem 4.7 under the same test cases. As discussed in Section 4.3.2, the formulation in Theorem 4.7 introduces the variables $u^s_{ijk}$s and this influences the computational complexity. For the graph with $N = 10$ vertices and $S = 2$ scenarios, when the density $r$ is increasing, the computational seconds are increasing as well; for the graph $N = 10, S = 2$ and the same density $r$, when the number $K$ of subsets increases, the computational seconds increase as well for both formulations. Similarly, when the number $S$ of scenarios and the number $N$ of vertices are increasing, computational seconds increase as well.
4.3.4 Discussion

In this section, we present the two-stage stochastic graph partitioning problem by the stochastic programming approach. This problem is formulated as a nonlinear stochastic mixed integer program, and we also present a linear programming (SMIP) approach for solving this problem by CPLEX. For some cases with specific requirements, we present a more simplified linearization method, which can solve the problem more efficiently. The SMIP problem is very hard to solve, and for further research, more efficient algorithms, such as methods based on Benders decomposition [6], should be designed for solving large-scale two-stage stochastic graph partitioning problems. Results of Section 4.3 are based on our paper [45].
Table 4-6. Computational results and seconds for two-stage stochastic graph partitioning

<table>
<thead>
<tr>
<th>$N$</th>
<th>$r$</th>
<th>$S$</th>
<th>$p_1 + \cdots + p_5$</th>
<th>$n_1 + \cdots + n_K$</th>
<th>Objective Value</th>
<th>CPU Seconds</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>0.1</td>
<td>2</td>
<td>0.6+0.4</td>
<td>5+5</td>
<td>0.00</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.03</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>0.4</td>
<td></td>
<td></td>
<td></td>
<td>13.49</td>
<td>0.10</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.06</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>0.7</td>
<td></td>
<td></td>
<td></td>
<td>31.61</td>
<td>0.50</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.33</td>
<td>0.03</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td>57.91</td>
<td>17.30</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>15.84</td>
<td>15.84</td>
</tr>
<tr>
<td>0.4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>19.72</td>
<td>3.20</td>
</tr>
<tr>
<td>0.7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>43.94</td>
<td>23.04</td>
</tr>
<tr>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>76.77</td>
<td>2295.31</td>
</tr>
<tr>
<td>15</td>
<td>0.1</td>
<td>2</td>
<td>0.6+0.4</td>
<td>3+3+4</td>
<td>2.11</td>
<td>0.04</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.03</td>
<td>0.04</td>
</tr>
<tr>
<td></td>
<td>0.4</td>
<td></td>
<td></td>
<td></td>
<td>19.72</td>
<td>3.20</td>
</tr>
<tr>
<td></td>
<td>0.7</td>
<td></td>
<td></td>
<td></td>
<td>43.94</td>
<td>23.04</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td>76.77</td>
<td>2295.31</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>15.84</td>
<td>15.84</td>
</tr>
<tr>
<td>0.4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>19.72</td>
<td>3.20</td>
</tr>
<tr>
<td>0.7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>43.94</td>
<td>23.04</td>
</tr>
<tr>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>76.77</td>
<td>2295.31</td>
</tr>
<tr>
<td>10</td>
<td>0.1</td>
<td>4</td>
<td>0.1+0.2+0.3+0.4</td>
<td>4+3+3</td>
<td>0.00</td>
<td>0.03</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.03</td>
<td>0.03</td>
</tr>
<tr>
<td></td>
<td>0.4</td>
<td></td>
<td></td>
<td></td>
<td>20.80</td>
<td>90.62</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>64.15</td>
<td>64.15</td>
</tr>
<tr>
<td></td>
<td>0.4</td>
<td></td>
<td></td>
<td></td>
<td>20.80</td>
<td>90.62</td>
</tr>
<tr>
<td></td>
<td>0.7</td>
<td></td>
<td></td>
<td></td>
<td>52.08</td>
<td>170.38</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>120.70</td>
<td>120.70</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td>86.14</td>
<td>5088.86</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>3583.21</td>
<td>3583.21</td>
</tr>
<tr>
<td>15</td>
<td>0.1</td>
<td>2</td>
<td>0.6+0.4</td>
<td>5+5+5</td>
<td>4.58</td>
<td>0.09</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.08</td>
<td>0.08</td>
</tr>
<tr>
<td></td>
<td>0.4</td>
<td></td>
<td></td>
<td></td>
<td>43.42</td>
<td>42.33</td>
</tr>
<tr>
<td></td>
<td>0.7</td>
<td></td>
<td></td>
<td></td>
<td>43.42</td>
<td>42.33</td>
</tr>
<tr>
<td>20</td>
<td>0.1</td>
<td>2</td>
<td>0.6+0.4</td>
<td>7+7+6</td>
<td>6.52</td>
<td>0.85</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.42</td>
<td>0.42</td>
</tr>
<tr>
<td></td>
<td>0.4</td>
<td></td>
<td></td>
<td></td>
<td>85.22</td>
<td>4354.52</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2519.88</td>
<td>2519.88</td>
</tr>
<tr>
<td>25</td>
<td>0.1</td>
<td>2</td>
<td>0.6+0.4</td>
<td>8+8+9</td>
<td>13.95</td>
<td>7.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1.23</td>
<td>1.23</td>
</tr>
<tr>
<td>30</td>
<td>0.1</td>
<td>2</td>
<td>0.6+0.4</td>
<td>10+10+10</td>
<td>22.33</td>
<td>11.23</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1.44</td>
<td>1.44</td>
</tr>
</tbody>
</table>
CHAPTER 5
APPLICATIONS IN POWER SYSTEMS FOR ISLANDING

A power grid island is a self-sufficient subnetwork in a large-scale power system. In weakly connected islands, limited inter-island power flows are allowed. Intentional islanding detection is helpful for the analysis of distributed generation systems connected to a power grid, and also valuable for power system reliability in extreme emergency states. In this chapter, we use graph partitioning methods to form islands in a power grid and formulate these problems as mixed integer programs. Our models are based the optimal power flow model to minimize the load shedding cost. With these mathematical programming models, optimal formation of islands can be obtained and the different approaches can be compared. Through experiment on the IEEE-30-Bus system, computational results are analyzed and compared to provide insight for power grid intentional islanding.

This chapter is organized as follows: Section 5.1 introduces some backgrounds about power grid islanding and some other applications of clustering and graph partitioning in power systems. In Section 5.2, optimal power flow models are reviewed for both AC and DC cases. In Section 5.3, we construct a power grid islanding model based on the DC-OPF, and discuss its variations with minimum island size and inter-island flows. In Section 5.4, our proposed models are applied to the IEEE-30-Bus System Test Case and the results are analyzed and compared for the different models. Section 5.5 summarizes our results.

5.1 Introduction

Recent reports of large scale blackouts in North America, Europe and other countries show that power systems may be subject to outages because of vulnerable operating conditions, such as system limits, weak connections, unexpected events, hidden failures, and human errors. In some other areas, such as many African, South Asian and Latin American countries, the rolling blackout, or load shedding is
a staple of daily life. Besides reasons of insufficient generation capacity and inadequate transmission infrastructure for delivering sufficient power, security and stability issues are vital issues of modern power systems [65]. To improve the reliability of power systems by solving security and stability problems, the method of splitting a large power network into subsystems can present a way by which the remaining systems can operate properly in an acceptable condition, when problems affect some other part of the system. This provides a way to prevent large-scale blackouts. Power grid islanding is one approach of splitting the power network into self-sufficient islands for emergency controls.

On the other hand, with the development of technologies for solar and wind energy resources, more and more distributed generators are added to the centralized generation system. Because of uncertain issues in solar or wind energy, the reliability of a power system becomes even more important than ever, especially in case of failures. Current methods for protecting the decentralized generation power system is “either to disconnect all distributed generators once a fault occurs or to implement an islanding detection algorithm” ([140]) that detects an islanding situation and initiates disconnection of distributed generators [107].

Therefore, power grid intentional islanding is one promised method to improve the power system reliability for its more flexible control property. The new IEEE Standard 1547-2003 [66] provides general guidelines for design and operation of intentional islands in case of power outages.

There are several approaches to form islands in a power grid. In [85], Liu and Liu presented a review of the main aspects for power system islanding, and they outlined islanding schemes according to graph partitioning, minimal cutset enumeration and generator grouping. Since the topology of the power grid can be denoted by a graph including vertices (buses) connected by edges (transmission lines), graph partitioning is a directly used method to partition the vertex sets into several subsets.
Minimal cutsets are used in partitioning a network into smaller subnetworks [111, 128]. The self-healing strategy [138] can deal with catastrophic events when a power system is approaching an extreme emergency condition by dividing it into small islands with consideration of quick restoration. In [134, 137, 139], the power grid islanding methods are based on slow coherency, which has the capacity to determine sets of generator groups among weak connections. Recent work in controlled islanding used the decision tree method [112] and Pareto optimization [126]. Some other partitioning methods based on matrices were used to partition the power grid, for example, spectral method on power flow Jacobian matrix [123], and spectral and $k$-means methods on real power flow matrix [99].

Load shedding is always taken to reduce the imbalance of generation and load demand after islanding [36, 85, 138, 140]. In order to be self-sufficient, each island should be balanced. After islanding, islands may have either excess of generation or of load. Excess generation can be controlled by adjusting the output of generators, while some load should be curtailed as load shedding.

Most of the above approaches can only form two islands in a large network, although the procedures can be repeated to form an even number of islands. In [11, 83], approaches for simultaneously obtaining more than two islands are proposed by using graph partitioning. As stated above, islanding a power grid is similar to the graph partitioning problem which is a classic problem in combinatorial optimization and can form multiple partitions in general.

Some optimization approaches ([111, 123, 126, 128]) to power grid islanding relied on heuristic and approximation methods. Without an explicit mathematical programming formulation, the effectiveness of islanding can only be analyzed with approximation ratios or empirically. Although some optimization methods are used for islanding [111, 140] by mathematical programming, they just obtained two islands. Methods in [140] lacked of connectivity constraints, which are crucial for the reliability of islands, and
because of the nonlinear property, they can only work on small cases. Models in [111] were more of graph partitioning and did not consider the load shedding.

In this chapter, we use the Direct Current Optimal Power Flow (DC-OPF) model and graph partitioning approaches to formally formulate power grid islanding problems as mixed integer programs (MIPs). Our model can form multiple islands simultaneously and can be used to form weakly connected islands among which inter-island flows are allowed. We adapte the set of measures of inter-island flows from [111, 123] in our formulation. Additionally, connectivity constraints are added to ensure buses, including generators and load buses, within each island are connected. Although our initial formulations result in nonlinear MIPs, we provide the procedures to transform them into linear MIPs. These different models are compared in the simulation experiments. Inter-island flows are viewed as a way to improve power grid performance since they provide a less restrictive solution than complete partition does. However, our simulation results show that inter-island flows do not always help power grid performance and in many cases, completely disconnected islands perform much better than weakly connected islands. The islanding scheme is for intentional and pre-planned islanding for emergency controls. We assume that generators within one island can be synchronous easily.

Different from [140], we add connectivity constraints for each island. Without this kind of constraint, an island may be formed by several parts, and some generation cannot be used other parts of this subsystem. Our weakly connected islanding models allow flows among distinct islands, and this is the real reflection of nowadays’ interconnected systems. Additionally, our model can obtain any number of islands directly.

Besides the application of graph partitioning in power systems, clustering is also used in power grids. For example, in [13], clustering is used to find PJM zones for
multiple planning and operations analysis, and this is quite useful for reliability and resource adequacy assessment, as well as identification and mitigation of market power.

5.2 Optimal Power Flow Models

In this section, we state the optimal power flow models. First, we state the notation, parameters and decision variables, used throughout this chapter.

5.2.1 Notations

Indices and Index Sets

- \( I \): set of buses
- \((i,j) \in L\): undirected transmission lines, \(i,j \in I\) and \(i < j\)
  - \(L':\) transmission lines with direction, \((i,j), (j,i) \in L'\) if \((i,j) \in L\)
- \(k \in \{1, \ldots, K\}\): \(K\) denotes the number of islands

Let \( N = (I,L) \) be an undirected network representing a power grid where \( I \) is the set of buses/nodes and \( L \) is the set of transmission lines/edges. The direction of the transmission line \( l \in L \) is decided by the phase angle differences between its two ends. For any node \( i \in I \), it can have generation capacity supplied by generators connected to \( i \) and can have loads consumed by consumers connecting to \( i \). For example, node 1 has generation capacity and node 2 has both generation and load in Fig. 5-1.

Parameters

- \( P_{D_i} \): load at bus \( i \)
- \( P_{G_{\max}} \): generation capacity at bus \( i \in I \)
- \( P_{ij_{\max}} \): transmission capacity for line \((i,j) \in L\)
- \( B_{ij} \): imaginary part of the admittance matrix w.r.t. line \((i,j) \in L\)
- \( C_{S_i} \): penalty cost for load shedding at \( i \in I \)

Decision variables

- \( P_{G_i} \): power generation at node \( i \in I \)
5.2.2 Power Flow Models

The alternating current optimal power flow (AC-OPF) problem deals with the network flow problem for the AC electric transmission grid to optimality dispatch generation to load consumers subject to network flow constraints and reliability constraints. The flow of electric energy among the power grid follows Kirchhoff’s laws. The AC-OPF problem includes a nonlinear objective function and constraints with trigonometric functions. Let $Q_{ij}$ (in MVARs) denote the reactive power flow on line $(i,j)$. The power flow from bus $i$ to $j$ is expressed as $P_{ij} + \sqrt{-1}Q_{ij}$. Let $V_i, V_j$ denote the voltage magnitudes at bus $i$ and $j$. Let $g_{ij}, b_{ij}$ denote the conductance and the susceptance for line $(i,j)$, respectively, where $g_{ij} = r_{ij}/(r_{ij}^2 + x_{ij}^2)$, $b_{ij} = -x_{ij}/(r_{ij}^2 + x_{ij}^2)$ and $r_{ij}$ is the resistance and $x_{ij}$ is the reactance of line $(i,j)$. By these notations, $P_{ij}$ and $Q_{ij}$ are expressed as

$$P_{ij} = V_i^2 g_{ij} - V_i V_j [g_{ij} \cos(\theta_i - \theta_j) + b_{ij} \sin(\theta_i - \theta_j)]$$

$$Q_{ij} = -V_i^2 b_{ij} - V_i V_j [g_{ij} \sin(\theta_i - \theta_j) - b_{ij} \cos(\theta_i - \theta_j)]$$

The direct current optimal power flow problem (DC-OPF) is an approximation for an underlying AC-OPF problem under the following simplifying restrictions and assumptions:
A.1 The resistance for each line is negligible compared to the reactance and can be set to 0;
A.2 The voltage magnitude at each bus is set to equal to the base voltage $V_0$;
A.3 The voltage angle difference $\theta_i - \theta_j$ along each line $(i, j)$ is sufficiently small so that $\cos(\theta_i - \theta_j) \approx 1$ and $\sin(\theta_i - \theta_j) \approx \theta_i - \theta_j$.

By some simplifications in [118], we can obtain $P_{ij} = B_{ij}(\theta_i - \theta_j)$, $Q_{ij} = 0$, where $B_{ij} = -b_{ij}$. Usually, one bus is selected as reference bus with specified voltage angle, and we have one more assumption.

A.4 Bus 1 is the reference bus with $\theta_1 = 0$.

For the objective function to minimize the generating cost, it is usually expressed as a quadratic function of the generation output $P_{G_i}$. Additionally, to maximize the social welfare, we add the load shedding cost $\sum_{i \in I} C_{S_i} P_{S_i}$ to be minimized. Other constraints include the maximum power flow on each line; the power balance at each node, where the served demand at bus $i$ is $(D_i - s_i)$; the maximum generating output; and the limitation of load shedding by the maximum load. Therefore, the DC-OPF problem is modeled as the following linear programming formulation.

$$
\min_{P_{G_i}, P_{S_i}, P_{ij}, \theta} \sum_{i \in I} (C_{G_i} P_{G_i} + C_{S_i} P_{S_i})
$$

s.t. $P_{ij} = B_{ij}(\theta_i - \theta_j), \forall (i, j) \in L$

$P_{G_i} + \sum_{j < i} P_{ij} = (P_{D_i} - P_{S_i}) + \sum_{j > i} P_{ij}, \forall i \in I$

$-P_{ij,\max} \leq P_{ij} \leq P_{ij,\max}, \forall (i, j) \in L$

$0 \leq P_{G_i} \leq P_{G_i,\max}, \forall i \in I$

$0 \leq P_{S_i} \leq P_{D_i}, \forall i \in I$

Many methods are used for the optimal power flow model, for example, quadratic programming, interior point method and some heuristic methods. These methods are reviewed by [64] and recently by [95].
5.3 Power Grid Islanding Models

5.3.1 Model for Complete Islanding

The DC-OPF model we use is similar to the formulation in [108, 130]. Based on this model, in the following, we present a mathematical program for power grid islanding (GI-DC-OPF).

Most current research on power grid islanding [111, 123, 128] deal with a 2-islanding problem by using the s–t graph partitioning approach. In the s–t approach, a power network $N(I, L)$ is partitioned into two subgraphs induced by the node sets $l_1$ and $l_2$, $s \in l_1$, $t \in l_2$, and both subgraphs are connected. In this chapter, we consider a general $K$-islanding problem. Let $\{i^1, i^2, \ldots, i^K\} \subset I$ be a set of $K$ root buses. The $K$-islanding problem is to separate a power grid into $K$ components $I_1, I_2, \ldots, I_K$ such that $\bigcup_k I_k = I$, $I_k \cap I_k' = \emptyset$ for $k \neq k'$, $i^k \in I_k$, and each component, an induced graph by $I_k$, is connected.

To keep the formulation less cumbersome, we introduce two indicator functions. The indicator functions are used to show which bus has generation capacity or load. Let $1^g_i = 1$ for $i \in I$ if $\bar{G}_i > 0$, and 0 otherwise, and let $1^d_i = 1$ for $i \in I$ if $d_i > 0$, and 0 otherwise. To form $K$ islands, we set $\{i^1, i^2, \ldots, i^K\} \subset I$ to be the root node in each island, i.e., setting $x_{i^k,k} = 1$. Usually, we specify a generator for each island.

The GI-DC-OPF model to find $K$ islands is formulated as follows:

$$\text{GI-DC-OPF} : \quad \min_{P_G, P_S, P_y, \theta, x, y, z} \sum_{i \in I} C_S P_{S_i}$$ (5–1)
\[
\begin{aligned}
P_{ij} &= B_{ij}(\theta_i - \theta_j)z_{ij}, \forall (i,j) \in L \\
-P_{ij,\text{max}} \leq P_{ij} \leq P_{ij,\text{max}}, \forall (i,j) \in L \\
P_G + \sum_{j<i} P_{ji} = (P_{Di} - P_{Si}) + \sum_{j>i} P_{ij}, \forall i \in I \\
0 \leq P_G \leq P_{G,\text{max}}, \forall i \in I \\
0 \leq P_S \leq P_D, \forall i \in I \\
\sum_{k=1}^{K} x_{ik} = 1, \forall i \in V \\
\sum_{i \in I} g_{ik}x_{ik} \geq 1, \sum_{i \in I} g_{ik}x_{ik} \geq 1, \forall k \\
z_{ij} = \sum_{j} x_{ik}x_{jk}, \forall (i,j) \in L \\
x_{ik,\text{,}k} = 1, \forall k \\
y_{k} = \sum_{i \in I} x_{ik}, \forall k \\
\sum_{j} y_{j,k} = y_{k} - 1, \forall k \\
\sum_{(i,j) \in L'} y_{ij,k} + x_{ik} = \sum_{(j,i) \in L'} y_{ji,k}, \forall k, \forall i \in I, i \neq i^k \\
0 \leq y_{ij,k} \leq y_{k}x_{ik}, \forall (i,j) \in L', \forall k \\
0 \leq y_{ij,k} \leq y_{k}x_{jk}, \forall (i,j) \in L', \forall k \\
x_{ik} \in \{0,1\}, \forall i \in I, \forall k
\end{aligned}
\] (5–2)

The constraints (5–2) are for DC-OPF, which include (in order): approximate active power flow on transmission lines; the maximum power flow on each line; the power balance at each node, where the served demand at bus \(i\) is \((P_{Di} - P_{Si})\); the maximum generating output; and the limitation of load shedding by the maximum load.

Constraints (5–2) are slightly different from the standard DC-OPF by the addition of \(z_{ij}\). In the standard DC-OPF, \(P_{ij} = 0\) implies the phase angles at end buses have to equal. In (5–2), if \(z_{ij} = 1\), the constraint is the same as in standard DC-OPF since line \((i,j)\) is inside of an island. If \(z_{ij} = 0\), the constraint becomes \(P_{ij} = 0\) since line \((i,j)\) is
between two islands and is removed. Because variable $z_{ij}$ relaxes phase angles from the constraint, the phase angle $\theta_i$ and $\theta_j$ can take any value when $P_{ij} = 0$.

The constraints (5–3) relate to graph partitioning, which include: every node must belong to exactly one island; and every island must have at least one generator and one consumer. The graph partitioning approach has been studied for a long time, but the additional constraints guaranteeing at least one generator and load in each island make our graph partition different from the classical models. Recently in [42], the constraints for each subset (island in our case) has been shown to require loose cardinality requirements instead of equality constraints. Also, if two buses $i$ and $j$ are in the same island, there exists exactly one $k' (1 \leq k' \leq K)$ such that $x_{ik'} = x_{jk'} = 1$, $x_{ik} = x_{jk} = 0$ for all other $k$'s, and thus $z_{ij} = 1$. Otherwise, $z_{ij} = 0$.

The constraints (5–4) are to ensure that every island is connected. That is, all buses within one island are connected by transmission lines with both ends in this island. In [32], three ways of enforcing the subnetwork connectivity are summarized via mathematical programming formulations. Here, the method called single commodity flow is used. In this single commodity flow problem, the total number of nodes including $i^k$ in subnetwork $k$ is $y_k$, and $y_k - 1$ units of flow are supplied at node $i^k$. Every other node acts as a “sink” by consuming one unit of flow and every node should have a positive incoming flow. The flow out from $i^k$ cannot be distributed to any other subnetwork. The constraints (5–4) are for this single commodity flow problem. If all constraints can be satisfied, every subnetwork should be connected.

The objective (5–1) of GI-DC-OPF model is to minimize load shedding cost. In fact, by this objective function, we can minimize the imbalance of generation and load in each island. The total generation of island $k$ is $\sum_{i \in I} P_G x_{ik}$, which is equal to the total satisfied load demand $\sum_{i \in I} (P_{Di} - P_{Si}) x_{ik}$. The unsatisfied load demand or load shedding needed
for island $k$ is $\sum_{i \in I} P_{Si} x_{ik}$, and summing over all islands, we have

$$\sum_{k=1}^{K} \sum_{i \in I} P_{Si} x_{ik} = \sum_{i \in I} P_{Si} \sum_{k=1}^{K} x_{ik} = \sum_{i \in I} P_{Si},$$

where $\sum_{k=1}^{K} x_{ik} = 1$ is from (5–3). With the penalty cost coefficients, we have the objective function (5–1).

### 5.3.2 Islanding with Minimum Size

The complete islanding model (5–1)-(5–4) partitions a power grid into $K$ islands. It is possible that the partition consists of some small islands, e.g., an island of one generator and one load bus. An extremely small island may provide little value in practice and may be considered as ill-conditioned in some real applications. One way to control the size of islands is to impose a lower bound $\text{Minsize}$. We can add the following constraint

$$\sum_{i \in I} x_{ik} \geq \text{MinSize}, \quad (5–6)$$

which controls the number of total buses in each island and call the islanding model with lower bound as $\text{GI-M-DC-OPF}$.

### 5.3.3 Models for Weakly Connected Islanding

In $\text{GI-DC-OPF}$, islands are completely separated. In the case of weakly connected islands [111], inter-island flows can be modeled by adding the constraints

$$C(k, k') \leq \varepsilon, \forall k, k', k \neq k', \quad (5–7)$$

where $\varepsilon(>0)$ is the amount of the flow allowed between different islands. The islanding with weak connection can be formulated by adding constraint (5–7) and removing variables $z_{ij}$s and the associated constraints from $\text{GI-DC-OPF}$. The resulting weakly connected islanding model is $\text{GI-W-DC-OPF}$.

The term $C(k, k')$ describes the power crossing between island $k$ and $k'$ and can be measured in different ways. In [111], three methods are used to measure power line...
capacities between islands. In this chapter, the actual power flow between two islands is used to measure the inter-island power flows. Assume $F_{kk'}$ is the positive power flow from island $k$ to $k'$, and $F_{k'k}$ is the total positive power flow on lines from $k'$ to $k$. The three methods for measuring inter-island flows $C(k, k')$ are

I. $C_1(k, k') = F_{kk'} + F_{k'k}$

II. $C_2(k, k') = |F_{kk'} - F_{k'k}|$

III. $C_3(k, k') = \max\{F_{kk'}, F_{k'k}\}$.

Among these three measures, $C_1(k, k')$ is the most conservative measure. Given any feasible partition, the relation is $C_1(k, k') \geq C_3(k, k') \geq C_2(k, k')$.

The measure I. and II. are adopted from [111] by using actual power flow instead of the line capacity. In this chapter, we focus on $C_1(k, k')$ and $C_2(k, k')$ and add them to GI-DC-OPF for weakly connected islanding. The measure $C_3(k, k')$ counts maximum directed flow, which can be used to restrict angle differences between two islands [40].

Measure I. counts the absolute amount of flow between two islands in both directions, and we can explicitly express constraints (5–7) as

$$\begin{cases} 
C_1(k, k') = \sum_{(i,j) \in L} \alpha_{ij, kk'} \leq \varepsilon \\
\alpha_{ij, kk'} \geq P_{ij}(x_{ik}x_{jk'} + x_{ik'}x_{jk}), \quad \forall (i,j) \in L, k \neq k' \\
\alpha_{ij, kk'} \geq -P_{ij}(x_{ik}x_{jk'} + x_{ik'}x_{jk}), \quad \forall (i,j) \in L, k \neq k'.
\end{cases} \quad (5–8)$$

Variable $\alpha_{ij, kk'}$ is used to count the absolute amount of power flow on line $(i, j)$ crossing island $k$ and $k'$. For $(i, j)$ between island $k$ and $k'$, effectively, $\alpha_{ij, kk'} \geq |P_{ij}|$. Effectively, $\sum_{(i,j) \in L} \alpha_{ij, kk'} \leq \varepsilon$ implies $\sum_{(i,j) \in L} |P_{ij}| \leq \varepsilon$, and $\sum_{(i,j) \in L} |P_{ij}| \leq \varepsilon$ implies there exists a feasible assignment of $\alpha_{ij, kk'}$ such that $\sum_{(i,j) \in L} \alpha_{ij, kk'} \leq \varepsilon$. Therefore, constraints (5–8) is equivalent to the constraints $C_1(k, k') \leq \varepsilon$. 
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In measure II., the difference in power flow between two directions is used to measure the power transferred between two islands. The constraints for this method are

\[ C^2(k, k') = | \sum_{(i,j) \in L} P_{ij} (x_{ik} x_{jk'} + x_{ik'} x_{jk}) | \leq \varepsilon \]

and equivalent to

\[ -\varepsilon \leq \sum_{(i,j) \in L} P_{ij} (x_{ik} x_{jk'} + x_{ik'} x_{jk}) \leq \varepsilon \quad (5–9) \]

for pairs \( k, k' \) and \( k \neq k' \).

5.3.4 Model Preprocessing

The islanding models discussed in Section 5.3.1 are mixed integer nonlinear programs. In this section, we show that these models can be transformed to linear MIPs which have a wide range of solution techniques.

In the formulation for model GI-DC-OPF, there are the following quadratic terms:

\[ x_{ik} x_{jk}, \quad y_k x_{ik}, \quad y_k x_{jk} \]

Besides these nonlinear terms, the model GI-W-DC-OPF has additional nonlinear terms:

\[ x_{ik'} x_{jk}, \quad P_{ij} x_{ik} x_{jk'}, \quad P_{ij} x_{ik'} x_{jk} \]

To linearize these terms, we can define auxiliary variables, for example, \( w_{ijkk'} = x_{ik} x_{jk'}, \, u_{ki} = y_k x_{ik} \) and \( v_{kj} = y_k x_{jk} \). The variable \( w_{ijkk'} \) is the product of two binary ones, and another two \( u_{ki}, v_{kj} \) are the product of a binary variable and a continuous one. They can be linearized by the following:

\[
\begin{align*}
w_{ijkk'} & \leq x_{ik} \\
& \leq x_{jk'} \\
& \geq x_{ik} + x_{jk'} - 1 \\
& \geq 0
\end{align*}
\]

\[ (5–10) \]
\[
\begin{align*}
\begin{aligned}
  u_{ki} &\geq y_k - U(1 - x_{ik}) \\
  u_{ki} &\geq Vx_{ik} \\
  u_{ki} &\leq y_k - V(1 - x_{ik}) \\
  u_{ki} &\leq Ux_{ik}
\end{aligned}
\end{align*}
\] (5–11)

\[
\begin{align*}
\begin{aligned}
  v_{kj} &\geq y_k - U(1 - x_{jk}) \\
  v_{kj} &\geq Vx_{jk} \\
  v_{kj} &\leq y_k - V(1 - x_{jk}) \\
  v_{kj} &\leq Ux_{jk}
\end{aligned}
\end{align*}
\] (5–12)

where \( V \leq y_k \leq U \) and \( V, U \) can be chosen as sufficient small, sufficient large numbers, respectively. For example, we can set \( V = 1 \) and \( U = |I| \).

The terms \( x_{ik}x_{jk}, x_{ik}^r x_{jk} \) can be linearized analogously to \( x_{ik}x_{jk}^r \). After the linearization of \( x_{ik}x_{jk}^r \) by the variable \( w_{ijkk} \), the cubic term \( P_{ij}x_{ik}x_{jk} \) becomes \( P_{ij}w_{ijkk} \), which itself can be linearized in a similar way via new variable \( q_{ijkk} \) by

\[
\begin{align*}
\begin{aligned}
  q_{ijkk} &\geq P_{ij} - P_{ij}^{\max}(1 - w_{ijkk}) \\
  q_{ijkk} &\geq -P_{ij}^{\max}w_{ijkk} \\
  q_{ijkk} &\leq P_{ij} + P_{ij}^{\max}(1 - w_{ijkk}) \\
  q_{ijkk} &\leq P_{ij}^{\max}w_{ijkk}.
\end{aligned}
\end{align*}
\] (5–13)

Similarly, we can linearize \( P_{ij}x_{ik}^r x_{jk} \). With the above linearizations, the islanding problems can now be formulated as integer linear programs. A variety of commercial software, such as CPLEX, can solve such problems efficiently. In addition, algorithms for large scale optimization, such as branch-and-cut or Benders’ decomposition can also be used to solve MIPs.
5.4 Numerical Experiments

The MIP formulation for the islanding problems were implemented in C++ and using CPLEX 11.0 via ILOG Concert Technology 2.5, and all computations were performed on a SUN UltraSpace-III with a 900 MHz processor and 2.0 GB RAM. The gap was set to be 0.01 in CPLEX.

We use the IEEE-30-Bus Test Case [102] (see Fig. 5-1) as the underlying power grid in the simulation. This network has 30 buses and 41 transmission lines. The data for our GI-DC-OPF, GI-M-DC-OPF, and GI-W-DC-OPF models are shown in Table 5-1 and Table 5-2.
Table 5-1. Generation and load data of IEEE-30-Bus network

<table>
<thead>
<tr>
<th>Bus No.</th>
<th>Load $D_i$</th>
<th>Generation $\bar{G}_i$</th>
<th>Shedding Cost $r_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>15</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>25</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>2.4</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>7.6</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>15</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>7</td>
<td>22.8</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>8</td>
<td>0</td>
<td>15</td>
<td>0</td>
</tr>
<tr>
<td>9</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>10</td>
<td>5.8</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>11</td>
<td>0</td>
<td>30</td>
<td>0</td>
</tr>
<tr>
<td>12</td>
<td>11.2</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>13</td>
<td>0</td>
<td>30</td>
<td>0</td>
</tr>
<tr>
<td>14</td>
<td>6.2</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>15</td>
<td>8.2</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>16</td>
<td>3.5</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>17</td>
<td>9.5</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>18</td>
<td>3.2</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>19</td>
<td>9.5</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>20</td>
<td>2.2</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>21</td>
<td>17.5</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>22</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>23</td>
<td>3.2</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>24</td>
<td>8.7</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>25</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>26</td>
<td>3.5</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>27</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>28</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>29</td>
<td>2.4</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>30</td>
<td>10.6</td>
<td>0</td>
<td>3</td>
</tr>
</tbody>
</table>

Note: In this table, if the generation capacity $\bar{G}_i$ for some bus is positive, this bus is a generating bus; similarly, if $D_i > 0$, this bus is a load bus.

By the complete islanding model GI-DC-OPF we list the results in Table 5-3 for different cases. In the case of $K = 1$, we consider the whole system as one island. Since there are at most 6 generators, we can obtain at most 6 islands in this system. In Fig. 5-2, the relationship between load shedding cost and the number $K$ of islands is presented. From this figure, we can see that as the number of islands in the same
Table 5-2. Transmission line data of IEEE-30-Bus network

<table>
<thead>
<tr>
<th>From Bus</th>
<th>To Bus</th>
<th>Capacity</th>
<th>Susceptance</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>130</td>
<td>15.65</td>
</tr>
<tr>
<td>1</td>
<td>3</td>
<td>130</td>
<td>5.63</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>165</td>
<td>5.20</td>
</tr>
<tr>
<td>3</td>
<td>4</td>
<td>130</td>
<td>23.53</td>
</tr>
<tr>
<td>2</td>
<td>5</td>
<td>130</td>
<td>4.77</td>
</tr>
<tr>
<td>2</td>
<td>6</td>
<td>165</td>
<td>5.12</td>
</tr>
<tr>
<td>4</td>
<td>6</td>
<td>190</td>
<td>22.31</td>
</tr>
<tr>
<td>5</td>
<td>7</td>
<td>170</td>
<td>7.45</td>
</tr>
<tr>
<td>6</td>
<td>7</td>
<td>130</td>
<td>11.03</td>
</tr>
<tr>
<td>6</td>
<td>8</td>
<td>130</td>
<td>22.01</td>
</tr>
<tr>
<td>6</td>
<td>9</td>
<td>165</td>
<td>4.81</td>
</tr>
<tr>
<td>6</td>
<td>10</td>
<td>130</td>
<td>1.80</td>
</tr>
<tr>
<td>9</td>
<td>11</td>
<td>165</td>
<td>4.81</td>
</tr>
<tr>
<td>9</td>
<td>10</td>
<td>165</td>
<td>9.09</td>
</tr>
<tr>
<td>4</td>
<td>12</td>
<td>165</td>
<td>3.91</td>
</tr>
<tr>
<td>12</td>
<td>13</td>
<td>165</td>
<td>7.14</td>
</tr>
<tr>
<td>12</td>
<td>14</td>
<td>130</td>
<td>3.17</td>
</tr>
<tr>
<td>12</td>
<td>15</td>
<td>130</td>
<td>6.10</td>
</tr>
<tr>
<td>12</td>
<td>16</td>
<td>130</td>
<td>4.10</td>
</tr>
<tr>
<td>14</td>
<td>15</td>
<td>160</td>
<td>2.25</td>
</tr>
<tr>
<td>16</td>
<td>17</td>
<td>160</td>
<td>4.84</td>
</tr>
<tr>
<td>15</td>
<td>18</td>
<td>160</td>
<td>3.69</td>
</tr>
<tr>
<td>18</td>
<td>19</td>
<td>160</td>
<td>6.22</td>
</tr>
<tr>
<td>19</td>
<td>20</td>
<td>130</td>
<td>11.76</td>
</tr>
<tr>
<td>10</td>
<td>20</td>
<td>130</td>
<td>3.99</td>
</tr>
<tr>
<td>10</td>
<td>17</td>
<td>130</td>
<td>10.32</td>
</tr>
<tr>
<td>10</td>
<td>21</td>
<td>130</td>
<td>10.98</td>
</tr>
<tr>
<td>10</td>
<td>22</td>
<td>130</td>
<td>5.40</td>
</tr>
<tr>
<td>21</td>
<td>22</td>
<td>130</td>
<td>34.13</td>
</tr>
<tr>
<td>15</td>
<td>23</td>
<td>160</td>
<td>3.98</td>
</tr>
<tr>
<td>22</td>
<td>24</td>
<td>160</td>
<td>3.95</td>
</tr>
<tr>
<td>23</td>
<td>24</td>
<td>160</td>
<td>2.99</td>
</tr>
<tr>
<td>24</td>
<td>25</td>
<td>160</td>
<td>2.29</td>
</tr>
<tr>
<td>25</td>
<td>26</td>
<td>160</td>
<td>1.82</td>
</tr>
<tr>
<td>25</td>
<td>27</td>
<td>160</td>
<td>3.76</td>
</tr>
<tr>
<td>28</td>
<td>27</td>
<td>165</td>
<td>2.53</td>
</tr>
<tr>
<td>27</td>
<td>29</td>
<td>160</td>
<td>1.88</td>
</tr>
<tr>
<td>27</td>
<td>30</td>
<td>160</td>
<td>1.29</td>
</tr>
<tr>
<td>29</td>
<td>30</td>
<td>160</td>
<td>1.72</td>
</tr>
<tr>
<td>8</td>
<td>28</td>
<td>160</td>
<td>4.54</td>
</tr>
<tr>
<td>6</td>
<td>28</td>
<td>130</td>
<td>15.46</td>
</tr>
</tbody>
</table>
system increases, the total load shedding cost increases as well. From Table 5-3, most obtained islands have high satisfied demand rates.

Based on the results in Table 5-3, we show three cases of completely divided islands for $K = 2, 3, 4$ in Fig. 5-3, Fig. 5-4, and Fig. 5-5. As shown in these figures, each island is connected and includes at least one generator.

As discussed in Section 5.3.2, to control the size of islands, the constraint (5–6) is added to complete islanding model to form the model GI-M-DC-OPF. Here, using same input parameters as Table 5-3, the relationship, obtained by the model GI-M-DC-OPF, between load shedding cost and $MinSize$ for $K = 2$ and $K = 3$ is presented in Fig. 5-6. For $K = 2$, the maximum $MinSize$ is 15, and for $k = 3$, the maximum $MinSize$ is 10. As shown in Fig. 5-6, when $MinSize$ is small (eg., $MinSize \leq 7$), both costs are the same. When $MinSize$ increases, the load shedding cost increases as well but more significantly for $K = 3$.

Next, we tested the model GI-W-DC-OPF for islanding in case of weak connection without the $MinSize$ constraint. Among islands, as discussed in Section 5.3.3, limited flows are allowed. In the following, we are going to test the model GI-W-DC-OPF in case
of the most conservative measure $C^1(k, k')$ and the most loose measure $C^2(k, k')$ for weakly connected islanding. In Fig. 5-7, the relationship between load shedding cost and $\varepsilon$ under two measures $C^1(k, k')$ and $C^2(k, k')$ is presented for the case of $K = 4$ with root buses 1, 8, 11, 13, and 4 fixed islands as shown in Fig. 5-5. Additionally, the
Figure 5-5. IEEE-30-Bus network with 4 islands

Figure 5-6. Load shedding cost vs. MinSize

cost for complete islanding is present as a dashed line. From this figure, we can see load shedding costs for both cuts are monotonically decreasing as $\varepsilon$ increases. When $\varepsilon$ is large enough to allow large flows among islands, costs are a constant for both cuts. The cost under $C^1(k, k')$ is higher than $C^2(k, k')$, since he cut $C^2(k, k')$ is looser than $C^1(k, k')$ as discussed in 5.3.3.
Figure 5-7. Load shedding cost vs. $\varepsilon$

In addition, from Fig. 5-7, when $\varepsilon < 20$, the cost under both cuts is larger than the cost of complete islanding. This shows that inter-island flows do not always help power grid performance and in many cases, completely disconnected islands perform much better than weakly connected islands. In complete islanding model GI-DC-OPF, there is a constraint $P_{ij} = B_{ij}(\theta_i - \theta_j)$ for line $(i,j)$. When this line is chosen into the cut, $z_{ij} = 0$ and there is no requirement for the difference $\theta_i - \theta_j$. However, in the weekly connected islanding model GI-W-DC-OPF, the constraint for line $(i,j)$ becomes $P_{ij} = B_{ij}(\theta_i - \theta_j)$. When this line is chosen into the cut, only limited flow is allowed on this line; when $\varepsilon$ becomes closer to 0, this forces $P_{ij} = 0$ and $\theta_i = \theta_j$, which will influence other part of the system and increase the load shedding cost.

5.5 Discussion

In this chapter, we use mixed integer programs to formulate the power grid islanding problem. Our model can form multiple islands simultaneously and can be used to form weakly connected islands. To solve the nonlinear MIPs, we present techniques to transform them into linear MIPs. Our models propose a scheme to form self-sufficient
subnetworks in a large-scale power system and also to minimize the load shedding.

Future research includes following directions by:

- changing the based model from DC-OPF to AC-OPF.
- adding security and stability constraints to our current model, for example, line power flow by $N - 1$, $N - k$ contingency analysis, current thermal limit, and bus voltage stability limit to ensure the system works normally.
- adding the generation and load demand balance constraints. For each island, there is a ratio on load shedding to prevent blackouts.
- adding physical location constraints. For example, physically close buses should be divided into one island to reduce transmission cost.
Table 5-3. Islanding results by complete islanding model

<table>
<thead>
<tr>
<th>$K$</th>
<th>Root Buses</th>
<th>Obj.</th>
<th>Islands</th>
<th>Real Generation</th>
<th>Gen. Capacity</th>
<th>Load Demand</th>
<th>Sat. Demand</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>22.5</td>
<td>Island 1: 1-30</td>
<td>130.0</td>
<td>130.0</td>
<td>137.5</td>
<td>94.5%</td>
</tr>
<tr>
<td>2</td>
<td>1,13</td>
<td>22.5</td>
<td>Island 1: 1,2,5-8,15,21-30</td>
<td>70.0</td>
<td>70.0</td>
<td>76.9</td>
<td>91.0%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Island 2: 3,4,9-14,16-20</td>
<td>60.0</td>
<td>60.0</td>
<td>60.6</td>
<td>99.0%</td>
</tr>
<tr>
<td>3</td>
<td>1,8,13</td>
<td>22.5</td>
<td>Island 1: 1,2,5-7,9-11,14,15,18-24</td>
<td>85.0</td>
<td>85.0</td>
<td>87.3</td>
<td>97.4%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Island 2: 8,25-30</td>
<td>15.0</td>
<td>15.0</td>
<td>16.5</td>
<td>90.9%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Island 3: 3,4,12,13,16,17</td>
<td>30.0</td>
<td>30.0</td>
<td>33.7</td>
<td>89.0%</td>
</tr>
<tr>
<td>4</td>
<td>1,8,11,13</td>
<td>37.5</td>
<td>Island 1: 1,3,4</td>
<td>10.0</td>
<td>15.0</td>
<td>10.0</td>
<td>100.0%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Island 2: 2,5-8,21,22,24-30</td>
<td>55.0</td>
<td>55.0</td>
<td>65.5</td>
<td>84.0%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Island 3: 9-11,16,17,19,20</td>
<td>30.0</td>
<td>30.0</td>
<td>30.0</td>
<td>100.0%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Island 4: 12-15,18,23</td>
<td>30.0</td>
<td>30.0</td>
<td>32.0</td>
<td>93.8%</td>
</tr>
<tr>
<td>5</td>
<td>1,5,8,11,13</td>
<td>37.5</td>
<td>Island 1: 1,3,4</td>
<td>10.0</td>
<td>15.0</td>
<td>10.0</td>
<td>100.0%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Island 2: 5,7</td>
<td>15.0</td>
<td>15.0</td>
<td>22.8</td>
<td>65.8%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Island 3: 8,25-30</td>
<td>15.0</td>
<td>15.0</td>
<td>16.5</td>
<td>90.9%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Island 4: 2,6,9-11,17,19,24</td>
<td>55.0</td>
<td>55.0</td>
<td>55.9</td>
<td>98.4%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Island 5: 12-16,18</td>
<td>30.0</td>
<td>30.0</td>
<td>32.3</td>
<td>92.9%</td>
</tr>
<tr>
<td>6</td>
<td>1,2,5,8,11,13</td>
<td>112.5</td>
<td>Island 1: 1,3</td>
<td>2.4</td>
<td>15.0</td>
<td>2.4</td>
<td>100.0%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Island 2: 2,4</td>
<td>7.6</td>
<td>25.0</td>
<td>7.6</td>
<td>100.0%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Island 3: 5,7</td>
<td>15.0</td>
<td>15.0</td>
<td>22.8</td>
<td>65.8%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Island 4: 8,25-30</td>
<td>15.0</td>
<td>15.0</td>
<td>16.5</td>
<td>90.9%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Island 5: 6,9-11,21-24</td>
<td>30.0</td>
<td>30.0</td>
<td>35.2</td>
<td>85.2%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Island 6: 12-20</td>
<td>30.0</td>
<td>30.0</td>
<td>53.0</td>
<td>56.6%</td>
</tr>
</tbody>
</table>

Note: In this table, no flow is allowed among different islands. The value $K$ is the number of islands to form. The Obj. denotes the objective cost of the model GI-DC-OPF based on the data in Table 5-1 and Table 5-2. The Root Buses denotes the picked root bus for each island. Real Generation is the total generation at each island. Gen. Capacity and Load Demand are the total generation capacity, total load demand for each divided island. The Sat. Demand denotes the satisfied rate, which is the rate of satisfied demand divided by total load demand for each island.
CHAPTER 6
CONCLUSIONS

In the dissertation, we mainly studied combinatorial and nonlinear optimization methods and their applications in data clustering, biclustering and power systems for islanding. The mathematical programming approach we used in the dissertation includes integer programming, linear programming, semidefinite programming, quadratically constrained programming, stochastic programming and etc. Spectral, interior point, decomposition and linearization methods are all used for solving these formulations.

In the future, more decomposition methods, for example, Benders decomposition method and L-shaped method, can be used for solving the robust and stochastic optimization models mentioned in the dissertation. The semidefinite programming method can be combined to these decomposition approaches so that more efficient algorithms can be constructed. In the application of power systems islanding, our proposed model is based on DC optimal power flow model. The islanding model based on AC optimal power flow by adding more security and stability constraints, can be constructed as a mixed integer nonlinear program. This requires more efficient algorithms for solving problems arising from large power systems.
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