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In order to deliver individualized instruction to learners, an adaptive e-Learning system must be able to perform content selection, sequencing and presentation, and to control learners' navigation through content based on their different profiles and performances. However, the profile data provided by learners and the performance data gathered by a system may be incomplete, inaccurate, or contradictory.

This dissertation presents techniques and features, which alleviate the above data problems by evaluating the profile and performance data of each new learner probabilistically based on the profile and performance data of earlier learners. We present the methodology for the construction, search, and selection of learning objects. Our probabilistic rule model allows our system to apply adaptation rules to examine learners' data at various stages of processing a learning activity, and make proper adaptation decisions even though the learners' data may have anomalies. Adaptation rules are processed by a rule engine and a Bayesian Model Processor. Content authors are provided with system facilities to define adaptation rules and Bayesian Models. The prior distribution of a Bayesian model is automatically derived by using the formulas presented in this work together with prior probabilities and weights assigned by the
content author or the instructor. Each new learner's profile and performance data are used to update the prior distribution, which is then used to evaluate the next new learner. The system thus continues to improve the accuracy of learner evaluation as well as its adaptive capability.

Two applications have been developed to demonstrate several features of adaptation: namely, construction of self-contained and reusable learning objects, dynamic content search and selection, event and rule-based processing of learning objects at six adaptation points, probabilistic specification and evaluation of rule conditions using Bayesian Models, and the support of personalized learning depending on a learner's profile and performance as well as the characteristics of content. Several simulations have been conducted to handle data anomalies, and verify our proposed formulas for deriving the conditional probabilities needed for Bayesian inference. The system architecture and implementation of an adaptive e-learning system are also presented.
CHAPTER 1
INTRODUCTION

1.1 Motivation

The advent of Internet and Web technologies has enabled organizations and individuals all over the world to post and access enormous quantities of multimedia data such as text, images, web simulations, video, and audio. Content authors can effectively construct self-contained, reusable and sharable learning objects from these resources for instructional and training purposes. An adaptive e-learning system's goal is to automatically tailor learning objects to meet the diverse needs of learners. It delivers individualized instruction to each learner by content selection, sequencing, navigation, and presentation of contents based on a learner's profile and performance (Brusilovsky & Maybury, 2002). Such a system can either automatically adapt itself to meet each learner’s needs, or provide the necessary tools for the learner to change the system's behavior.

Developing an adaptive e-learning system is a very challenging task because the system needs to have specific knowledge about the learner, make the correct adaptation decision, and appropriately apply that decision to change the behavior of the system to suit each learner. These three steps form the process of personalization, each of which poses several challenges. First, acquiring specific knowledge about a learner requires choosing the right data to collect and deciding how to collect them. Second, making an adaptation decision involves determining the proper data variables and values (i.e., the proper data conditions), taking into account the possible correlations among those data conditions, and evaluating them accurately. Finally, the application of the system’s decision entails knowing when adaptation decisions should
be applied and what techniques, tools, and software components are needed. The motivation of our research is to seek answers to these research challenges so that a truly adaptive e-learning system can be developed.

### 1.2 Research Goal and Contribution

Several adaptive e-learning systems have been developed and tested in various disciplines. The effectiveness of an adaptive system depends heavily on the collection and proper use of profile data provided by learners and performance data collected by the system. Condition-action rules are commonly used to examine these data and guide the system to take proper adaptation actions to meet different learners' needs (De Bra, Stash, & de Lange, 2003; Duitama, Defude, Bouzeghoub, & Lecocq, 2005). The condition part of this type of rules is a Boolean expression which examines some of the learner's profile and performance data that are relevant to an adaptation decision.

There are three basic problems with e-learning systems that use condition-action rules. First, the condition specification of a rule is evaluated deterministically to a true or false value. This means that the content author or instructor (i.e., the expert) must be able to define the precise data conditions under which an adaptation action should be taken. However, in reality, the expert may not have the full knowledge necessary to specify these precise data conditions. Second, some profile data provided by a learner can be missing, incorrect, or contradictory to his/her performance data. These data anomalies can cause serious problems in evaluating the condition specification of a rule; an error made in even a single data condition in a potentially complex specification can cause the entire specification to have a wrong evaluation result, and thus can cause the system to take the wrong action. Third, in traditional rule-based e-learning systems, each data condition given in a rule is evaluated independently. The correlation among
data conditions is not taken into consideration. Since the truth value of one data
condition may affect that of another, their correlations are important and should be
considered.

To resolve these problems, we take a probabilistic approach to specification and
evaluation of the condition part of an adaptation rule. The type of rule we use is called
Event-Condition_probability-Action-Alternative_action (ECpAA) rule, which has the
following features. First, the condition part of a rule has a probabilistic expression, which
specifies that if the probability of the specified data conditions being true is above a
given threshold, the adaptation action specified in the action clause is taken. Otherwise
the action specified in the alternative action clause is taken to tailor the content to suit a
learner. Second, the data conditions given in the condition specification are modeled by
a Bayesian Network (Pearl, 1998), which captures the correlations among these data
conditions as well as their relative importance (specified by weights) to an adaptation
decision. The Bayesian Model is then evaluated by a Bayesian Model Processor to
determine the probability of the given data conditions being true. Third, the evaluation is
based on not only the profile and performance data of the learner but also the data of
other learners who have taken or are currently taking the same learning object. This
allows the system to make use of the previous learners' data in making the adaptation
decisions for each new learner. Since the condition part of an adaptation rule is
specified and evaluated probabilistically and the evaluation takes into consideration the
correlations and relative importance of its data conditions as well as the data of previous
learners, the evaluation result can be accurate even in the presence of data anomalies
and/or inaccurate specification of rule conditions.
Bayesian Networks have been successfully used in some adaptive e-learning systems for various purposes such as assessing a learner’s knowledge level (Martin & VanLehn, 1995; Gamboa & Fred, 2001), predicting a learner’s goals (Arroyo & Woolf, 2005; Conati, Gertner, & VanLehn, 2002), providing help or feedback (Gertner & VanLehn, 2000; VanLehn & Niu, 2001), or guiding the navigation of content (Butz, Hua, & Maguire, 2008). Using a Bayesian Network requires an informative prior distribution (Kass & Wasserman, 1996) which represents a system’s initial assumption on the data of previous learners (Neal, 2001). The prior distribution is composed of prior probabilities and conditional probabilities associated with a set of given data conditions. Choosing an appropriate prior distribution is the key for a successful Bayesian inference (Gelman, 2002). It has been recognized that obtaining an informative prior distribution is the most challenging task in building a probabilistic network (Druzdzel & Gaag, 1995).

To facilitate the acquisition of the prior distribution, we develop a user interface tool for the expert (the content author or instructor) to assign prior probabilities and weights to data conditions based on his/her best estimation. We also introduce three formulas for automatically deriving conditional probabilities of correlated data conditions.

All in all, this research aims to improve the accuracy of learner evaluations in an adaptive e-learning system so that learning objects can be delivered in different ways to suit the needs of a diverse learner population. The contributions of this work, which are the key features of our system, are summarized below:

1. The probabilistic approach of the ECpAA rule specification is better suited for handling data anomalies than the deterministic approach of the traditional condition-
action rule specification because the former does not require that the condition specification of a rule be 100% true.

2. The correlations of data conditions given in the Condition_probability part of our rule are important in influencing the system’s adaptation decision and are taken into consideration in our system, but not in existing adaptive e-learning systems.

3. The use of Bayesian Networks in our work is an effective way of not only modeling the correlations and relative importance of data conditions given in an adaptation rule, but also evaluating these data conditions probabilistically. They represent the profile and performance data of learners in terms of probability values.

4. Before a Bayesian Model can be used, its prior distribution (i.e., prior probabilities and conditional probabilities of data conditions given in an adaptation rule) needs to be determined. In our work, we have developed a user interface to ease the expert’s task of entering prior probabilities and weights associated with the data conditions to be evaluated, and introduced three formulas for the system to automatically derive conditional probabilities. Furthermore, through constantly updating the prior distribution as the data of each new learner become available, our system is able to make use of the profile and performance data of previous learners to continuously improve the accuracy of evaluating the next new learner.

5. In this work, we have implemented an adaptive e-learning system based on the approach and technique described above, and used case studies and simulations to verify that the system does possess desirable adaptive features.

1.3 Paper Organization

This dissertation is organized in the following way. Existing works related to e-learning standards and adaptive e-learning systems are discussed in Chapter 2.
Chapter 3 presents our way of modeling reusable learning objects by using the multimedia learning assets available on the Web and/or provided by content authors, and describes the techniques used for adaptive content search and selection. Chapter 4 discusses the problems associated with existing rule-based adaptive systems in more details, including the issues related to data uncertainty, data correlation, and the use of group data. We also introduce our probabilistic rule model (i.e. ECpAA), and present our approach of using Bayesian Networks to solve the problems associated with existing rule-based adaptive e-learning systems. Chapter 5 proposes three formulas for deriving conditional probability tables that form the prior distribution of a Bayesian Model. Chapter 6 presents the architecture of our system, the Gator E-Learning System. The implementations of its tools and software system components are described. Chapter 7 presents two applications of our adaptive e-learning system in medical instruction and operation of anesthesia machines. Chapter 8 presents our approach of verifying the adaptive features of our system by simulations. A summary and some useful follow-up R&D efforts are given in the last chapter.
An adaptive e-learning system must be able to collect data about each learner, evaluate the data accurately, and take the proper adaptation actions for that learner. The development of such a system requires extensive time and cost. Therefore, many research efforts focus on minimizing time and cost by establishing standards, which can provide guided steps for system development and improve the reusability of previously developed materials and components (Paramythis & Loidl-Reisinger, 2004). In this respect, we review existing standards introduced by e-learning communities, and the techniques and features of some developed adaptive e-learning systems and tools. We also discuss what we adopted from these existing works in the development of our system, the Gator E-Learning System (GELS), and how our work differs from them.

### 2.1 Standards and Specifications of e-Learning Systems

Several standardization bodies such as the Aviation Industry Computer-Based Training Committee (http://www.aicc.org), the IEEE Learning Technology Standards Committee (http://www.ieeeltsc.org), the Advanced Distributed Learning (http://www.adlnet.gov/Technologies/scorm/default.aspx), and the Instructional Management Systems Global Learning Consortium (http://www.imsproject.org/) have issued a number of standards and drafts focused on supporting the development of e-learning systems. However, a standard that comprehensively deals with adaptive e-learning system development does not exist as of yet. Such a standard should be a collection of learner, content, and adaptive learning process standards, because it needs to ensure that the system will select, sequence, navigate, and present learning content to a learner in an adaptive manner. In this section, we survey the existing e-
learning standards for defining metadata of contents, learner data, and learning processes.

2.1.1 Content Metadata Standards

Educational materials on the Web are usually defined, structured and presented using different formats. These resources can be better shared, accessed, and updated if their metadata are specified using a content metadata standard. Standardizing the description of content can especially aid a system in handling learning contents in an organized and efficient manner. This description of content is encoded in the XML metadata.

Metadata are data about data. They describe contents for the purposes of easily sharing the content information and automating the search, retrieval, and use of learning contents in a Web environment. Thus, metadata are very useful in adaptive e-learning because this knowledge about contents can help an adaptive e-learning system quickly choose and present the most suitable learning content to a learner.

Currently, several content metadata standards are available: the Dublin Core Metadata Element Set (Dublin Core Metadata Initiative [DCMI], 2006); the IMS Learning Resource Meta-data Specification Version 1.3 (IMS Global Learning Consortium [IMS], 2005); the Metadata Encoding Transmission Standard (METS, 2010); the Alliance of Remote Instructional Authoring and Distribution Networks for Europe (ARIADNE, 2006); the ADL Sharable Content Object Reference Model (SCORM) Content Aggregation Model (ADL, 2004); and the IEEE Draft Standard for Learning Object Metadata Specification (IEEE LTSC [LOM], 2002). Among the above, the ‘Dublin Core Schema’ introduced by the Dublin Core Metadata Initiative (http://dublincore.org/) is most popular. Each Dublin Core element is defined by a set of fifteen attributes, which are contributor,
coverage, creator, date, description, format, identifier, language, publisher, relation, rights, source, subject, title and type. Each element has 7 properties: the Uniform Resource Identifier (URI), label, definition, comment, type of term, status, and date issued. The Dublin Schema aims to enable intelligent information retrieval of contents.

The LOM (2002) specification was established as an extension of the Dublin Core and became the official standard in June 2002. Metadata in LOM has an ‘object cataloging scheme’, which uses the XML schema technology. LOM offers nine categories of metadata and attributes for each of these categories, which can be used to tag learning objects. These categories and some selected attributes are shown below:

- General resources: title, language, description, keyword, aggregation level
- Life cycle: version, status, contribute
- Meta-meta-data: metadata scheme
- Technical: format, size, duration, installation remark, other platform requirements
- Educational: interactivity type, learning resource type, typical age range, typical learning time, difficulty, language
- Rights: cost, copyright and other restrictions
- Relation: kind, resource
- Annotation: entity, date, description
- Classification: purpose, taxon path

The goal of LOM is to define a standard set of attributes that can be used to specify the metadata of distributed learning objects and thus facilitate the automatic and dynamic generation of instructions that are composed of these learning objects.
Although LOM is the official standard for specifying content metadata, it is not specifically designed for adaptive systems. Some standardization research efforts have been made to extend LOM's attribute set so that learning objects defined by the enriched attribute set (i.e., the metadata) can be used to match with the data that characterize learners. Thus, the learning object that is most suitable to a learner can be identified. One example is Rumetshofer and Wolfram's work (2003), in which they extend LOM's attribute set by including 'psychological factors' such as cognitive/learning styles and strategies.

In our work, we also use metadata to define learning objects so that the learning objects can be easily searched and retrieved for purposes of system adaptation. We modify LOM by selecting categories that we deem important to an adaptive system, enriching the attributes of the educational category, and adding a new category called "access point information". The educational category is enhanced by including attributes that also characterize learners. Access point information forms the new category so that distributed learning objects can be more easily searched and retrieved. Details about the role of metadata in the construction, search, and selection of reusable and distributed learning objects will be given in Chapter 3.

2.1.2 Learner Data Standards

An adaptive system must possess not only informative content metadata but also knowledge about a learner in order to correctly match the metadata of learning objects with the data about the learner. There are two types of data about a learner: a learner's profile data and a learner's performance data. These learner information can be better acquired through the usage of standards because learner data standards support the description, collection, maintenance, and retrieval of learner information. In recent
years, there have been several efforts to standardize the specification of a learner. We adopt the specifications of two of the best known efforts, the IMS Learner Information Packaging Specification (IMS [LIP], 2010) and the IEEE LTSC Public and Private Information for Learners (IEEE LTSE [PAPI], 2001), in order to facilitate the collection of learners’ profile information and the tracking of their learning progress. Both standards introduce several categories of information for learner specification.

The LIP (2010) uses the following attributes to describe learner profile data: ‘identification’, ‘goal’, ‘qualifications, certifications and licenses’, ‘activity’, ‘interest’, ‘relationship’, ‘competency’, ‘accessibility’, ‘transcript’, ‘affiliation’ and ‘security key’. Our learner profile information adopts all of these attributes except ‘activity’ and ‘relationship’ because we believe that ‘qualifications, certification and licenses’ and ‘affiliation’ (i.e., records about membership of professional organization) can cover ‘activity’, which describes any learning related activities. We also collect a learner’s learning activities as learner’s performance data separately, so that it is not necessary to collect it from a learner. The ‘relationship’ is defined as “the container for the definition of the relations between the other core data structure (e.g., ‘qcl’ and the awarding organization) [in order to construct] complex relationships between the core data structures” (LIP, 2010, p.67). We believe it is not necessary for describing the learner. Instead, we add features such as the specification of preferred ‘learning style’ and ‘context information’. A learner’s context information describes the learner’s learning environment. Since the development of wireless Internet and the increasingly widespread use of mobile technology, a learner’s learning environment has become an important element in an adaptive e-learning design (Ramsden, 2005). In our work, learner profile information is
collected from learners at the time of their registration with our system through a Learner Registration Interface.

Similar to LIP, PAPI (2001) also describes learner profile data. However, PAPI focuses more on describing performance records. It contains six categories: personal information, relations information, security, preference, performance, and portfolio. Of these, performance information is a record of a learner's performance described by a content identifier, a timestamp, a performance coding scheme, a metric, a valid date, and a certification ID. The performance coding scheme specifies the type of grading, coding, measuring, etc., that the system can use. We adopt the PAPI standard to define the learner performance information model, which is then used to track learners’ learning records during the execution of a learning object. The learner performance information is collected by the system based on the interactions between a learner and the system and the results of assessments. Details of GELS’ adoption and extension of LIP and PAPI will be discussed in Chapter 6.

2.1.3 Adaptive Learning Process Standards

Internet users have different backgrounds, competencies, preferences, and interests. The aforementioned standards for modeling and collecting profile information, performance information, and content information are important for developing an adaptive e-learning system. However, it is the way that the collected information is used during a learning process that makes an e-learning system adaptive. Since a standard for modeling learning processes will establish a uniform way of designing and sharing them, different e-learning systems will be able to share and reuse these processes. To our knowledge, there is no standard for defining an adaptive learning process, yet.
Therefore, we start by looking at learning process standards for traditional e-learning systems and discuss the requirements of an adaptive learning process.

The commonly accepted learning process standard is the Sequencing and Navigation Standard of SCORM 2004 (ADL, 2004), which is adopted from the IMS Simple Sequencing Specification (IMS, 2003). SCORM's Sequencing and Navigation Standard specifies how to prescribe a content order as well as the conditions that determine if and when content should be delivered to a learner. It consists of a Sequencing Definition Model, a Sequencing Behaviors Model, and a Navigation Model. The Sequencing Definition Model tells how to define sequencing strategies and rules. Since sequencing is controlled by the system, the Sequencing Behaviors Model describes how to handle the sequencing request, such as 'start', 'resume all', 'continue', 'previous', and 'exit', and what information should be tracked for sequencing purposes. Navigation through contents is controlled by the learner. SCORM's Navigation Model guides an e-learning system on how to make a navigable table of contents and how to provide navigation controls to a learner at run-time, such as allowing the learner to click on a previous button, a next button, and status indicators.

Along with Sequencing and Navigation, SCORM 2004 has other standards such as an Overview, a Content Aggregation Model, a Run-Time Environment, and Compliance Requirements. This collection of standards give the basic framework for e-learning system development and makes SCORM 2004 one of the most widely utilized standards in the e-learning field. However, SCORM 2004 does not provide a standard for developing an adaptive e-learning system. Such a standard would have to provide a facility to specify adaptation rules for a system to carry out different adaptation
strategies. SCORM provides a way of tracking the information obtained from the interaction between a learner and the system in a learning activity. This information can be part of learner data. However, it does not specify how this information should persist from one course to another, so that the information used in one course can be used for its corresponding courses. SCORM also does not take into account a learner’s profile such as his/her preferences or learning background.

Much research and many experimental trials have been carried out to add adaptive capabilities and techniques to a system. Rey-Lopez and her colleagues (2006) extended the SCORM Specification by adding a set of adaptation rules which can help a system make suitable adaptation decisions based on a learner’s characteristics. Van Rosmalen et al. (2006) presented an adaptation engine, “CopperCore”, which enables a system to achieve and exhibit its adaptation, presentation, and interaction functionalities. A comprehensive summary of current research efforts on adaptive properties and standards can be found in Botsios and Georgiou (2009). However, as of yet, a specific criterion for specifying a set of effective adaptation rules is still under-researched as pointed out in Brusilovsky and Pyelo (2003) due to the complexity of considering numerous factors involved in making adaptation decisions.

Our system, GELS, uses adaptation rules at various stages of processing a learning object. It adopts and extends SCORM's Sequencing and Navigation Standard to achieve adaptive content selection, sequencing, navigation, and delivery based on the metadata of content and the profile and performance data of a learner. The system introduces a new way of adaptation rule specification, and uses an adaptive rule execution engine, a rule editor, and several facilitating tools for defining and processing
adaptation rules. The details on GELS’ rules and adaptation strategies will be given in Chapter 4.

In summary, many organizations have made efforts to introduce standards for defining metadata of contents, learners and learning processes. However, as surveyed and examined in this section, the current versions of e-learning standards are not adequate for building an adaptive e-learning system that possesses a comprehensive set of adaptive features. In our work, we do not simply adopt and benefit from some e-learning standards but extend them to enable the implementation of GELS’ adaptive features. We use an Extended LOM to specify the metadata of learning objects. For characterizing learners and their knowledge, we use a modified IMS LIP and a modified PAPI, respectively. GELS also adopts SCORM's Sequence and Navigation Standard and uses it in a rule engine to execute a learning process. We supplement SCORM's standard by allowing adaptation rules to be specified and activated during the enactment of a learning process, thus making it adaptive. Since the standards we adopt are widely used in the e-learning community, GELS can easily utilize contents that have been defined by these standards.

2.2 Existing Adaptive Systems and Supporting Tools

Adaptive e-learning systems are often called by different names, most of which use various combinations of terms like Web-based, intelligent, adaptive, and educational/learning. The term “Web” refers to learning content and learning activities that are accessible and executable over the Web. The term “adaptive” indicates that a system can automatically adapt itself to learners with different characteristics and needs. The term “intelligent” signifies that a system uses some sort of artificial intelligence technique to provide support to learners or identify their characteristics,
needs, and situations. Lastly, “educational” or “learning” suggests that the system’s primary application is in education or learning.

There are three categories of existing systems that exhibit adaptive capabilities in different ways. They are Intelligent Tutoring systems, Adaptive Hypermedia Systems, and Group-based Adaptive Systems. In the following subsections, we examine the functionalities and techniques of these systems as well as supporting tools used in these systems.

2.2.1 Intelligent Tutoring Systems

An Intelligent Tutoring System (ITS) is an adaptive instructional system that uses an artificial intelligence technique to instruct learners who have different backgrounds, learning capabilities, and goals. Adaptation in ITS is achieved by the incorporation of a “learner knowledge model”. The learner knowledge model is built on information gathered from and about an individual learner in order to assess the learner’s current state. ITS analyzes each learner’s strengths and weaknesses based on the learner model so that the system is able to respond to that learner’s needs and provide individualized instruction and tutoring. For example, Andes, an ITS for instructing classical physics, uses a learner model to provide a learner with individualized coaching in problem solving (Anderson, Corbett, Loedinger, & Pelletier, 1995).

The applications of ITS include computer-based problem-solving monitors, coaches, laboratory instructors, and consultants (Sleeman & Brown, 1982). The effectiveness of an ITS depends heavily on its ability to make good decisions about when and what a learner should learn. In order to improve the system’s ability to decide, most ITSs use one or more of the following techniques: curriculum sequencing, intelligent analysis of student’s solutions, interactive problem solving support, and
example-based problem solving support (Brusilovsky, 1999). The techniques adopted from ITSs are implemented in the following adaptive systems: adaptive testing by using probabilistic theory (Guzmán, Conejo, & Pérez-de-la-Cruz, 2007), cognitive tutors for collaborative learning by capturing and analyzing learners' behaviors (Harrer, McLaren, Walker, Bollen, & Sewall, 2006), and automatic generation of adaptive courses using dynamic planning techniques in Dynamic Generation of Customized Courses (Brusilovsky & Vassileva, 2003).

ITSs have a significant influence on adaptive e-learning due to the artificial intelligence techniques they use for problem solving support and intelligent solution analysis. However, ITSs have several limitations, which prevent them from becoming truly adaptive e-learning systems. First, the key to providing effective assistance to a learner is an ITS' ability to track the learner's performance data. These include performance results and some behavior data such as keystrokes, mouse movements, and the amount of time spent on each instruction. However, the collected data may not be used for modeling a learner's knowledge and skills correctly due to the inconsistent responses and incomplete answers given by the learner, or the unreliable behavior observed by the system. Building a learner model from these observable but uncertain data is a difficult task. Second, most ITSs focus on learners' performance data rather than their profile data (Sison & Simura, 1998). Since both profile data and performance data are important for characterizing a learner, and these data are interrelated, a learner model that captures less information may degrade a system's ability to adapt. Third, ITSs present learning contents in a predetermined pattern/structure to its learners. In order to do this, an ITS designer has to predict all possible responses of learners and
decide what content should be presented to learners in advance. This is not always possible in the real life. The fixed and predefined pattern/structure prevents an ITS from delivering personalized instructions to different learners.

Different from ITSs, we use not only the performance data of learners but also their profile data as well as the metadata of contents to evaluate learners so that their knowledge, capabilities and statuses can be more accurately determined. We also tackle the data uncertainty problems by using Bayesian Networks to evaluate the collected data of learners. Instead of using a predetermined pattern of content presentation designed at build-time, GELS allows dynamic binding to learning objects and uses an Event-Condition_probability-Action- Alternative_action (ECpAA) rule-based system to make adaptation decisions at run-time. GELS provides a Bayesian model editor to ease the task of an expert in providing the information needed for deriving the prior distribution of a Bayesian model. Details on GELS’ usage of Bayesian Network will be given in Chapter 4.

2.2.2 Adaptive Hypermedia

Adaptive Hypermedia (De Bra, Brusilovsky, & Houben, 1999; Brusilovski, 2001) is a system that contains and manages hypertexts and/or hypermedia. Hypertext is defined as “network information nodes connected by means of relational links” (Parunak, 1990). The goal of Adaptive Hypermedia is to help learners find an “optimal path” through the learning content and to guide learners through the hyperspace of available information. The applications of such a system are in online information/help, information retrieval hypermedia, and educational hypermedia.
As can be seen in Figure 2-1, Adaptive Hypermedia Systems use two different but complementary methods to adapt the content and links of hypermedia pages to suit a learner: adaptive presentation (content-level adaptation) and adaptive navigation (link-level adaptation) (Brusilovski, 2001; Henze & Nejdl, 2004). Adaptive presentation
manipulates content fragments in a hypertext document. Based on the information stored in a learner model, the textual or multimedia content of a page can be adaptively displayed by means of fragment variants (De Bra et al., 1999). The techniques and examples of adaptive presentation include: conditional inclusion/removing/dimming of fragments (i.e., text, figures, etc.) in AHA! (De Bra & Calvi, 1998), stretchtext (technique of using stretched or shrunk text fragments based on learners' interests) in MetaDoc (Boyle & Encarnacion, 1994), altering fragments in Anatom-Tutor (Beaumont, 1994), and sorting fragments in Hypadapter (Hohl, Böcker, & Gunzenhäuser, 1996)). Adaptive navigation, on the other hand, manipulates links in order to guide a learner to choose the best path from the currently presented information to other desired information, depending on the learner’s need, level of knowledge, interest, preferences, etc. In the work of Brusilovsky (2001) and Brusilovsky & Nejdl (2005), the explored mechanisms and their examples are: direct guidance with a ‘next’ or ‘continue’ button found in most e-learning systems; adaptive link sorting from the most relevant to the least relevant in Hypadapter (Hohl et al., 1996); adaptive link hiding through hiding, disabling, and removing a link in ISIS-Tutor (Brusilovsky & Pesin, 1998); adaptive link annotation (link anchors are presented differently depending on the relevance of the destination) with different font colors in ELM-ART (Weber & Brusilovsky, 2001), different font sizes also in Hypadapter (Hohl et al., 1996), and different font types in InterBook (Brusilovsky, Eklund, & Schwarz, 1998). Recently proposed techniques are adaptive link generation and a navigation map adaptation. Adaptive link generation enables a system to create dynamic links rather than static links for a page (Mitsuhara, Ochi, Lanenishi, & Yano, 2002) and navigation map adaptation provides a graphical representation of a link
structure (Benford et al., 2000). An excellent overview of methods and techniques can be found in Brusilovsky’s survey paper (Brusilovsky, 1996).

The contribution of Adaptive Hypermedia Systems to adaptive e-learning is their provision of innovative techniques for adaptive presentation and efficient navigation strategies. However, because these systems control content presentation at the level of fragments within a content, there are several drawbacks. First, although the idea of presenting a single content in various adaptive manners is desirable, the cost of utilizing such technique falls on the content authors. Because Adaptive Hypermedia systems’ adaptive presentation techniques include conditional inclusion/removing/dimming of fragments (i.e., text, figures, etc.), a content author must create numerous versions of the same content. The time and cost that are required of content authors can outweigh the benefits of presenting the same content to learners with different formats, combinations of fragments, etc. In our work, we use adaptive techniques to select and present learning objects, which are larger granules of instruction than fragments; thus, less time-consuming and costly to develop the variances of a learning object.

Second, the techniques used in Adaptive Hypermedia Systems can decrease the consistency of how the same content is presented to a learner. Contrary to these systems' original purpose of helping a learner find an "optimal path", applying adaptive techniques too frequently can confuse a learner. For example, if too many adaptive techniques are applied to a hypertext, the presentation of its content may keep on changing every time it is presented to a learner. In our work, we identify a limited number of meaningful stages in processing a learning activity, at which adaptation rules are applied.
Third, an Adaptive Hypermedia system provides learning materials in the form of a hypertext. As the aforementioned definition of hypertext implies, a hypertext is required to have a predefined dependency or precedence (i.e., prerequisite) among ‘network information nodes’, because a hypertext is presented and/or navigated based on a learner’s knowledge status and the dependency information. However, it is not easy to set up these dependencies in advance. If this information is omitted or incorrect, the user may receive inept guidance, which can be worse than no guidance at all. Our system also allows the specification of relationships between learning objects as a part of metadata specification (e.g., a learning object is a part or a version of another learning object). However, the specification of relationships is optional, rather than mandatory, as it is with hypertexts. GELS is able to use other metadata to select learning objects that are most suitable to learners. Lastly, just like in ITSs, the learner model used in an adaptive hypermedia system is response-dependent. A response-dependent learner model is incomplete because the profile data of a learner are not included in the model. It can also be incorrect because the learner data gathered by the system can be inconsistent and inaccurate. In our work, we provide a comprehensive learner model, which captures not only the performance data but also the profile data of a learner. Performance data is collected and continuously updated by the system, while profile data is updated by the learner through a graphical user interface. We also minimize the impact of uncertainties in a learner's data by using Bayesian Network.

GELS adopts some adaptive techniques introduced in adaptive hypermedia systems for achieving adaptive content presentation and navigation. It provides a
comprehensive and up-to-date learner model and evaluates the learner data accurately in the presence of data anomalies discussed in the introduction section.

### 2.2.3 Group-based Adaptive Systems

This category of systems uses the information about a group of learners to offer individualized assistance to learners and to achieve better coordination and collaboration among them. Examples of this type of systems include the Intelligent Class Monitoring systems and Intelligent Collaborative Learning systems named in (Brusilovsky & Peylo, 2003). Group information represents a system's knowledge about learners, which can be obtained from Web Logs. An Intelligent Class Monitoring system compares the records of different learners to identify those records that are different from those of their peers. In this way, the system can identify the learners in need of help and offer them the proper assistance. HyperClassroom (Oda, Staoh, & Watanabe, 1998) is an example of this type of systems. It uses ‘fuzzy mechanisms’ to identify learners who need help in a Web classroom.

*Intelligent Collaborative Learning* systems can be divided into two subcategories: adaptive group formation and peer help and adaptive collaboration support (Brusilovsky & Peylo, 2003). The first subcategory aims to use a system's knowledge about different learners to form a matching group for different kinds of collaborations. Examples include forming a group for collaborative problem solving at a proper time, or finding the most competent peer to aid a student on a given topic (i.e., finding a person with a model showing good knowledge of this topic). PHelpS (Peer Help System) is a system that uses the adaptive group formation and peer help technology in discussion forums (Greer et al., 1998). By using its knowledge about different learners, an adaptive collaboration support system can coach or advise collaborating peers. Examples of this
type of work are COLER (Constantino-Gonzalez, Suthers, & Escamilla De Los Santos, 2003) and EPSILON (Soller & Lesgold., 2003).

While group-based adaptive systems use group information to offer personalized assistance to learners and enable the coordination and collaboration of learners in their learning activities, our system uses the information about a group of previous learners to increase the accuracy of evaluating new learners so that suitable adaptation actions can be taken by the system to deliver individualized instructions. Our group information contains the profile and performance data of those previous learners who have learned from the same learning object. This information is continuously updated as each new learner is going through a learning process. This approach enables our system to continuously improve its ability to accurately evaluate a new learner and deliver individualized instruction to the learner.

2.2.4 Supporting Tools

A variety of tools have been developed in the existing adaptive systems: authoring tools, monitoring tools, and assessment tools. Authoring tools have been developed in MetaLinks (Murray, 2003), AHA! (De Bra & Calvi, 1998) and NetCoach (Weber, Kuhl, & Weibelzahl, 2001) for authoring adaptive hypermedia contents, while an authoring tool has been developed in Algebra Tutor (Ritter, Anderson, Cytrynowitz, & Medvedeva, 1998) for ITS content editors. Our system, GELS, also provides authoring tools for content authors and content composers to construct self-contained, reusable, and distributed learning objects by using educational resources on the Web. These tools can be installed at content authors and composers’ network sites in order to promote various types of content creation. CourseVis uses techniques adopted from information visualization and Web log data, and provides instructors with a graphical learner
monitoring tool (Mazza & Dimitrova, 2004). GELS provides a monitoring tool called 'MonitorStudents' for instructors, and an activity tracking tool called 'My CLOs' for learners. Through 'MonitorStudents', an instructor can monitor his/her learners' progress, while a learner can check his/her own activities by using 'My CLOs'. Assessment tools are developed in many systems such as SIETTE (Systems of Intelligent Evaluation using Tests for Tele-education: an adaptive Web-based assessment system by using Item Response Theory) (Rios, Pérez-de-la-Cruz, & Conejo, 1998), AthenaQTI (a tool for authoring personalized assessments) (Tzanavari, Retalis, & Pastellis, 2004), and QuizGuide (Brusilovsky, Sosnovsky, & Shcherbinina, 2004) for creating assessments. We also provide an assessment tool as a part of learning object authoring tools. Our assessment tool supports four different assessment types: namely, 'text', 'interactive', 'multiple choices single-selection', and 'multiple choices multiple-selections'. We also provide an 'autograde' function for the instructors' convenience.

In summary, three categories of existing systems possess adaptive capabilities. Intelligent Tutoring Systems provide a learner model and use various artificial intelligence techniques to deliver individualized instructions to learners. Adaptive Hypermedia Systems provide innovative techniques for achieving adaptive content presentation and navigation. Group-based adaptive systems use the information about a group of learners to monitor their progresses, offer them individualized assistance, and enable their coordination and collaboration in learning activities. Web-based tools have been developed in these systems for authoring contents, monitoring learners' progresses, and assess learners' performances.
GELS adopts and extends the adaptive techniques introduced above. It provides an enriched learner model to capture both profile and performance data of learners, and uses group information represented by prior distributions of Bayesian Models to improve the accuracy of evaluating learners. GELS applies adaptive techniques for content presentation and navigation at six specific stages of processing a learning activity. It also provides virtual e-learning community members with supporting tools to create learning objects, monitor learners' progresses and assess their performances. Different from all the existing adaptive systems, GELS uses an ECpAA rule specification and a Bayesian Model Processor for probabilistic specification and evaluation of the condition clauses of adaptation rules so that the problems of data anomalies and data correlations addressed in the introduction section can be mitigated.
CHAPTER 3
CONTENT CONSTRUCTION AND ADAPTIVE CONTENT SEARCH AND SELECTION

The goal of an adaptive e-learning system is to take into account the diverse needs of learners and provide them with tailored learning materials. To achieve this goal, the system should offer facilities for creating a variety of reusable contents as well as for searching, selecting and presenting the most appropriate content to a learner. In this chapter, we present GELS’ method and tools for content construction and the adaptive techniques used for content search and selection.

3.1 Content Construction in Gator E-Learning System

Many educational resources on the Web are highly unstructured, heterogeneous, and scattered. In order to provide Web users with more structured and usable learning contents, there is a need to develop a method and tools that package these resources into self-contained and reusable learning objects for instructional and training purposes.

GELS recognizes three types of content components, as illustrated in Figure 3-1: learning assets, Atomic Learning Objects (ALOs) and Composite Learning Objects (CLOs) introduced in Lee and Su (2006). Multimedia learning assets can be in forms such as text, image, HTML, XML, Audio, Flash, JPEG, and simulation. The two types of learning objects, ALO and CLO, are modeled based on the ideas presented in SCORM’s Content Aggregation Model (ADL, 2004), Cisco Learning Institute’s Reusable Information Objects and Reusable Learning Objects (Cisco Systems, 1999 & 2003), and LOM (LOM, 2002), but with some important extensions.

3.1.1. Atomic Learning Object

An ALO is a self-contained and reusable unit of instruction defined in XML. It typically consists of content items, practice items and assessment items. A content,
practice, or assessment item can be constructed out of multimedia learning assets. It is either prepared by a content author or accessible through its URL. Practice and assessment items can be optional. Assessment items can be given to a learner both before and/or after the presentation of content items (i.e., pre-assessment and post-assessment). Four different assessment types are currently supported by GELS: namely, ‘text’, ‘interactive’, ‘multiple choices single selection’, and ‘multiple choices multiple selections’. The ‘interactive’ assessment is a special type of assessment method used in our application of GELS for teaching medical personnel in the use and operation of anesthesia machines (see Section 7.2 for details). In this method, GELS presents a problem to a learner, then monitors the learner's interactions with a simulated anesthesia machine to determine his/her understanding of and ability to solve that problem.

Figure 3-1. The content components of GELS
We also add metadata and a sequence specification of learning items to an ALO. The sequence specification specifies the delivery order in which content and practice items are presented to a learner when an ALO instance is processed by the system. Metadata are data that describe the learning object. They are used for the registration and retrieval of the ALO through an LO Broker. For example, the metadata of the ALO called “FDACheckStep1” consist of: ‘Title’ is “FDACheckStep1”, ‘Keywords’ is “{FDACheckStep1, manual resuscitator, Ambu bag}”, ‘Author’ is “Sem Lampotang”, ‘Language’ is “English”, and ‘Media_Format’ is “HTML” and “Shockwave”. The detailed meta-model of learning object will be discussed in Section 3.2.

3.1.2. Composite Learning Object

A CLO is composed of some constructed ALOs and CLOs. Like that of SCORM (ADL, 2004), GELS’ CLO is defined as an activity tree, which models a learning process and specifies the delivery sequence of learning objects referenced in it. As shown in Figure 3-2, a CLO is an activity tree which consists of activities, connectors, and edges. This example CLO is taken from our application of GELS mentioned above. Each node of an activity tree is called an “activity”. It represents a unit of instruction to be delivered to a learner. There are two types of activities depending on their locations in an activity tree: non-leaf activity and leaf activity. A non-leaf activity is a node that has child nodes, and a leaf activity is one that does not.

Unlike that of SCORM, GELS’ non-leaf activity can have an introduction to and/or a summary of the contents presented in its child activities. A non-leaf activity in GELS can also have practice items and assessment items for enhancing and evaluating a learner’s knowledge gained from the non-leaf activity and its child activities. Thus,
GELS allows not only a leaf activity but also a non-leaf activity to have content, practice, and assessment items.

In an activity, a learning objective can be specified to indicate whether a learner has or has not met an instructional goal of the activity. It is adopted from SCORM’s Sequencing and Navigation model (ADL, 2004). The status of the learning objective can be represented numerically or marked as unknown, satisfied or unsatisfied.

Additionally, a set of adaptation rules can be specified in both a non-leaf activity and a leaf activity. A non-leaf activity can have six adaptation rules: ‘Before-Activity’ rule, ‘After-Pre-Assessment’ rule, ‘Drill-Down’ rule, ‘Roll-Up’ rule, ‘After-Post-Assessment’ rule, and ‘Before-End-Activity’ rule. A leaf activity can have four adaptation rules: ‘Before-Activity’ rule, ‘After-Pre-Assessment’ rule, ‘After-Post-Assessment’ rule, and ‘Before-End-Activity’ rule. These rules correspond to different...
stages of processing a non-leaf activity or a leaf activity. They are used to select, sequence, navigate, and present content to a learner in an adaptive manner. The details of GELS’ adaptation rule specification and execution will be given in Chapter 4.

A leaf activity can be statically or dynamically bound to an ALO or a CLO. The provision to bind a leaf activity to a CLO is an important feature of our system. It enables the construction of a large granule of instruction out of modularized instructions, thus increasing content scalability and reusability. For example, in our application of GELS in the instruction of ‘FDA's pre-use check of traditional anesthesia machines’, the instruction consists of three CLOs: Root CLO, Low Pressure System (LPS) CLO, and Breathing System (BS) CLO. Two of the leaf activities in the Root CLO are bound to the other two CLOs, which cover the pre-use checks of the Low Pressure System and the Breathing System, respectively. The activity tree of Figure 3-3 serves to illustrate that one can aggregate ALOs to form a CLO and the CLO can in turn link to other CLOs to form a more complex structure. ALOs and CLOs are individually packaged objects. They are reusable for any instructional purposes.

Figure 3-3. Activity tree that contains leaf-nodes bound to CLOs
Two additional modeling constructs are also introduced in an activity tree: connector and edge. A connector, denoted by © in Figure 3-2, connects a parent activity to its child activities. An edge is a link that connects an activity to its connector. The reason that we place a connector in between a parent activity and its child activities is to use it for the specification of a sequencing control mode that determines the sequencing order of the child activities. Any change made to the sequencing control mode as a result of an adaptation action taken by the system will not entail changes to the specification of the parent activity, which is traditionally used to house the specification of a sequencing control mode. The sequencing control modes supported by our system are the ones defined in the Sequencing Definition Model (ADL, 2004): Choice, Flow and Forward-Only. Choice allows a learner to have full freedom to select any of the child activities for processing in any order. Flow allows a learner to select either the next child activity or the previous child activity, while Forward-Only allows a learner to select only the next child activity in sequence. The learner would navigate the child activities according to the sequencing mode specified in the connector.

The activity tree of a CLO can be processed either in a pre-ordered traversal manner or according to the sequencing modes specified in or selected by GELS for the connectors. After creating a CLO, the content author can tag the CLO with metadata just like the metadata of an ALO for its discovery and retrieval. GELS’ metadata will be covered in Section 3.2.

3.1.3. Learning Object Authoring Tools and Repositories

In order to ease a content author’s tasks of constructing and storing learning objects, GELS reuses the ALO authoring tool, the CLO authoring tool, and the LO Repositories developed by Lee and Su (2006). They are collectively called Learning
Object Tools and Repositories (LOTRs), which can be installed at the network sites of users who serve as content producers and/or composers of a virtual e-learning community. The ALO authoring tool is designed for use by a content producer to define, construct, and register ALOs, and the CLO authoring tool is used by a content composer to aggregate some reusable ALOs and CLOs into a larger granule of instruction. Both authoring tools are also modified to provide a new metadata editor to ease content authors' tasks of specifying the attributes and value constraints that constitute the metadata of constructed LOs. The constructed ALOs and CLOs are stored in their respective LO repositories installed at the network sites where they are defined. Thus, they can be conveniently maintained and updated by their producers/composers. The details on the implementation of LO authoring tools and repositories will be given in Chapter 6.

3.2. Adaptive Content Search and Selection

The deployment of Learning Object Authoring Tools and Repositories at many network sites would promote the creation of many reusable objects for different subjects of learning. Some of these learning objects may cover the same subject but use different content items and different forms of presentation. The ability to search and select a suitable learning object for a learner from a potentially large number of registered learning objects is an important adaptive feature of GELS. GELS achieves adaptive content search and selection in the following way.

3.2.1 Adaptive Content Search

For adaptive search, GELS tags constructed learning objects with metadata and registers them with an LO Broker installed at the host site of a virtual e-learning community. The LO Broker is a metadata repository which provides facilities for
searching and retrieving learning objects. Learners and the system can thus query the Broker for learning objects that meet their instructional purposes.

We adopt selected categories of metadata proposed in LOM (2002) and extend them to suit GELS’ specific need because we believe that some categories, such as ‘general’, ‘educational’, ‘relation’, and ‘technical’, are more appropriate for our system than categories such as ‘life cycle’ and ‘meta-metadata’. For example, ‘life cycle’ is a category which “describes the history and current state of a learning object and those entities that have affected the learning object during its evolution” (LOM, 2002, p.16). Since maintaining and updating a learning object are the responsibility of its content author, we believe that the life cycle of an object is not a necessary part of the metadata maintained by our system. Thus, in GELS, the metadata associated with learning objects are categorized into ‘general’, ‘educational’ and ‘access point information’, while the LOM uses nine categories of attributes to describe learning objects. The adoption of LOM and the extensions unique to GELS are shown in Figure 3-4.

The general category is mostly adopted from LOM and describes a learning object’s generic attributes. These attributes are ‘title’, ‘description’, ‘keyword’, ‘cost’, ‘subject’ and ‘author’, of which the latter two are added.

- Title: name given to this learning object
- Description: a textual description of the learning object
- Keyword: a keyword or phrase describing this learning object
- Cost: the cost of using this learning object, if payment is required
- Subject: the topic of this learning object
- Author: the person who created this learning object

The educational category defines the key educational or pedagogical information of a learning object. Among the attributes in GELS’ educational category, ‘media format’ and ‘platform requirements’ are adopted from LOM’s technical category, and
‘interactivity type’, ‘learning resource type’, ‘typical age range’, ‘difficulty’, ‘typical learning time’ and ‘language’ are adopted from LOM’s educational category. ‘Course relations’ is adopted from LOM’s relation category. Lastly, ‘LO type’, ‘learning objective’, ‘number of attempts’ and ‘typical audience’ are added to GELS’ attribute set as an extension of LOM. The attributes of the educational category are explained below:

- **Media format**: technical data type of this learning object. e.g., video, text, etc.
- **Platform requirements**: information about software and hardware requirements. e.g., sound card, adobe, etc.
- **Interactivity type**: predominant mode of learning supported by this learning object. e.g., active, expositive (passive), or mixed learning.
- **Learning resource type**: specific kind of learning object. e.g., exercise, simulation, questionnaire, figure, exam, etc.
- **Typical age range**: age of the typical intended user.
- **Difficulty**: degree of challenge for the typical intended target audience. e.g., very easy, easy, medium, difficult, and very difficult.
- **Typical learning time**: approximate or typical time taken to work through the learning object for the typical intended target audience.
- **Language**: language used by the learning object.
- **LO type**: type of learning object, either ALO or CLO.
- **Learning objective**: the purpose of the learning object.
- **Number of attempts**: typical number of attempts to achieve the learning objective.
- **Typical audience**: typical intended user.
Although LOM has an attribute called 'location' in the technical category, this attribute only provides a general description of where one may find this resource. GELS adds 'access point information' as a separate category for specifying the access point of a distributed learning object stored in an LO repository. This information is used for adaptive content search and selection. GELS tags constructed objects with metadata for automated retrieval, dynamic binding and adaptive selection as well as for content
sharing and exchange with other systems. For the above stated purposes, the metadata of a learning object are specified using the extended Web Service Definition Language (WSDL) introduced in Lee, Zhang, and Su (2004), and registered with the LO Broker as Web services. The extension we made to WSDL is the inclusion of value constraints associated with metadata attributes. These value constraints are used by the Broker to match with the data conditions given in a search query issued by a learner or the system so that a learning object that best matches with the query can be selected. As an example, a part of the extended WSDL document, which describes the names, data types, and value constraints of the metadata attributes, used to define the learning object, ‘Breathing System’, is shown in Figure 3-5.

GELS provides content producers with a user-friendly authoring tool for constructing ALOs. The tool provides a user interface for a content author to specify and edit the metadata of an ALO shown in Figure 3-6. The system also provides content composers with an authoring tool for composing CLOs. The tool has a user interface for a content composer to specify and edit the metadata of a CLO as shown in Figure 3-7. The specified attributes and value constraints in Figure 3-7 are then used to generate the extended WSDL file shown in Figure 3-5. GELS also provides a user interface called ‘Search LOs’, which allows a user to select some metadata attributes from a drop down menu and specify their values to form a search query as shown in Figure 3-8. The data conditions of the query are used by the LO Broker to match against the registered metadata and constraints in a constraint satisfaction processing to select the best matched LO for the user or the system.
Figure 3-5. Metadata attributes in extended WSDL document
Figure 3-6. ALO metadata editor for adaptive search of ALO

Figure 3-7. CLO metadata editor for adaptive search of CLO
3.2.2. Adaptive Content Selection

GELS enhances a system's adaptive properties by providing an adaptive content selection facility. Content selection is achieved in two ways: static binding and dynamic binding. GELS allows a content composer to specify at design time whether a leaf and/or non-leaf activity of a CLO can be statically or dynamically bound to an ALO or CLO as illustrated in Figure 3-9.

For static binding, the composer names the specific ALO or CLO that should be activated for that activity. Then, the named ALO or CLO is processed at run-time. For dynamic binding, the composer instead specifies a query at design time for accessing a learning object that can satisfy the learning objective of a leaf-activity. The query specification is a logical expression of data conditions, whose attributes are those used to define learner profile and performance, and whose values are taken from the run-time
profile and performance data of the learner who is using the CLO. The query may contain a variable, denoted by 'VAR'. At runtime, the value of this variable is set to the value taken from the learner’s profile or performance data at the time of dynamic binding. Thus, the query is dynamically generated.

Figure 3-9. Adaptive content selection: static and dynamic bindings

Figure 3-10 shows an example of a query with dynamic binding information, which is specified by the attribute keyword having “input output of anesthesia machine” as its value and the attribute language having ‘VAR:sLanguage’ as its value. At run-time, the value of the attribute language is set to the value of the learner’s preferred language, which is recorded in the learner’s profile. Then, the query is sent to the LO Broker for processing. The Broker uses a constraint satisfaction processing technique (Degwekar, Su, & Lam, 2004) to match the query against the registered metadata of learning objects in order to find the one with the best match. If multiple learning objects with the same matching score are found, the matched learning objects and their metadata are
shown to the learner so that he/she can choose one. The chosen learning object is then fetched from a remote LO repository by using its registered access information.

Dynamic binding using the constraint satisfaction processing technique allows the system to choose the most suitable learning material for a learner at run-time.

Figure 3-10. A query example

In summary, GELS reuses previously developed tools and repositories to construct learning objects and provides adaptive features for content search and selection with extended metadata of LOM. The deployment of Learning Object Tools and Repositories (LOTR) at many Web sites will promote the construction of numerous reusable and competitive learning objects to enrich a virtual e-learning community. The use of metadata, the LO Broker, the static binding, and the dynamic binding using the constraint satisfaction processing technique will facilitate the adaptive search and
selection of learning objects to meet the diverse needs of virtual e-learning community members.
CHAPTER 4
PROBABILISTIC RULE MODEL

A popular way of guiding an e-learning system to provide individualized instructions to learners is to use condition-action (CA) rules (De Bra et al., 2003; Duitama et al., 2005). The condition part of this type of rule is a Boolean expression. If the expression is evaluated to be true, the operation(s) specified in the action clause is executed by the system. The way that a condition clause is specified and evaluated has a significant impact on a system’s behavior, because the result of the evaluation determines the adaptation actions taken by the system. In light of this, there are several problems associated with the condition specification of existing adaptation rules. In this chapter, we address these problems and show how to resolve them by using an Event-Condition_probability-Action-Alternative_action (ECpAA) rule specification, Bayesian Models, and group data.

4.1 Problems with Existing Adaptation Rules

4.1.1 Existing Rules

A condition-action rule consists of a condition specification and an action specification, and has the format “if [condition] then [action]”. When a CA rule is invoked, the condition specification is evaluated against a learner’s profile and performance data as well as the metadata of the learning object that the learner is using. The adaptive action(s) specified in the action specification is taken based on the result of the evaluation.

Another popular type of rule in use is called an Event-Condition-Action (ECA) rule. The difference between a CA rule and an ECA rule is that the latter adds an event specification to the rule. In an ECA rule, the occurrence of the specified event will trigger
the processing of the rule condition. The format of ECA rule is “on [event] if [condition] then [action]”. A simple example of an ECA rule is “On the completion of a pre-assessment, if a learner did not take the prerequisite course and his/her assessment result is below a specified score, then the learner is asked to study the content again”.

4.1.2 Problems

As pointed out in Jeon, Su, and Lee (2007b), there are several problems with using CA rules or ECA rules to achieve a system's adaptive capabilities. First, if the data conditions in a condition specification are evaluated against a learner's data that are uncertain or incorrect, the condition specification cannot be evaluated correctly. This will prevent a system from taking the proper adaptation actions. Second, a traditional rule-based system evaluates each data condition independently. The correlations among data conditions are not taken into consideration. Third, most existing systems evaluate the condition specification without making use of the data of previous learners who have used the same learning object. A system's knowledge about previous learners can be very useful in the evaluation of an adaptation rule for a new learner, particularly when the data about this new learner are uncertain. In the following three sub-sections, we address these problems in detail.

4.1.2.1 Data uncertainty problem

The condition specification of a rule can potentially consist of many data conditions, which need to be evaluated against a learner’s profile and performance data. The profile data are typically provided by a learner at the time of his/her registration with the system, and the performance data are collected by the system based on the learner's interactions with the system and the results of assessments. These data can be incomplete, inaccurate, and/or contradictory. We collectively call these data
problems the data uncertainty problem. For example, a learner may not be able to tell
the system what his/her preferred learning style is. Or, a learner may not be willing to
provide a piece of personal information (e.g., disability) because of privacy concerns.
Even if he/she provides the system with a piece of information, that information may no
longer be accurate as time passes (e.g., a learner's preferred learning style may change
with time and with the subject he/she takes.) Also, some profile data may contradict with
performance data (e.g., a learner may specify that he/she has certain prior knowledge
of a subject which contradicts with his/her actual performance).

These data anomalies can create the following problems for a CA- or ECA-rule-
based system in its evaluation of the condition clause of a rule. First, if a value of a data
condition is missing, the system either assigns a default value or treats the data
condition as false. If a default value is assigned, the same default value is assigned to
all learners who fail to provide values for the data condition. This method goes against
our overall aim of adaptation. If the missing value causes the data condition to be
treated as false, it can negatively impact the evaluation of the entire condition
specification. This is especially true if a condition clause is a complex Boolean
expression that has many logically ANDed data conditions. A single data condition that
is evaluated as false due to a missing value can cause the entire expression to be
evaluated as false even if all the other data conditions are true. Second, a system may
take wrong actions if the condition clause is evaluated based on inaccurate data
provided by a learner. Third, contradictory data conditions may cause contradictory
actions to be taken because multiple rules that make references to these data
conditions can be activated.
4.1.2.2 Data correlation problem

The condition clause of a CA or ECA rule can be a complex expression that contains many data conditions. When such a clause is evaluated, the system evaluates each data condition independently from the others; the correlation of these data conditions is not considered. In many situations, the truth value of one data condition may affect the truth value of some other data condition(s). For example, the truth value of a pre-assessment result having a high value may depend on the truth value of the average grade of prerequisites having a high value. It is also possible that the truth value of one data condition has more influence to the truth value of the entire condition clause than that of another data condition. We believe that an adaptive system should take into consideration the interdependency of data conditions and their relative importance in order to evaluate a complex condition specification correctly.

4.1.2.3 Problem of not utilizing group profile and performance data

Most adaptive e-learning systems such as ELM-ART (Weber & Brusilovsky, 2001), MLTutor (Smith & Blandford, 2002), and SQLT-Web (Mitrovic, 2003) make use of an individual learner’s profile and performance data to determine what and how content should be presented to a learner adaptively (Brusilovsky, Karagiannidis, & Sampson, 2004). We believe that the profile and performance data of those learners who have used a learning object can also be an important source of information for tailoring the instruction of the same learning object to a new learner. An adaptive system should utilize its knowledge of other learners’ profile and performance data, “learn” from the accumulated data of learners (i.e., group profile and performance data), and continue to improve its adaptive capabilities.
In the ECpAA rule-based system that we propose, group profile and performance data are used to accurately evaluate the condition specifications of adaptation rules in much the same way as an instructor gains experience from teaching more and more students. Accurate evaluation is important because the result of evaluating a condition clause of an adaptation rule determines the action or alternative action to be taken and thus affects the way the content of a learning object is delivered to a learner, and the degree of freedom given to the learner in navigating the content.


The traditional CA or ECA rule-based system cannot evaluate complex and uncertain condition specifications properly as we addressed in the preceding sections. GELS uses an ECpAA rule specification, Bayesian Models, and group profile and performance data to resolve the addressed problems and make proper adaptation decisions. Our ECpAA rule specification allows an expert to probabilistically express the condition part of an adaptation rule. A Bayesian Model then probabilistically evaluates the data conditions given in the defined rule by using a prior distribution to determine if the action or the alternative action should be taken. The profile and performance data of each new learner is used to update the prior distribution so that the accuracy of learner evaluation will continue to improve. In the following sections, we explain our ECpAA rule specification along with Bayesian Models, and also present the technique used to process ECpAA rules with examples.

4.2.1 Event-Condition_probability-Action-Alternative_Action (ECpAA) Rule Specification

In order to resolve the problems associated with the condition clause in the traditional CA or ECA rule-based systems, we introduce a new way of specifying and
processing adaptation rules. The new rule specification is called ECpAA specification, which consists of an event, a probabilistic specification of a condition, and an action/alternative action specification. The ECpAA rule has the format “on [Event], if [Condition_probability] then [Action] else [Alternative_action]”. We explain its components below.

4.2.1.1 Events: adaptation points

Events are defined and posted at various points in time during the processing of a learning object to trigger the evaluation of rule conditions in order to determine the proper actions that should be taken by the adaptive system. SCORM defines two events: after activity and before activity. At these two points in time of processing each activity of an activity tree, rules can be applied to determine the system’s actions. We call these points “adaptation points”. It is our opinion that more adaptation points should be recognized so that the system can apply adaptation rules more frequently to tailor an instruction to a learner. For example, adaptation decisions can and should be made at 1) the time to bind a learning object to the activity before an activity is processed, 2) the time after a pre-assessment has been performed, 3) the time before going down the activity tree from a parent activity to a child activity, 4) the time when returning to the parent activity after a child activity has been processed, 5) the time after a post-assessment has been carried out, and 6) the time when a learner is about to exit the activity.

In GELS, events can be defined and posted at the above six adaptation points to invoke adaptation rules. These events are named ‘Before-Activity’, ‘After-Pre-Assessment’, ‘Drill-Down’, ‘After-Post-Assessment’, Roll-Up’, and ‘Before-End-Activity’.
They are posted automatically by GELS to trigger the processing of their corresponding adaptation rules at these points.

4.2.1.2 Condition_probability specification

The ECpAA rule specifies the condition clause of a rule not deterministically but probabilistically. Unlike the traditional CA or ECA rule, in which the condition clause is specified to determine a true or false value, the condition clause of an ECpAA rule is specified to determine the probability of being true or false. Therefore, in the ECpAA rule specification, the condition part is specified probabilistically in the form of

\[ p(\text{condition specification}) \geq x, \]

where \( x \) is a threshold value between 0 and 1. If the probability value derived from the evaluation of the condition specification is greater than or equal to the threshold \( x \), the action part of a rule is processed. Otherwise, the alternative action is taken. The condition specification contains data conditions that make references to attributes selected from those that define the metadata of learning objects and the profile and performance data of learners. The evaluation of each data condition is based on not only the data of a learner, but also the accumulated data of previous learners of the same learning object. These data are used to derive the probability of a data condition being true. The evaluation of the entire condition specification results in an aggregated probability value between 0 and 1.

4.2.1.3 Action / Alternative_action specification

The action or alternative action specification defines the actions taken by the system, which include 1) select a suitable learning object for a learner, 2) present its content, practice, and assessment items in a way or format suitable to that particular learner, 3) determine how the child-activities of the current activity should be sequenced, 4) grant the learner the proper degree of freedom to navigate the contents
of the sub-tree rooted at the current activity, and so on. In processing the action or alternative action clause, GELS employs several existing techniques such as direct guidance, link hiding, and conditional text inclusion which have been described in Section 2.2.

In GELS, ECpAA rules are specified by a content author or instructor when a learning object is designed. Six ECpAA rules, if specified, can be activated at the six adaptation points of processing a non-leaf activity: ‘Before-Activity’ rule, ‘After-Pre-Assessment’ rule, ‘Drill-Down’ rule, ‘Roll-Up’ rule, ‘After-Post-Assessment’ rule, and ‘Before-End-Activity’ rule. For a leaf activity, there are four rules for controlling its processing: ‘Before-Activity’ rule, ‘After-Pre-Assessment’ rule, ‘After-Post-Assessment’ rule, and ‘Before-End-Activity’ rule. Each adaptation rule is invoked by its corresponding event that has the same name. Rules are applied to both leaf activities and non-leaf activities of an activity tree. Each activity may invoke multiple rules. The detailed about our rule processing technique and examples of ECpAA rules used in GELS will be given in Section 4.2.3 and Section 4.2.4, respectively.

4.2.2 Probabilistic Evaluation of Rule Conditions: Bayesian Model

As we mentioned before, the profile and performance data of a learner may have the data uncertainty problem. Dealing with the uncertainty problem is not new in the area of Artificial Intelligence (AI). Numerous paradigms have been proposed, such as certainty factor in knowledge representation, probability theory, fuzzy logic, and Bayesian Network. Among them, Bayesian Network dominates AI research on uncertainty reasoning because of its efficient representation of and rigorous reasoning with uncertain knowledge in a probabilistic way (Russell & Norvig, 2003).
4.2.2.1 Bayesian Model

A Bayesian Model is a graphical model which specifies the probabilistic relationships among a set of variables (Heckerman, 1995). Each model has a network structure with a unique Directed Acyclic Graph (DAG) and a set of conditional probability distributions. The DAG is used to encode a joint probability distribution which represents the causal correlations among a set of data conditions. A DAG consists of nodes and edges (Russell & Norvig, 2003); a node represents a data condition, such as a learner’s current assessment result, a learning goal, or a learning style, while an edge represents a causal or informational correlation between two data conditions. Prior and conditional probability values are assigned to the nodes. The correlation among data conditions is captured by computing the conditional probability of a data variable having one of \( m \) possible values as the hypothesis \( H_i \) given the probabilities of \( n \) correlated data conditions as the evidences using the following Bayes’ rule (Gonzalez & Dankel, 1993):

\[
p(H_i | E_1, E_2, \ldots, E_n) = \frac{p(E_1, E_2, \ldots, E_n | H_i) \cdot p(H_i)}{p(E_1, E_2, \ldots, E_n)} = \frac{p(E_1 | H_i) \cdot p(E_2 | H_i) \cdot \ldots \cdot p(E_n | H_i) \cdot p(H_i)}{\sum_{i=1}^{m} p(E_1 | H_i) \cdot p(E_2 | H_i) \cdot \ldots \cdot p(E_n | H_i) \cdot p(H_i)}
\]

4.2.2.2 The design of Bayesian Models

The design of a Bayesian Model consists of the following three steps: selecting the proper variables, building a network, and assigning probabilities. Typically, not all the data attributes used to define the metadata of learning objects and the profile and performance data of learners are suitable for specifying the condition clause of an adaptation rule. The designer of a Bayesian Model would select a subset of these attributes that are relevant for making the adaptation decision at a particular adaptation point. These attributes form a structure of data conditions, which defines how these data
conditions are correlated and the probabilities of which data conditions can be used to generate the conditional probability of other data conditions. We distinguish two phases in the development and usage of Bayesian Models: the design phase and the usage phase.

**Design Phase.** In the design phase, the designer of Bayesian Models would design the following six Bayesian Models (BMs) for the six corresponding adaptation rules triggered at the six adaptation points: 1) a `beforeActivityBM` for the ‘Before-Activity’ rule, which is used to select a suitable learning object, 2) an `afterPreAssessmentBM` for the ‘After-Pre-Assessment’ rule, which specifies how the next set of activity nodes should be sequenced based on the pre-assessment result, 3) a `drillDownBM` for the ‘Drill-Down’ rule, which determines if a learner is ready to learn its child activities, and prepares the child activities of a current activity for processing, 4) a `rollUpBM` for the ‘Roll-Up’ rule, which determines how to set the objective status of the parent activity based on the results of its child activities, 5) an `afterPostAssessmentBM` for the ‘After-Post-Assessment’ rule, which evaluates the result of a post-assessment and determines a learner’s performance in an activity, and 6) a `beforeEndActivityBM` for the ‘Before-End-Activity’ rule, which determines whether a learner is allowed to exit the activity or not.

Figure 4-1 shows our design of the `drillDownBM` for the ‘Drill-Down’ rule. It contains five root nodes, two of which are attributes selected from those that define the profile data of learners (learner’s Competency Level on a Subject (CLS) and Learning Goal (LG)) and three from those that define their performance data (Average Grade of Prerequisites (AGP), Grade Point Average (GPA), and Current Pre-Assessment score...
(CPA)). These attributes are deemed relevant for making a drill-down decision. Four additional non-root nodes are introduced to capture the correlations of root nodes and non-root nodes: Learning Motive (LM), Prior-Knowledge Level (PKL), Learning Capability (LC), and Drill Down (DD). The nodes are connected by directed edges and the weights (i.e., w) shown on the edges specify the relative strengths of influence that parent nodes have on child nodes. For example, Figure 4-1 shows that the probability value of AGP has more influence on the probability value of PKL than that of GPA (0.6 vs. 0.4).

Figure 4-1. drillDownBM with conditional probability tables for drill-down decision

The Condition_probability specification of a ‘Drill-Down’ rule makes reference to the root nodes and specifies a threshold value (e.g., 0.6). Therefore, the Condition_probability specification is defined as follows: if \[ p(AGP, GPA, CPA, LG, CLS) \geq 0.60 \]. When the ‘Drill-Down’ rule is triggered in a parent activity before going down the activity tree to process its child activities, the corresponding drillDownBM is used to
evaluate the Condition_probability specification of the ‘Drill-Down’ rule. The processing of the drillDownBM would involve the probabilistic evaluation of all the nodes down to the DD node. If the resulting probability value of the DD node is greater than or equal to the threshold, the system would go down the activity tree to process its child activities. Otherwise, all child nodes are hidden from the learner, and the learner can be directed to process the next activity.

**Usage Phase.** In the usage phase, when a rule is triggered at an adaptation point of processing an activity for a learner, the corresponding Bayesian Model is used to evaluate the Condition_probability clause of the rule. Before its use, two steps are taken to tailor it to the learning object: assigning prior probabilities to the root nodes and computing the Conditional Probability Tables (CPTs) for the non-root nodes. Prior probabilities, which represent the prior knowledge about the states of the data conditions, are assigned to the root nodes by a domain expert (e.g., the content author or instructor), based on the profile and performance data of learners who have been instructed by the expert using the same or a similar learning object.

A root node’s probability table contains the unconditional probability of a data condition. For example, Figure 4-1 shows that the probability of a student having a GPA greater than or equal to 3.0 is 0.6 (i.e., p(GPA≥3.0). A non-root node’s CPT represents the correlation between the non-root node (i.e., the child node) and its parent nodes. Figure 4-1 also shows the CPTs derived for all value combinations of each non-root node’s parents. Each CPT is computed as follows: The expert provides the system with his/her best knowledge of the root nodes’ prior probabilities and the weights for all edges. Then, the system automatically computes the conditional probabilities by using
our proposed formulas and the expert's inputs. These prior and conditional probabilities are, then, used to derive the CPT for each non-root node. For example, given the values of prior probabilities of AGP and GPA conditions, and the their weight information as shown in Figure 4-1, our proposed formulas derives the probability values of PKL and the conditional probabilities of AGP and GPA given PKL or ~PKL as the evidence in all four logical combinations and its complements as shown in Table 4-1. Note that each column sums up to 1. Using the above information and Bayes' rule, the CPT of PKL given the AGP and GPA conditions as evidences is derived as shown in Table 4-2. The other CPTs of Figure 4-1 are calculated using the same procedure. All the prior probabilities and CPTs are constantly updated as a new learner uses a learning object, and as each piece of his/her profile and performance data is provided or derived as new evidence. The details about our formulas and how CPTs are computed will be given in Chapter 5.

Table 4-1. Probability values for PKL

<table>
<thead>
<tr>
<th>Probabilities of PKL</th>
<th>Conditional Probabilities of AGP</th>
<th>Conditional Probabilities of GPA</th>
</tr>
</thead>
<tbody>
<tr>
<td>p(PKL)=0.66</td>
<td>p(AGP</td>
<td>PKL)=0.88</td>
</tr>
<tr>
<td>p(~PKL)=0.34</td>
<td>p(~AGP</td>
<td>PKL)=0.12</td>
</tr>
</tbody>
</table>

AGP(Average Grade of Prerequisites); GPA(Grade Point Average); PKL(Prior-Knowledge Level).

Table 4-2. CPT of node PKL

| Conditional Probability | p(PKL|AGP, GPA) | p(PKL|AGP,~GPA) | p(PKL|~AGP,GPA) | p(PKL|~AGP,~GPA) |
|-------------------------|---------------|----------------|-----------------|-----------------|
| Probability Value       | 0.91          | 0.68           | 0.42            | 0.13            |
4.2.3. ECpAA Rule Execution

The system components that support the ECpAA rule evaluation are shown in Figure 4-2. ECpAA rules are executed during the processing of learning activities. When a system component, called Learning Process Execution Engine (LPEE), reaches a particular stage of processing a learning activity (i.e., the occurrence of an event), its Activity Handler calls the ECpAA Rule Engine to execute the specified rule. The ECpAA Rule Engine has two subcomponents: an Event-Trigger-Rule (ETR) Server and a Bayesian Model Processor (BMP). The ETR Server processes a rule, while the BMP processes the Condition_probability specification of the rule. Reaching a specified adaptation point is treated as an event by the ETR Server, which fetches the ECpAA rule that is linked to the event in a trigger specification. The ETR Server then processes the fetched rule. When the Condition_probability specification of the rule (i.e., Cp) needs to be processed, the ETR Server calls the BMP to evaluate the condition specification. The BMP returns a probability value to the ETR Server. Then the ETR Server executes the action specification or the alternative action specification of the rule depending on whether the returned value satisfies the threshold condition.

GELS provides a graphical user interface for a content author or instructor to define ECpAA rules in an activity, after he/she created an activity tree that models a CLO. A system facility is provided for modeling the correlations among the data conditions specified in an adaptation rule to form a Bayesian Model. Another facility is provided for the communication between the BMP and the other components (the ETR Server and the Repository). The implementation details of the system components will be presented in Chapter 6.
4.2.4 Six Types of ECpAA Rules in Gator E-Learning System

As we mentioned in Chapter 3, a CLO is defined as an activity tree, which models a learning process. To make the CLO adaptive, a domain expert has the option of specifying some adaptation rules to be activated before or after the tasks performed in each activity. Figure 4-3 shows the tasks performed in both non-leaf activity and leaf activity, which are shown in blue, and the places where adaptation rules can be introduced are shown in yellow. As shown in the figure, GELS gives the expert the option of specifying six adaptation rules for a non-leaf activity and four out of the six for a leaf-activity. These rules are explained below.

‘Before-Activity’ rule: invoked before processing an activity. The condition specification of the rule is evaluated against the learner’s profile and performance data.
It is also evaluated against the metadata of learning objects. The ‘Before-Activity’ rule is used to select a suitable learning object for the learner.

Figure 4-3. Adaptation process of ECpAA rules in an activity
‘After-Pre-Assessment’ rule: invoked after the pre-assessment (if pre-assessment items are given) of a learning activity is performed. The condition specification of the rule is used to check the assessment result and to determine what action should be taken by the system with respect to the activity. Depending on the learner’s profile and performance data, one of the following actions will be taken by the system: process the activity, skip the activity, or ask the learner to take a pre-requisite learning object before learning from the learning object selected for this activity.

‘Drill-Down’ rule: invoked before going down the activity tree from a parent activity to process its child activities. The condition specification is used to evaluate the learner’s readiness to learn from the child activities. Based on the result of evaluating the rule condition, the system will determine which child activity should be selected and how it should be presented to the learner. The processing order of the child activities will be set by selecting one of the Sequencing Control Modes (Choice, Flow, or Forward Only). A ‘Drill-Down’ rule allows the system to enable/disable an activity, hide an activity from choice, sort activities, and deliver activities in a proper order depending on the learner’s profile and performance data. ‘Drill-Down’ rules are applicable only to non-leaf activities.

‘Roll-Up’ rule: invoked after all the child activities of a parent activity have been processed and the system is about to return to the parent activity. The condition specification of a ‘Roll-Up’ rule determines if the learner has adequately learned from the learning objects invoked by the child activities. For example, if [the learner’s performance in child activities is satisfied], then [set ‘Satisfied’ status for the parent activity and skip its post-assessment], else [set ‘Not Satisfied’ status for the parent activity].
activity and perform its post-assessment]. ‘Roll-Up’ rules are applicable only to non-leaf activities.

‘After-Post-Assessment’ rule: invoked after the post-assessment (if post-assessment items are given) of a learning activity has been performed. The condition specification of the rule is evaluated against the learner’s assessment result to make an adaptation decision. For example, if the learner’s result is not satisfactory, then the learner is required to “retry this activity”, or “retry selective activities”, or “update the objective of the activity”.

‘Before-End-Activity’ rule: invoked after the current activity has been processed and before the learner is allowed to leave this activity (i.e., before the system terminates the current activity). The condition specification of this rule may check the learner’s performance and the restrictions associated with the activity such as the number of attempts allowed, the time that the learner is allowed on each attempt, and the time that the learner spent on the activity. The result of evaluating the condition specification is used by the system to decide if the learner should be asked, for example, to redo the activity or should be allowed to leave the current activity.

4.3 Resolving the Identified Problems

We believe that the ECpAA rule model can resolve the problems of data uncertainty, data correlation, and the problem of not utilizing group profile and performance data addressed in Section 4.1.2. We present our ways of resolving these problems in the following subsections. They have been published in Jeon et al. (2007b).

4.3.1 Handling of the Data Uncertainty Problem

The use of ECpAA rules and Bayesian Models for evaluating the Condition_probability clauses of these rules can solve the data uncertainty problem. In
the case of missing data, we use the conditional probability distribution of data associated with the data attribute that does not have a value. For example, Learner Y’s GPA = 3.5, but his/her AGP value is missing. Since \( p(PKL \mid AGP, GPA) = 0.91 \) and \( p(PKL \mid \neg AGP, GPA) = 0.42 \) (see PKL’s CPT in Figure 4-1), these values can be weighted by the prior probabilities of AGP and \( \neg AGP \) respectively, then take the sum (Gonzalez & Dankel, 1993):

\[
p(PKL \mid AGP = ?, GPA) = p(PKL \mid AGP, GPA) \cdot p(AGP) + p(PKL \mid \neg AGP, GPA) \cdot p(\neg AGP) = 0.91 \cdot 0.7 + 0.42 \cdot 0.3 = 0.763.
\]

Although the AGP value is not known, as denoted by “?” , the Bayesian Model Processor can still derive the conditional probability of PKL. Given the additional evidences, CPA = 3.7, CLS = true, and LG = true, the system can successfully draw the final DD value of 0.83 and inform the ETR Server so that the ETR Server can take either the action or the alternative action for learner Y.

The contradictory data problem can be alleviated by using a Bayes’ decision rule. The Bayes’ decision rule allows the system to select the data condition with a higher conditional probability while minimizing the posterior error (Duda, Hart, & Stork, 2001). The contradictory data value is replaced by the data value with a higher conditional probability. Suppose learner Y has two contradictory learning styles. One is given by learner Y in his/her profile \((LS_{LP})\) having “Exploratory (Ex)” as its value, and the other is determined by the system based on his/her performance data recorded in the Learner Performance of the Learner Repository \((LS_{SLP})\) having a contradictory value “Receptive (Re)”. The system needs to determine which learning style \((LS)\) to follow in order to continue its processing of the learning activity. Given the following prior and conditional probabilities (Table 4-3), the conditional probability of \(LS\) having
“Exploratory” as its value and the conditional probability of LS having “Receptive” as its value can be derived below:

\[
p(LS=\text{Ex} \mid LS_{LP}=\text{Ex}, LS_{SLP}=\text{Re}) = \frac{0.6 \times 0.5 \times 0.6}{0.6 \times 0.5 \times 0.6 + 0.45 \times 0.4 \times 0.4} = 0.71
\]

\[
p(LS=\text{Re} \mid LS_{LP}=\text{Ex}, LS_{SLP}=\text{Re}) = 1 - 0.71 = 0.29
\]

Since \( p(LS=\text{Ex} \mid LS_{LP}=\text{Ex}, LS_{SLP}=\text{Re}) > p(LS=\text{Re} \mid LS_{LP}=\text{Ex}, LS_{SLP}=\text{Re}) \), the system would choose “Exploratory” as the value of Y’s learning style. \( LS_{SLP} \)'s value is replaced by “Exploratory” for consistency.

The negative effect of an inaccurate data value can also be reduced because the Bayesian Model considers not only the inaccurate value associated with a data attribute but also the values of correlated attributes that are correct and accessible from the CPTs.

Table 4-3. Prior-probabilities and conditional probabilities of Learning Style

<table>
<thead>
<tr>
<th>Prior-probability</th>
<th>Conditional Probabilities of LS_{LP}</th>
<th>Conditional Probabilities of LS_{SLP}</th>
</tr>
</thead>
<tbody>
<tr>
<td>( p(LS=\text{Ex})=0.6 )</td>
<td>( p(LS_{LP}=\text{Ex} \mid LS=\text{Ex})=0.6 )</td>
<td>( p(LS_{SLP}=\text{Ex} \mid LS=\text{Ex})=0.5 )</td>
</tr>
<tr>
<td></td>
<td>( p(LS_{LP}=\text{Re} \mid LS=\text{Ex})=0.4 )</td>
<td>( p(LS_{SLP}=\text{Re} \mid LS=\text{Ex})=0.5 )</td>
</tr>
<tr>
<td>( p(LS=\text{Re})=0.4 )</td>
<td>( p(LS_{LP}=\text{Ex} \mid LS=\text{Re})=0.45 )</td>
<td>( p(LS_{SLP}=\text{Ex} \mid LS=\text{Re})=0.6 )</td>
</tr>
<tr>
<td></td>
<td>( p(LS_{LP}=\text{Re} \mid LS=\text{Re})=0.55 )</td>
<td>( p(LS_{SLP}=\text{Re} \mid LS=\text{Re})=0.4 )</td>
</tr>
</tbody>
</table>

4.3.2 Handling of the Data Correlation Problem

Our approach of evaluating the condition specifications of rules probabilistically by using Bayesian Models can also account for the interdependencies among attributes used in the condition specifications. The structure of a Bayesian Model (DAG) specifies the correlations among the attributes, and the probability distributions derived for the root nodes and non-root nodes represent their interdependencies probabilistically by
showing all possible value combinations of parent nodes used to derive the value of a child node.

4.3.3 Handling of the Problem of not Utilizing Group Profile and Performance Data

GELS uses group profile and performance data to compute the prior probabilities and the conditional probabilities among data conditions of each Bayesian Model. Group profile and performance data contains the profile and performance data of each new learner as well as the data of those learners who have learned from the same learning object. Group profile and performance data are continuously updated as more and more individual learners’ profiles and performance data are gathered by the system. With this updating feature, GELS can improve the accuracy of evaluating rule conditions in the following way. Each learner’s individual data affects the assignment of prior probabilities to a Bayesian Model’s root nodes and the computation of the CPTs of the non-root nodes. These prior probabilities and CPTs produce the posterior probability, which in turn affects the prior distribution of the model. The new prior distribution is then used for Bayesian inference when an adaptation rule is activated for the next learner (Jaynes, 1989). In this way, GELS is able to learn from its experiences with all the previous learners of a learning object and improve its ability to accurately evaluate the next rule condition so that the proper adaptation action can be taken for the next learner. This is like a skilled tutor/instructor who adjusts the way he/she instructs a new student based on the accumulated experience of instructing previous students. GELS is designed and implemented to emulate an experienced tutor/instructor by using continuously updated group profile and performance data.

Our definition of “group” and the usage of the “group data” are different from those used in group-based adaptive systems. “Group” in other adaptive systems is defined as
a group of learners who share some common characteristics and behaviors, and the group model is used to detect a learner who is different from others using “a learner matching technique” (e.g., an outstanding peer who has more information than others will be selected to help others; or a learner who has trouble learning will get some additional help) (Brusilovsky & Peylo, 2003). Our ‘group’ is defined as the group of learners who have learned from the same learning object, and our group data are used for improving the system’s adaptation capability.

4.4 Chapter Summary

In summary, our ECpAA rule-based processing model has several advantages. First, probabilistic rules are high-level specifications. They are easier to understand and modify than the program code that implement them. The defined rules are automatically translated into program code, thus saving program development time and cost. It is commonly known that if rules are “hard-coded” in a computer program, the program code will be very difficult to understand and modify because the person who wants to modify the rules will have to know the programming language that implements these rules, understand many lines of program code, and make sure that the modification of the code will not have any side-effect that damages other code. Second, at run time ECpAA rules can alter the system’s sequencing behaviors and dynamically control a learner’s navigation of contents based on the most up-to-date profile and performance data of the learner as well as the metadata of a learning object. Third, compared with SCORM’s rule-based Sequencing Definition Model (ADL, 2004), GELS applies six ECpAA rules at six adaptation points, while SCORM applies two rules (a sequencing rule applied before starting an activity and before finishing an activity, and a rollup rule) at two adaptation points (before activity and after activity). Our system collects learner
data relevant to each adaptation point and evaluates the current needs of the learner. Thus, adaptation actions can be taken by the system more frequently and more accurately. The six adaptation rules can be used as guidelines by a content producer or composer to design and develop more complex adaptive courses. Fourth, the condition specification of an ECpAA rule can contain a variety of data conditions for examining a learner's profile and performance data, and/or the metadata of the learning object being used, whereas SCORM's sequencing rules can inspect only three aspects of learner performance: score, completion, and objective satisfaction. Fifth, in contrast to the traditional ECA rule, the ECpAA rule can make proper adaptation even if some learners' profile and performance data are inaccurate, missing, and/or contradictory. Finally, an individual learner's information is updated continuously. The system uses both the individual and group profile and performance data to improve the accuracy of learner evaluation. All of the above features enable GELS to tune the learning activities of each learner during a learning process, thus providing him/her with individualized instruction.
As presented in the preceding section, we use a Bayesian Model to capture the correlations among data conditions specified in an adaptation rule and use it to probabilistically evaluate the rule's condition specification. Using a Bayesian Model requires setting up a prior distribution for it (Kass & Wasserman, 1996), because Bayesian inference cannot be done without the prior distribution. It has been recognized that obtaining an informative prior distribution is the most challenging task in building a probabilistic network (Druzdzel & Gaag, 1995). In this chapter, we present our way of acquiring the prior distribution. Our prior distribution is automatically derived by using the formulas presented in this chapter together with prior probabilities and weights assigned by the content author or instructor.

5.1. Prior Distribution

Prior distribution represents a system's initial assumption on the data of previous learners (Neal, 2001). Choosing an appropriate prior distribution is the key for a successful Bayesian inference (Gelman, 2002) because the prior distribution is combined with the probability distribution of new learners' data to yield the posterior distribution, which in turn is treated as the new “prior distribution” for deriving future posterior distributions. If the initial prior distribution is not informative, it will take a long time for the e-learning system to “train” the Bayesian Model by using new learners' data so that the proper inference can be made for the next new learner.

Prior distributions can be obtained from different sources and methods. To the best of our knowledge, there is no single commonly accepted method. It would be ideal if a large empirical dataset that contains the profile and performance data of previous
learners was available (Gertner & VanLehn, 2000). However, such a dataset is most likely not available for two reasons. First, there is no accepted standard for data that comprehensively characterize a learner’s profile and performance, in spite of the fact that several organizations have been working on such a standard (LIP, 2010; PAPI, 2001). Second, the data conditions that are regarded by one expert as relevant to a Bayesian Model can be different from those of another expert. The lack of an established standard may explain why some existing adaptive e-learning systems (Gamboa & Fred, 2001; Butz et al., 2008; Conati, Gertner, & Vanlehn, 2002; García, Amandi, Schiaffino, & Campo, 2007; Arroyo & Woolf, 2005; Desmarais, Maluf, & Liu, 1995) limit themselves to using only easily obtainable data such as test results, questionnaire results and students’ log files instead of using a full range of attributes that characterize learners’ profile and performance.

The prior distribution can also be obtained by asking an expert (Mislevy et al., 2001), who has prior experiences in instructing learners on a subject. However, this is time-consuming and error-prone because the expert will have to consistently assign prior probabilities to the root nodes and different combinations of conditional probabilities to the non-root nodes of a Bayesian Model. Reported literature also does not provide all the required probabilities (Xenos, 2004). A considerable amount of data processing and some additional domain knowledge are still required to derive an informative prior distribution (Druzdzel & Gagg, 2000).

The prior distribution consists of prior probabilities and conditional probability tables (CPTs). While assigning prior probability values to root nodes is relatively simple, assigning conditional probability values to non-root nodes is not. This is because the
prior probabilities can be determined by the expert based on the estimated percentages of learners who satisfy the data conditions given in an adaptation rule. On the other hand, the conditional probabilities consist of multiple values computed from different combinations of true/false values of all the parent nodes to form the CPTs. Our challenge is therefore to automatically derive the CPTs for all the non-root nodes using a limited amount of inputs from the expert. Our approach is to ask the expert to assign prior probabilities to root nodes and weights to all the edges of a Bayesian Model through a user interface, and to introduce three formulas to automatically derive the CPTs. The next subsection explains our approach.

5.2. Deriving Initial Conditional Probability Tables

We use a simple example to explain our approach. Figure 5-1 shows that the truth value of a child node (C) is influenced by two parent nodes P₁ and P₂, and the weights assigned to them to show the relative strengths of their influence. Here, the conditional probability is the probability of C being true given the probabilities of P₁ and P₂ being true. Suppose each node has two states: true (shown as P₁) and false (shown as ~P₁). There are eight possible conditional probabilities to quantify the parent-child dependency: p(C|P₁, P₂), p(~C|P₁, P₂), p(C|~P₁, P₂), p(~C|~P₁, P₂), p(C|P₁, ~P₂), p(~C|P₁, ~P₂), p(C|~P₁ ~,P₂), and p(~C|~P₁ ~,P₂).

Figure 5-1. Two-parent-one-child relationship with weights
Bayes’ rule can be used to compute these conditional probabilities. For example, \( p(C|P_1, P_2) \) is calculated as:

\[
p(C|P_1, P_2) = \frac{p(P_1, P_2|C) \cdot p(C)}{p(P_1, P_2)} = \frac{p(P_1|C) \cdot p(P_2|C) \cdot p(C)}{p(P_1|C) \cdot p(P_2|C) \cdot p(C) + p(P_1|\neg C) \cdot p(P_2|\neg C) \cdot p(\neg C)}
\]

Note that, in order to compute \( p(C|P_1, P_2) \), we need to know the numerical values of these six terms: \( p(C) \), \( p(\neg C) \), \( p(P_1|C) \), \( p(P_1|\neg C) \), \( p(P_2|C) \), and \( p(P_2|\neg C) \). Calculations of \( p(C|\neg P_1, P_2) \), \( p(C|P_1, \neg P_2) \), and \( p(C|\neg P_1, \neg P_2) \) can be done in a similar way:

\[
p(C|\neg P_1, P_2) = \frac{p(\neg P_1|C) \cdot p(P_2|C) \cdot p(C)}{p(\neg P_1|C) \cdot p(P_2|C) \cdot p(C) + p(\neg P_1|\neg C) \cdot p(P_2|\neg C) \cdot p(\neg C)}
\]

\[
p(C|P_1, \neg P_2) = \frac{p(P_1|C) \cdot p(\neg P_2|C) \cdot p(C)}{p(P_1|C) \cdot p(\neg P_2|C) \cdot p(C) + p(P_1|\neg C) \cdot p(\neg P_2|\neg C) \cdot p(\neg C)}
\]

\[
p(C|\neg P_1, \neg P_2) = \frac{p(\neg P_1|C) \cdot p(\neg P_2|C) \cdot p(C)}{p(\neg P_1|C) \cdot p(\neg P_2|C) \cdot p(C) + p(\neg P_1|\neg C) \cdot p(\neg P_2|\neg C) \cdot p(\neg C)}
\]

These three equations show that we must know four more terms other than the six terms previously identified. The ten probabilities required to compute the CPT are shown in Table 5-1.

<table>
<thead>
<tr>
<th>Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>( p(C) )</td>
</tr>
<tr>
<td>( p(\neg C) )</td>
</tr>
<tr>
<td>( p(P_1</td>
</tr>
<tr>
<td>( p(\neg P_1</td>
</tr>
<tr>
<td>( p(P_1</td>
</tr>
<tr>
<td>( p(\neg P_1</td>
</tr>
<tr>
<td>( p(P_2</td>
</tr>
<tr>
<td>( p(\neg P_2</td>
</tr>
<tr>
<td>( p(P_2</td>
</tr>
<tr>
<td>( p(\neg P_2</td>
</tr>
</tbody>
</table>

The values for the probabilities shown in the upper row of Table 5-1 are complements of the corresponding values shown in the lower row. Within the five probabilities shown in the upper row, there are two pairs, which can be calculated in a similar manner: the method for finding \( p(P_1|C) \) is the same for finding \( p(P_2|C) \), only with...
a different parent. The same goes for \( p(P_1|\neg C) \) and \( p(P_2|\neg C) \). Therefore, we only need to show how the three highlighted probabilities in Table 5-1 can be derived in order to compute each CPT. In the remainder of this section, we present three formulas used for estimating the values of \( p(C) \), \( p(P_1|C) \), and \( p(P_1|\neg C) \), respectively.

### 5.3 Three Formulas for Deriving Conditional Probability Tables

#### 5.3.1 Formula 1: Weighted Sum for \( p(C) \)

In order to find \( p(C) \), the weighted sum is used. Given \( p(P_1) \) and \( p(P_2) \), \( p(C) \) can be found if relative weights \( w_1 \) and \( w_2 \) are assigned to \( P_1 \) and \( P_2 \), respectively, where \( 0 < w_{1,2} < 1 \), and \( w_1 + w_2 = 1 \).

**Formula 1**: \[
p(C) = p(P_1) \cdot w_1 + p(P_2) \cdot w_2
\]

#### 5.3.2 Formula 2: Correlation Coefficient for \( p(P_1|C) \)

According to the definition of conditional probability, the conditional probability of \( P_1 \) given \( C \) is:

\[
p(P_1|C) = \frac{p(C \cap P_1)}{p(C)}
\]

Therefore, to find the value of \( p(P_1|C) \), we need to know the value of \( p(C \cap P_1) \), or “the intersecting probability of \( C \) and \( P_1 \)”, which depends on the correlation coefficient of the two.

- If the relationship between \( P_1 \) and \( C \) is proportional (i.e., if \( P_1 \) is true then \( C \) is true, and if \( P_1 \) is false then \( C \) is false), then the correlation coefficient would be in the range of 0 to 1. A correlation coefficient equal to 1 would mean that \( p(C \cap P_1) \) has the maximum value.

- If the relationship is inversely proportional (i.e., if \( P_1 \) is true, then \( C \) is false and vice versa), then the correlation coefficient would be in the range of \(-1\) to 0. A correlation coefficient equal to \(-1\) would mean that \( p(C \cap P_1) \) has the minimum value.
A correlation coefficient equal to 0 means that \( P_1 \) and \( C \) are independent. In this case, we can compute \( p(C \cap P_1) = p(P_1) \cdot p(C) \) based on the probability independence theory.

If we assume that the relationship between \( P_1 \) and \( C \) is proportional, then the correlation coefficient must be between 0 and 1. Therefore, our task becomes finding a suitable value in the range of 0 to 1.

In the example of "two parents (\( P_1 \) and \( P_2 \)) and one child (\( C \))", the influence of \( P_1 \) on \( C \) can be different from or equal to that of \( P_2 \). The relative strengths of their influence are represented by the weights assigned to them. Therefore, we can use these weights to determine the proper correlation coefficient values for \( p(C \cap P_1) \) and \( p(C \cap P_2) \). Let us use \( p(C \cap P_1)_0 \) to denote the probability of \( C \cap P_1 \) when the correlation coefficient is 0, and \( p(C \cap P_1)_1 \) to denote its probability when the correlation coefficient is 1. Then \( p(C \cap P_1)_{w_1} \) is the probability of \( C \cap P_1 \) when the correlation coefficient is \( w_1 \). As it lies between \( p(C \cap P_1)_0 \) and \( p(C \cap P_1)_1 \), we can get \( p(C \cap P_1)_{w_1} \) by multiplying the difference \( p(C \cap P_1)_1 - p(C \cap P_1)_0 \) with the weight of \( P_1 \) (i.e., \( w_1 \)) then adding \( p(C \cap P_1)_0 \). Thus, the probability of \( C \cap P_1 \) can be derived by the following equation:

\[
p(C \cap P_1) = p(C \cap P_1)_0 + \{p(C \cap P_1)_1 - p(C \cap P_1)_0\} \cdot w_1. \tag{5-3}
\]

Equation 5-3 allows us to use the influence of \( P_1 \) on \( C \) (i.e., the weight) to express the intersection of \( P_1 \) and \( C \) (i.e., \( p(C \cap P_1) \)). The value of \( p(C \cap P_2) \) can be derived in a similar fashion by replacing \( P_1 \) with \( P_2 \) and \( w_1 \) with \( w_2 \).

**Formula 2:**

\[
p(P_1 | C) = \frac{p(C \cap P_1)}{p(C)} = \frac{p(C \cap P_1)_0 + \{p(C \cap P_1)_1 - p(C \cap P_1)_0\} \cdot w_1}{p(C)},
\]

where \( p(C) \) is not equal to zero.
5.3.3 Formula 3: Complement Conversion for $p(P_1|\sim C)$

Theoretically, $p(P_1|\sim C)$ can be estimated using the method described in Section 5.3.2. However, it is not desirable to have estimated values if they can be avoided. Since $p(P_1|\sim C)$ can be calculated by using $p(C)$ from Formula 1 and $p(P_1|C)$ from Formula 2, the formula for its calculation is shown below:

$$p(P_1|\sim C) = \frac{p(P_i) - p(C) \cdot p(P_1 | C)}{p(\sim C)} \quad (5-4)$$

This formula is proven below:

By definition, $p(P_1|C) = \frac{p(C \cap P_1)}{p(C)}$, where $p(C)$ is not equal to zero. Similarly, $p(C|P_1) = \frac{p(P_1 \cap C)}{p(P_1)}$, where $p(P_1)$ is not equal to zero.

So, $p(C \cap P_1) = p(C) \cdot p(P_1|C)$, and $p(P_1 \cap C) = p(P_1) \cdot p(C|P_1)$.

Since, by definition, $p(C \cap P_1) = p(P_1 \cap C)$, we can derive that $p(P_1 \cap C) = p(P_1) \cdot p(C|P_1) = p(C) \cdot p(P_1|C)$.

Similarly, $p(\sim C \cap P_1) = p(P_1 \cap \sim C) = p(P_1) \cdot p(\sim C|P_1) = p(\sim C) \cdot p(P_1|\sim C)$. \hfill (5-5)

We know from Set theory that $p(P_1 \cap \sim C) = p(P_1|\sim C) = p(P_1) - p(C \cap P_1) = p(P_1) - p(C) \cdot p(P_1|C)$. \hfill (5-6)

We can derive from equations (5) and (6) that $p(\sim C) \cdot p(P_1|\sim C) = p(P_1) - p(C) \cdot p(P_1|C)$.

**Formula 3:** $p(P_1|\sim C) = \frac{p(P_i) - p(C) \cdot p(P_1 | C)}{p(\sim C)}$, where $p(\sim C)$ is not equal to zero

Formulas 1, 2, and 3 are used to compute the first three probabilities out of the ten listed in Table 5-1. From those three values, the rest of the probabilities required for the CPT can be derived. By using three formulas given above and Bayes’ rule, all CPTs can be automatically computed. The expert only needs to provide the prior probabilities of the root nodes and the weights to all the edges of a Bayesian Model.
5.4 Computation Example for Deriving Conditional Probability Table

A Bayesian Model is designed to probabilistically compute the set of data conditions so that the system can decide on the proper adaptation action to take. As we mentioned in Chapter 4, each Bayesian Model is a structure of data conditions given in the corresponding rule. This structure captures the correlations among these data conditions. Six Event-Condition_probability-Action-Alternative_action (ECpAA) rules, if provided by the expert, are activated at six different stages of processing a learning activity. We shall use the ‘Roll-Up’ rule given in Figure 5-2 as an example to explain how to derive the prior distribution for the RollUpBM of this activity.

Figure 5-2. Example of ‘Roll-Up’ rule

The ‘Roll-Up’ rule is associated with a parent activity and is evaluated based on the learner’s performance in its child activities to decide the objective status of the parent. In this example, the rule is shown below:
**Event:** On the event of returning to the parent activity after a child activity has been processed,

**Condition_probability:** if \( p(PL, AL, NFS, AS) \geq 0.60 \), where \( PL, AL, NFS, \) and \( AS \) are shown as the root nodes in Figure 5-3,

**Action:** set Parent-Summary-Status as ‘Satisfied’ and skip the post-assessment of the parent activity,

**Alternative_action:** set Parent-Summary-Status as ‘Unsatisfied’ and carry out the post-assessment.

The example shown in Figure 5-2 is taken from an implemented learning object for teaching medical personnel in the proper use of a simulated anesthesia machine (Jeon et al., 2007b). The parent activity, Part_3_Safety_Exercises, has six child activities, which are connected to the parent activity by a connector denoted by ©.

*RollUpBM* is designed to compute \( p(PL, AL, NFS, AS) \) given in the Condition_probability specification. As shown in Figure 5-3, *RollUpBM* has four root nodes defined below:

**PL** (Pass Limit): If four out of the six child activities have an assessment score greater than or equal to 70, then \( PL \) is true,

**AL** (Attempt Limit): If the number of attempts does not exceed the number of child activities, then \( AL \) is true,

**NFS** (No Failure Score): If none of the assessment results of the child activities is less than 50, then \( NFS \) is true,

**AS** (Average Score): If the average score of the attempted child activities is greater than or equal to 70, then \( AS \) is true, where \( \text{Average Score} = \frac{\text{Total Score of Child Activities}}{\text{Number of Attempted Child Activities}} \).
These root nodes are included in this Bayesian Model because they are deemed important for making the roll-up decision. To specify the correlations among these root nodes, two non-root nodes, Limit Value (LV) and Measure Value (MV), are introduced to form a structure that leads to the final non-root node named Roll Up (RU).

![Figure 5-3. Prior probability distribution and weights of rollUpBM](image)

After the specification of the rule’s data conditions and the design of the Bayesian Model's structure, the prior distribution must be acquired. The prior distribution is necessary for the system to evaluate its first new learner. The acquisition of prior distribution contains two steps: assigning prior probabilities of the root nodes and computing CPTs of the non-root nodes. Prior probabilities are assigned to the root nodes based on the expert’s knowledge of previous learners. For example, if 90% of previous learners satisfied PL, then the probability of PL being true is 0.9 as denoted by p(PL is true) = 0.9 in Figure 5-3. Additionally, weights can be introduced to the edges
that connect the parent nodes to a child node to specify the relative influences of the parent nodes on the child node. For example, as shown in Figure 5-3, the truth value of LV is 70% dependent on the truth value of PL and 30% on the truth value of AL. The prior probabilities of the root nodes and the weights assigned to all the edges can be used to derive the conditional probability tables for all the non-root nodes. Each table contains entries that show the probability of a child node being true given all the combinations of true and false values of the parent nodes. For example, the probability of MV being true, given that NFS is true (shown by NFS) and AS is false (shown by ~AS), is 0.3 as denoted in Figure 5-3 by \( p(MV|NFS, \sim AS) = 0.3 \). Using this prior distribution, rollUpBM can determine the probability value of the RU node; if this value is greater than or equal to the threshold specified in the ‘Roll-Up’ rule (i.e., 0.60), then the action clause of the rule is processed. Otherwise, its alternative action clause is processed.

We now explain the process of generating CPTs using the MV node shown in Figure 5-3 as an example. The terms \( P_1, P_2, C, w_1, \) and \( w_2 \) from Section 5.3 can now be replaced by NFS, AS, MV, w(NFS), and w(AS) respectively. In rollUpBM, after prior probabilities and weights have been assigned by the expert through the user interface, the system uses these assigned data along with the presented formulas to automatically compute the probability values shown in the right column of Table 5-2. These probability values are then used to derive the CPT for the MV node as shown in Table 5-3 by using Bayes’ rule (Equation (5-1)). The CPTs of other non-root nodes of rollUpBM, LV and RU, are computed in the same manner, and their results are shown in Figure 5-3. The
derived prior distribution allows our system to aptly evaluate a learner and provide an adaptive e-learning experience to the learner.
Table 5-2. A set of probability terms/formulas for generating probability values for MV

<table>
<thead>
<tr>
<th>Probability Term</th>
<th>Formula</th>
<th>Probability value</th>
<th>Probability Term</th>
<th>Formula</th>
<th>Probability value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p(MV)^1$</td>
<td>$p(NFS) \times w(NFS) + p(AS) \times w(AS)$</td>
<td>0.71</td>
<td>$p(\sim MV)$</td>
<td>$1 - p(MV)$</td>
<td>0.29</td>
</tr>
<tr>
<td>$p(NFS</td>
<td>MV)^2$</td>
<td>$\frac{p(NFS \cap MV)}{p(MV)}$</td>
<td>0.56</td>
<td>$p(\sim NFS</td>
<td>MV)$</td>
</tr>
<tr>
<td>$p(NFS</td>
<td>\sim MV)^3$</td>
<td>$\frac{p(NFS) - p(MV) \times p(NFS</td>
<td>MV)}{p(\sim MV)}$</td>
<td>0.35</td>
<td>$p(\sim NFS</td>
</tr>
<tr>
<td>$p(AS</td>
<td>MV)^2$</td>
<td>$\frac{p(AS \cap MV)}{p(MV)}$</td>
<td>0.94</td>
<td>$p(\sim AS</td>
<td>MV)$</td>
</tr>
<tr>
<td>$p(AS</td>
<td>\sim MV)^3$</td>
<td>$\frac{p(AS) - p(MV) \times p(AS</td>
<td>MV)}{p(\sim MV)}$</td>
<td>0.46</td>
<td>$p(\sim AS</td>
</tr>
</tbody>
</table>

Note: superscripts $^{1,2,3}$ denote which of our proposed formulas were used (Section 5.3).

Table 5-3. CPT of node MV

| Conditional Probability | $p(MV|NFS, AS)$ | $p(MV|\sim NFS, AS)$ | $p(MV|NFS, \sim AS)$ | $p(MV|\sim NFS, \sim AS)$ |
|------------------------|----------------|---------------------|----------------------|--------------------------|
| Probability Value      | 0.89           | 0.77                | 0.30                 | 0.15                     |
5.5 Chapter Summary

An informative prior distribution is needed for Bayesian inference and is the most difficult task to build a Bayesian Model. In this chapter, we present formulas to derive CPTs. The conditional probabilities are automatically generated based on the presented formulas together with assigned prior probabilities and weights by the expert. Then, CPTs are derived by Bayes’ rule. The prior distribution of a Bayesian Model consists of the assigned prior probabilities to the root nodes and the computed conditional probability tables for the non-root nodes. The prior distribution is updated as each new learner’s profile and performance data become available, which is then used to evaluate the next new learner. The system thus continues to improve the accuracy of learner evaluation as well as its adaptive capability. We have evaluated our approach of deriving prior distributions and updating the distributions using simulated learner cases and have found that the approach is effective (See Section 8.4). Our system also provides a graphical user interface called Bayesian Model Editor, which allows the system to easily obtain all the information necessary to derive the prior distribution of a Bayesian Model from the expert. The implementation details of the Bayesian Model Editor will be presented in Chapter 6.
GELS is an adaptive e-learning system designed to enable Web users who have the same interest on a subject of learning to form an e-learning community. People in the community play the following major roles: content author, content learner, and community host. A member of the community can play multiple roles. Content authors develop and register learning objects for the virtual community. Content learners select and learn from learning objects delivered by GELS. The Community host manages software components installed at the host site and communicates with both learners and authors. The general architecture of GELS is shown in Figure 6-1.

Figure 6-1. The system architecture of GELS

Some system components are newly developed (e.g., Bayesian Model Processor, Bayesian Model Editor, Learner registration interfaces). Others (e.g., LO Tools and Repositories, LO Broker, ETR Server, and Learning Process Execution Engine) were developed in a previous project (Lee & Su, 2006). The newly developed components
are then integrated with the existing components to form the adaptive system GELS.
We present GELS’ tools and system components in the following subsections.

6.1 Authoring Tools

GELS provides the members of a virtual e-learning community with development tools and e-learning service components to facilitate the authoring, registration, and management of contents and adaptation rules. The primary purpose of these tools is to simplify the authoring process without requiring content authors to have programming skills. These tools provide user-friendly graphical interfaces to make the authoring process more intuitive.

6.1.1 Learning Object Authoring Tools

We extend the previously developed LO Authoring Tools, which facilitate the authoring and registration of ALOs and CLOs, by adding a metadata editor and a rule editor. The extended LO Authoring Tools provide a tabbed dialog box for selecting and performing several functions (i.e., create, add, delete, edit, and register a learning object). In addition to the dialog box, the CLO Authoring Tool provides a frame which has a canvas area for graphically designing an activity tree. A Metadata Editor is included in both authoring tools in the tabbed dialog box for defining metadata. The CLO Authoring Tool has a rule editor within its tabbed dialogue box for optionally creating and editing an adaptation rule for each adaptation point of an activity.

Both LO Authoring tools generate XML files by using Java Swing components. XML parsing, updating, writing, and validating are implemented by using the Java Architecture for XML Binding (JAXB) technology (Oracle, n.d.) based on an XML Schema definition. The user interfaces of the ALO authoring tool and the CLO authoring tool are shown in Figure 6-2 and Figure 6-3, respectively.
Figure 6-2. ALO authoring tool.

Figure 6-3. CLO authoring tool.
6.1.2 Bayesian Model Editor

The Bayesian Model Editor is a graphical user interface, which allows the expert to provide all the information necessary for the system to derive the prior distribution of a Bayesian Model. As shown in Figure 6-4, the interface provides an image of the Bayesian Model's structure and allows the expert to assign prior probabilities to root nodes and weights to all edges based on his/her best estimation. Since the sum of the weights of the joined edges is 1.0, when the expert assigns a weight to an edge leading from one parent, the interface automatically sets the weight of the edge leading from the other parent. The system uses these assigned data along with the formulas presented in Chapter 5 to automatically compute conditional probability tables. This interface is implemented using Matlab and Java. Figure 6-4 illustrates the user interface showing the assigned values for the example rollUpBM.

![Bayesian Model Editor](image)

Figure 6-4. Bayesian Model Editor
6.2 Adaptive e-Learning Service Components

GELS’ system components are grouped into three sets installed at different network sites of a virtual e-learning community. Shown in the box on the right side of Figure 6-1 are the Learning Object Tools and Repositories (LOTRs) installed at each content developer’s site. Shown in the middle of the box is the Adaptive and Collaborative E-Learning Service System (ACESS), which is installed at the community host site. ACESS consists of a LO Broker, a Learning Process Execution Engine (LPEE), a Learner Interface, a Learner Repository, and an ECpAA Rule Engine. All learning activities are processed by ACESS. Shown on the left box of Figure 6-1 is the facility needed at a content learner site. Only a Web browser is needed for accessing the adaptive e-learning services provided by GELS.

6.2.1 Learning Object Tools and Repositories (LOTRs)

As we mentioned in Section 6.1.1, we extended the previously developed LOTRs for the development and storage of reusable learning objects. Each constructed learning object is written in XML. Each LO Repository is an XML database managed by the Web-based XML DBMS, Xindice (The Apache XML Project, 2007). Since an LO Repository is implemented as a Web-service, the Java Web Service (JWS) technology supported by the Apache Axis’s Simple Object Access Protocol (SOAP) engine (W3C, 2007) is used to deploy the Web-service of the LO Repository.

6.2.2 Learning Object Broker (LO Broker)

The LO Broker is a metadata repository that supports learning object registration, browsing, and dynamic binding facilities. It is built upon the Universal Description, Discovery, and Integration (UDDI) registry (OASIS, 2005) and the extended Web Service Description Language (WSDL) information model (W3C, 2001). The extended
WSDL document can be posted on the Internet. It describes the metadata of a Web-service description, such as a textual description, category information, and a constraint element.

6.2.3 Learning Process Execution Engine (LPEE)

We reuse the existing LPEE for processing learning objects selected by a learner or the system. When LPEE receives a request for processing a learning object, it fetches the requested learning object from a LO Repository by making a Web-service call. It then creates an instance of the learning object in order to record the execution history of the fetched learning object. The instance of the learning object is written in an XML document and is maintained in the Learner Repository at the host site. LPEE is encapsulated as a JAVA Remote Method Invocation (RMI) server, which is easily accessible to the ECpAA rule engine and the Learner Interface component.

6.2.4 Event-Condition_probability-Action-Alternative_action (ECpAA) Rule Engine

The rule engine processes rules defined in the ECpAA format. It consists of an Event-Trigger-Rule (ETR) Server developed in a previous project, a newly developed Bayesian Model Processor (BMP), and Java / Matlab interfaces. We explain its components below.

6.2.4.1 Event-trigger-rule server (ETR server)

The ETR Server manages and processes events, triggers, and rules. It is an event-trigger-rule processor that provides timely and automated responses to an event by processing a triggered rule. An event type has a data structure and can be posted to represent an occurrence of the event type. It is implemented as a Java class. A trigger is a Java object that links an event to a rule, which is processed by the ETR Server
when the associated event is posted. A rule is defined by a rule designer and is also implemented as a Java class.

6.2.4.2 Bayesian Model Processor (BMP)

The BMP is a probabilistic condition evaluator. It probabilistically evaluates the condition specification of an ECpAA rule upon the ETR Server’s request and returns the result of a Bayesian Model to the ETR Server, which takes the proper adaptation action according to the returned result. Bayes Net Toolbox (an open-source Matlab package) is used to build Bayesian Models and perform Bayesian reasoning (Murphy, 2007). JAVA / Matlab interfaces are developed to enable the BMP to communicate with the ETR Server and the Repositories.

6.2.5 Learner Interfaces and Repository (LIR)

The Learner Interfaces are implemented by using the Java Server Pages (JSPs) technology which generates Web pages. Through the Web user interfaces, a learner can start, suspend, finish, navigate, and monitor his/her learning activities. The interactions between a learner and a Learner Interface are stored in the Learner Repositories.

6.2.5.1 Learner interfaces

Learner registration interface. Adaptive learning starts with a ‘Log-On’ page, which carries out user authentication and the loading of the main GELS page. A first-time user of the system is requested to provide his/her profile information to the system through a learner registration interface. Learners' profile information provides the basis for the adaptation and customization of learning activities to give different learning experiences to learners who have diverse competencies and backgrounds. As we discussed in Chapter 2, our system adopts most of the core elements in the IMS
Learner Information Package Specification (LIP, 2010) and extends it to include some additional features such as the specification of preferred learning style. The figure shown below (Figure 6-5) is the screen snapshot of our learner registration interface. We also provide a tool for updating learner profile information so that a learner can update and maintain his/her data continuously.

![Learner registration interface](image)

**Figure 6-5. Learner registration interface**

**Learner learning process interfaces.** After logging in, a learner can find his/her desired learning objects using the ‘Search LO’ interface, which is an interface adopted from a previous project and extended by adding metadata. A list of learning objects that satisfies a search is displayed for the learner’s selection. The learner can save the
access points of these learning objects, and store those of his/her choice in a learner space, called ‘MyCLOs’, for later execution. ‘MyCLOs’ is an interface adopted from the previous project. It displays the current learning status (“Finished”, “Completed”, “Satisfied/Unsatisfied”, etc) of each learning object and allows a learner to start/resume the saved learning objects. Figure 6-6 shows the ‘MyCLOs’ page. A learner can navigate a learning object by using the activity navigation commands, such as “Continue”, “Previous”, “Next”, “Start/Resume”, “Suspend”, and “Finish”.

![MyCLOs](image)

Figure 6-6. MyCLOs

**Monitoring interfaces.** GELS also provides two monitoring interfaces for virtual community users: a newly developed ‘Monitor Students’ and an existing ‘Current
Status’. ‘Monitor Students’ allows an instructor to monitor the progress and performance of all the learners who signed up for the instruction of a CLO. This information is also very useful to learning object developers in their design of additional learning objects or their modification of existing learning objects. Figure 6-7 shows a snapshot of ‘Monitor Students’.

Figure 6-7. Monitor Students

‘Current Status’ is a CLO Status Monitoring interface, which uses the runtime status model of the CLO instance and provides the current status information of a learning object instance to a learner. A user interface component invokes the monitoring component to create a Web page that presents the status information along with the activity tree of the learning object instance. During the execution of a CLO instance, a learner can self-monitor the status of a learning object instance through a Web browser.
As shown in Figure 6-8, a current status can display a color-coded map similar to a table of contents. The map shows the activities and their statuses to the learner. The status information can include “Satisfied/Unsatisfied”, “Completed”, “Active”, “Attempted”, “Disabled”, number of attempts, etc.

Figure 6-8. Current Status

6.2.5.2 Learner repository

The Learner Repository is an existing XML database managed by the Web-based XML DBMS, Xindice. It consists of two sub-repositories: Learner Profile and Learner Performance. Learner Profile is used to store learner’s profile information gathered
during the learner registration process. Learner Performance stores the learning objects that are fetched from remote LO repositories. These stored learning objects can be processed locally at the host site to achieve better efficiency. Learner Performance is also used to maintain the learner performance information, such as learner’s progress, assessment results, and LO runtime status information.
Hospitals and clinics use complex medical equipment on a regular basis. Patient safety relies on the proper interaction between a skilled practitioner and his/her equipment (Dalley, Robinson, Weller, & Caldwell, 2004). Unfortunately, Weinger (1999) reported that medical practitioners’ mistakes in their use of complex equipment are a dominating factor in up to 90% of the problems in medical practices. Errors made by medical professionals draw public attention. It is necessary to teach medical personnel the domain knowledge about equipment as well as their associated skills.

In this chapter, we present two applications of our adaptive e-learning technology in the instruction of a Virtual Anesthesia Machine (VAM). VAM is a Web-based simulator of a generic anesthesia machine developed by the Department of Anesthesiology at the University of Florida (Lampotang, Lizdas, Gravenstein, & Liem, 2006). The first application is designed to teach the medical personnel in the normal functions and operations of anesthesia machines. The second application deals with the instruction of the US Food and Drug Administration’s (FDA) pre-use check of traditional anesthesia machines. These applications are developed to show how to convert the available instructional materials into simulation-based learning objects and to demonstrate GELS’ adaptation features for achieving individualized instruction.

### 7.1 Normal Functions of Traditional Anesthesia Machines

In VAM, the instructional material for teaching the functions of anesthesia machines is in the form of a workbook, which is accessible to learners through a web site provided by the Department of Anesthesiology at the University of Florida. The workbook is like a text or a training manual, and was not designed based on learning
object design principles. The content of the workbook is put together in a large structure; it is not partitioned into reusable instructional modules with their corresponding assessment items and well-defined objectives. Although some remarks are given to learners to suggest an order of study, a learner can explore any part of the workbook without restriction. This may be suitable for some learners, but others may need a more structured and guided instruction.

After studying the workbook, a learner can activate the VAM simulator to practice what he/she learned from the workbook by, for example, turning the dials or opening and closing the valves of the machine to see the effect on gas flow. After practicing, the learner is instructed to visit a separate quiz website to be assessed on the knowledge and skills learned. The workbook, simulator, and quiz are separate entities. They are not integrated to provide learners a seamless learning experience.

In their previous work, Lee and Su (2006) made use of the contents provided in an existing workbook and the existing quiz questions to construct a number of ALOs. They then aggregated these ALOs to construct a CLO, which is defined by an activity tree that models the instructional process of VAM as shown in Figure 7-1. The workbook consists of the following three parts. Part 1 introduces the basic concepts related to a general anesthesia machine. Part 2 introduces how the VAM simulation works. Part 3 covers specific safety-related exercises about the six subsystems of an anesthesia machine: the High Pressure System, the Low Pressure System, the Breathing System, the Manual Ventilation System, the Mechanical Ventilation System, and the Scavenging System. In this activity tree of the CLO, the contents of parts 1 and 2 are used as the content items of two ALOs, and the contents of the six subsystems of part 3 and their
associated quiz questions are used as the content items and assessment items of six ALOs. Each of these ALOs contains practice items which describe a demonstration scenario related to the content, and provides a web link for invoking the VAM simulator so that the learner can use it to follow the demonstration scenario. Thus, a learner can study the content of an ALO, use the VAM simulator for practice, and have his/her knowledge and skill assessed in a seamless fashion under the control of GELS. Unlike SCORM's activity tree, GELS allows non-leaf activities of an activity tree to have content and assessment items. The non-leaf activities labeled ‘VAM’ and ‘Part3_safety_exercises’ have content items to introduce and summarize the content presented by the sub-trees rooted at these activities. Their assessment items gauge a learner’s ability to integrate the knowledge and skills learned from the ALOs of the sub-trees.

The previous application focused on converting the instructional materials of VAM into learning objects by using the authoring tools and showed the advantages of the object-based system over the VAM system. In the current application, we add metadata in the specifications of learning objects; all constructed learning objects are tagged with metadata, which are registered with the LO Broker to facilitate adaptive search and selection of learning objects. We also incorporate ECpAA rules in the CLO as shown in Figure 7-1 to demonstrate GELS' adaptive features. Some rule examples are given below.

1. To select a suitable learning object, a ‘Before-Activity’ rule is invoked before processing an activity. For example, the ‘Before-Activity’ rule selects the most suitable learning object of the ‘Part 1 – Basic Concepts’ and presents it to a learner based on the
rule condition specification, which may specify that, if the learner's language preference is Korean, the Korean version of 'Part 1 – Basic Concepts' should be selected.

2. A different learning path is provided to a learner based on his/her prior knowledge level evaluated by afterPreAssessmentBM. An 'After-Pre-Assessment' rule selects one of the following actions: “process the activity”, “skip the activity”, or “ask the learner to take a prerequisite first”. For example, a rule would state that, if the probability value derived by the afterPreAssessmentBM is greater than or equal to 0.9 in the 'Mechanical_Ventilation' activity, a learner is allowed to skip this activity.

Figure 7-1. Activity tree that models 'Normal Functions of Traditional Anesthesia Machines'
3. The processing sequence of child activities (e.g. “enable/disable a child activity”, “hide a child activity from choice”, or “sort the child activities”) can be controlled by a ‘Drill-Down’ rule. For example, the Drill-Down rule of the root activity called ‘VAM’ invokes the drillDownBM before going down the activity tree to process its child activities. Depending on the resulting probability value of drillDownBM, the rule would select one of the sequences for processing the child activities. If the drillDownBM’s evaluation result is false (i.e., the probability value derived from the drillDownBM is less than 0.6), then the system disables the Part3_Safety_Exercises, which has more detailed information about the sub-system, so that it will be hidden from the learner. Otherwise, all three child activities can be seen by the learner.

4. A ‘Roll-Up’ rule checks the status of each child activity (i.e., a learner’s performance in the child activity) by using the rollUpBM and sets the summary status for the parent activity. Depending on the result of the rollUpBM, the system may execute either the specified action or an alternative action like the example shown in the ‘Roll-Up’ rule of the ‘Part3-Safety Exercises’. In this example, if rollUpBM is true, the system will set the objective status of the ‘Part3-Safety Exercises’ as 'Satisfied'. Otherwise, the objective status of the ‘Part3-Safety Exercises’ will be set as 'Unsatisfied' and since the learner did not successfully study the child activities, the learner is required to take a post assessment in the ‘Part3-Safety Exercises’. A ‘Roll-Up’ rule is used to close the child activities, while a ‘Drill-Down’ rule opens them to the learner. Roll-Up and Drill-Down rules are applicable only to non-leaf activities.

5. The learner’s performance result can be used for making adaptation decisions, such as “retry this activity”, “retry selective activities”, “update the objective of the
activity”, etc. For example, if the probability derived by an \textit{afterPostAssessmentBM} is less than 0.7, an ‘After-Post-Assessment’ rule can require a learner to retry the ‘High Pressure System’ activity. Otherwise, the system will set the objective status of the ‘High Pressure System’ activity as ‘Satisfied’.

6. Before terminating an activity, the system can check a learner’s performance and the learning conditions associated with the activity such as the number of attempts allowed, the period of time that the learner is allowed on each attempt, and the period of time spent on the activity in a ‘Before-End-Activity’ rule. Such a rule can decide if the learner should be asked to redo the activity or be allowed to leave the activity. For example, a ‘Before-End-Activity’ rule in the root activity allows a learner to either leave the “VAM” activity or redo some selected child activities of the ‘VAM’ activity, depending on the probability derived by the \textit{beforeEndActivityBM}.

7.2 Food and Drug Administration’s (FDA) Pre-Use Check of Traditional Anesthesia Machines

The second application, ‘FDA’s pre-use check of traditional anesthesia machines’, is a checklist that a person who will operate an anesthesia machine must go through to ensure that the machine is perfectly functional and safe before it is used on a patient. Although the FDA checklist is only one page long as shown in Figure 7-2, each step in the checklist requires that a user perform rather complicated operations on an anesthesia machine. Our task, therefore, is to first design simulation-based learning objects to provide instructions needed for the checklist and then use GELS to find the best way of using simulations to present content, facilitate practice, and perform assessment.
Our design of learning objects is guided by these design principles:

1. Each ALO represents a self-contained and reusable object.
2. Each CLO aggregates a number of related ALOs.
3. Learning objects must be reusable in the instructions of other related medical devices.
4. They must be easily searched and selected.

Dr. Lampotang from the Department of Anesthesiology at the University of Florida develops 115 learning assets. We use these assets and ALOs and CLOs are aggregated to form a Root CLO in order to capture the instructional content of the Checklist as illustrated in Figure 7-3. The tree contains four non-leaf activities and thirteen leaf activities. Two of the leaf activities, named Ch2LPS and Ch2BS, in turn link to other LPS CLO and BS
CLO to cover the pre-use checks of the Low Pressure System and the Breathing System, respectively. In this way, a more complex structure of a learning object is formed. The other leaf activities are bound to ALOs, each of which provides content, practice, and assessment items to instruct and assess the pre-use check of one part of an anesthesia machine. All created LOs and their metadata are registered with the LO Broker, which provides browsing and querying facilities.

In the first application described in Section 7.1, we use the VAM simulator to offer learners an environment in which to practice what they learned from the instructional content. In this second application, we use simulations not only to present instructional content, but also to provide opportunities for practice and perform assessment visually and interactively. The processing of each ALO shown in Figure 7-3 is carried out in three steps: See one, Do one and Test one.

![Activity tree that models the checklist](image)

Figure 7-3. Activity tree that models the checklist
The step ‘See one’ displays the VAM simulator that is to be checked. A ‘show me’ (i.e. a ‘play’) button, when clicked by the learner, will show the actions of an expert who operates the machine properly to perform the pre-use check of that part of the machine covered by the ALO. By observing the expert’s actions and the effects of the actions on the simulator, the learner can develop his/her own knowledge and skills pertaining to the machine. Figure 7-4 shows a snapshot of what the learner sees at this first step.

![Figure 7-4. VAM simulator at the ‘See one’ step](image)

The step ‘Do one’ is a practice step designed to let the learner redo the steps that ‘See one’ showed. It enables the learner to solve problems on his/her own with the help of some tutorial messages. Although the learner operates on the same simulator as the one shown in the ‘See one’ step, in ‘Do one’, the learner can operate the simulator without any limitation because all icons are activated. The learner is free to try out
different things and find the correct procedure by trial-and-error. When a mistake is made, the learner gets immediate feedback on his/her action. If a learner makes a sufficient number of mistakes, the simulation will take over and show the ‘See one’ operation again to the learner.

‘Test one’ (Figure 7-5) is an assessment stage for testing the learner’s competence and retention of domain knowledge and skills. The simulator tricks the learner into making a mistake by giving either a faulty or a perfect machine at random and then provides the assessment result as delayed feedback after the learner’s work is assessed. Since all parts of the simulator are operable, the learner is free to do anything to solve the problem given to him/her. ‘Test one’ aims to identify and correct the misconceptions acquired or gaps left in earlier steps.

Figure 7-5. VAM simulator at the ‘Test one’ step
Simulation-based assessment gives the learner a chance to review what he/she learned, correct misconceptions, and reflect on his/her progress. The ‘Test one’ step is a mouse-driven interface where the learner’s clicks are tracked by the VAM simulator to determine if the learner is following the correct steps. This method of ‘interactive assessment’ is very different from the traditional approach of simple multiple-choice and fill-in-the-blank questions, because it allows the system to capture all of a learner’s actions taken on the simulator according to the assessment instructions that were given. This is effective in a simulation-based learning environment. The assessment result collected by the VAM simulator is passed to the assessment component of GELS, which records and uses the assessment result to control and carry out the subsequent processing of the CLO developed for the pre-use checklist (Jeon, Lee, Lampotang, & Su, 2007a).

In summary, we have added the extended metadata to the previously developed ALOs and CLOs for training medical personnel in the functionalities and use of traditional anesthesia machines and have developed simulation-based learning objects for the FDA’s pre-use check of traditional anesthesia machines by using the existing instructional materials used in VAM. We have also integrated GELS with the VAM simulator to demonstrate that the integrated system can operate seamlessly to deliver instruction, use the simulator for instruction and/or practice, and perform assessment. By applying ECpAA rules and their corresponding Bayesian Models in the processing of the developed CLOs, we have demonstrated that GELS can deliver these learning objects adaptively to suit diverse learners’ profiles and performances.
CHAPTER 8
EVALUATION OF GELS' ADAPTIVE FEATURES AND PROCESSING TECHNIQUES

In this work, we are interested in verifying, if the use of ECpAA rules, Bayesian Models, and group data, as well as the techniques used to implement and process them, gives GELS the desired adaptive features. For this purpose, we design and conduct four simulations. The purpose of these simulations is not to demonstrate the effectiveness of our system in improving learners' ability to learn things better and faster. This would be a very difficult undertaking because there are too many factors involved in determining a learner's ability to learn and is out of the scope of our current research. Rather, the purpose is to verify and demonstrate that, by using ECpAA rules and their corresponding BMs, a system like GELS is able to exhibit some desirable adaptive features and to resolve the data uncertainty and correlation problems addressed in this dissertation. The first three simulations make use of the ‘Drill-Down’ rule and its corresponding drillDownBM (Figure 4-1 of Chapter 4), and the fourth simulation makes use of the ‘Roll-Up’ rule and its corresponding rollUpBM (Figure 5-3 of Chapter 5) for the evaluation. The first simulation demonstrates that GELS is able to make different drill-down decisions when two learners have different profile and performance data. The second simulation examines the effect and advantage of using continuously updated group data to make a drill-down decision. The third simulation shows GELS’ ability to handle missing data. The fourth simulation shows the effect of using prior probabilities, weights and the proposed formulas to derive the prior distribution of rollUpBM in seven simulated user-cases.
8.1 Adaptation Based on Individual Profile and Performance Data

In this simulation, we are interested in knowing if our system is able to make reasonable adaptation decisions for two individuals with different profiles and performances. The main purpose is to show that the techniques used to implement and process ECpAA rules and their corresponding Bayesian Models work. As shown in Table 8-1, Learner X has an AGP of 3.5 (i.e., AGP is true) and a GPA of 3.6 (i.e., GPA is true). The conditional probability of PKL given “AGP and GPA” is 0.91 (denoted in Figure 4-1 by \( p(PKL \mid AGP \text{ GPA}) = .91 \)). Since Learner X shows a CPA of 3.8, the conditional probability of LC given “CPA and PKL” is 0.92 (denoted in Figure 4-1 by \( p(LC \mid CPA \text{ PKL}) = .92 \)). Even though Learner X shows a low LM (i.e., CLS=false and LG=false), he/she will be allowed to drill-down because the conditional probability value of DrillDown (DD) comes out to be 0.81, which is above the specified threshold of 0.6. In the case of learner Y, who has an AGP of 2.8, a GPA of 2.9, and a CPA of 2.3, but has a high LM, the conditional probability value of DD is only .37 which is below the threshold. Therefore, GELS will take different actions based on the different results derived for these two learners.

Table 8-1. Profile and performance data of learners X and Y

<table>
<thead>
<tr>
<th>Values of input/output node</th>
<th>AGP</th>
<th>GPA</th>
<th>CPA</th>
<th>CLS</th>
<th>LG</th>
</tr>
</thead>
<tbody>
<tr>
<td>Learner X</td>
<td>3.5 (True)</td>
<td>3.6 (True)</td>
<td>3.8 (True)</td>
<td>False</td>
<td>False</td>
</tr>
<tr>
<td>Learner Y</td>
<td>2.8 (False)</td>
<td>2.9 (False)</td>
<td>2.3 (False)</td>
<td>True</td>
<td>True</td>
</tr>
</tbody>
</table>

AGP(Average Grade of Prerequisites); GPA(Grade Point Average); CPA(Current Pre-Assessment score); CLS(Competency Level on a Subject); LG(Learning Goal).

8.2 The Effect of Using Updated Group Profile and Performance Data

For performing Bayesian inference (Jaynes, 1998), an informative prior distribution for a Bayesian model is needed. The initial prior distribution given by a domain expert may or may not accurately represent the profiles and performance data of a group of
previous learners who have taken the same learning object. Thus, updating the prior distribution based on the data of each new learner is very important because it improves the quality of the prior distribution and thus improves the system's ability to correctly evaluate the condition specifications of adaptation rules processed for the next new learner.

This simulation aims to study the effect of continuously updating the probability values of the drillDownBM. We use the data of a group of learners whose individual data are randomly generated to compute a prior distribution. Two cases are compared. First, the same prior distribution is used for making the drill-down decision for all new learners. The individual data of each new learner is stored but is not used to update the prior distribution. Thus, it does not affect the system’s drill-down decision for the next new learner. Second, the individual data of each new learner is used to update the prior distribution, which is used in making the drill-down decision for the next new learner.

Knowing that different learner data can affect drill-down decisions, we randomly generate individual learner data for three groups of new learners in a controlled manner. Each group has 1000 learners. The first group, called the “mid group”, represents learners having an average performance. Based on the data conditions generated for the root nodes, the numbers of true and false values are determined for this data set. Using these truth values, conditional probability tables for the non-root nodes are computed to make the drill-down decision. As shown in Table 8-2, 60.1% of the learners in this group are allowed to drill-down. We then use the same data set to produce a “low group” and a “high group”. The former contains 10% fewer true values than the mid group and represents learners having a lower performance; the latter has 10% more
true values than the mid group and, thus represents learners having a higher performance.

Table 8-2. Effect of using group profile and performance data

<table>
<thead>
<tr>
<th>Prior distribution</th>
<th>Learner Data Type</th>
<th>Drilldown result of Non Updating System</th>
<th>Drilldown result of Updating System</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mid (601/1000)</td>
<td>Mid</td>
<td>601/1000 (60.1%)</td>
<td>601/1000 (60.1%)</td>
</tr>
<tr>
<td></td>
<td>High</td>
<td>740/1000 (74.0%)</td>
<td>767/1000 (76.7%)</td>
</tr>
<tr>
<td></td>
<td>Low</td>
<td>458/1000 (45.8%)</td>
<td>400/1000 (40.0%)</td>
</tr>
</tbody>
</table>

Table 8-2 shows that it is advantageous to continuously update the group data and the prior distribution of the Bayesian Model as each new learner's individual data becomes available. The generated data for the mid group is statistically equal to the prior distribution that primes the model. Thus, the percentage of drill-down is the same for both cases. The drill-down percentage of the high group increases from 74.0% to 76.7%, due to the fact that the continuous update of the model's prior distribution increases the probability values of both the prior probabilities of the root nodes and the values of the CPTs. The drill-down percentage of the low group decreases from 45.0% to 40.0% for the opposite reason. Updating group data and the prior distribution allows the system to make more accurate drill-down decisions. This is analogous to the case of a good instructor who can do a better job in teaching as he/she gains more and more experience from each one of the students he/she instructs.

8.3 Incomplete Data Handling

In this simulation, we want to know how well GELS can make a drill-down decision when a learner's data is incomplete. As we showed in Figure 4-1 of Chapter 4, the drillDownBM requires five input values for the five root nodes to produce the drill-down result, and we assume that the missing value can occur in any one of these five input
attributes (CLS, LG, CPA, AGP, and GPA). Based on the five input values of each learner, the drillDownBM derives the drill-down probability for the learner.

8.3.1 Drill-down Results for Incomplete Data Sets Having Different Percentages of Missing Data

By comparing the drill-down result of a complete data set with those of incomplete data sets, Table 8-3 shows us that the number of learners who are allowed to drill-down increases nonlinearly as the percentage of missing data increases. The differences between the numbers of drill-downs of the complete data set and those of 0.02%, 5% and 10% incomplete data sets are 0, 10, and 29, respectively, which are not very significant. For these data sets, GELS is able to derive drill-down results within an acceptable error range (i.e., 0 to 3%). In the case of a data set with 20% of its data missing, the difference is 87, which is quite significant. However, a data set with 20% of values missing means that each of the 1000 learners could have one data value missing. We consider this to be an extreme case that GELS or any other adaptive system should not be expected to handle; therefore, we have chosen to disregard the 20% case and any other case in which the percentage of missing data is higher than 20. Otherwise, the above results show that GELS is able to handle missing data quite well if the percentage of missing values is not exceptionally high.

Table 8-3. Experimental data sets and drill-down results

<table>
<thead>
<tr>
<th>Experimental Data Set</th>
<th>Complete</th>
<th>0.02% missing</th>
<th>5% missing</th>
<th>10% missing</th>
<th>20% missing</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of missing node / number of total input nodes</td>
<td>0/5000</td>
<td>1/5000</td>
<td>250/5000</td>
<td>500/5000</td>
<td>1000/5000</td>
</tr>
<tr>
<td>Number of learners who successfully drill down / number of total learners</td>
<td>587/1000</td>
<td>587/1000</td>
<td>597/1000</td>
<td>616/1000</td>
<td>674/1000</td>
</tr>
<tr>
<td>Difference from the complete data set</td>
<td>0</td>
<td>10</td>
<td>29</td>
<td>87</td>
<td></td>
</tr>
</tbody>
</table>
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8.3.2 Incomplete Data Handling Given Different Percentages of Missing Data

Since the drillDownBM derives a drill-down probability for each learner, we can show how many drill-down probabilities in an incomplete data set are within certain error ranges when compared with those of the complete data set. The five error ranges we use are: [0.00, 0.05), [0.05, 0.10), [0.10, 0.15), [0.15, 0.20) and ≥ 0.20. To do the comparison, we first derive the drill-down probabilities of all learners using the complete data set. We assume that these are correct drill-down probabilities, since there is no missing value. We then derive drill-down probabilities for each of the four incomplete data sets and compare each learner’s drill-down probability with that of the corresponding learner in the complete data set (i.e., the drill-down probability of the tenth learner in the 10% incomplete data set is compared with that of the tenth learner in the complete data set).

The results are shown in Figure 8-1. When a data set has 0.02% missing values, all learners fall in the error range of [0.00, 0.05). None of them differs from its equivalent in the complete data set by more than 0.05, since the data set has only one missing value. When a data set has 5% missing values, 909 learners’ probabilities are almost the same as those of the complete data set differing only by [0.00, 0.05), 28 learners’ probabilities differ by [0.05, 0.10), 17 learners’ probabilities differ by [0.10, 0.15), 12 learners’ probabilities differ by [0.15, 0.2), and 34 learners’ probabilities differ by more than 0.20. We observe that the number of learners in the error range of [0.00, 0.05) decreases and the numbers in all other error ranges increase as the percentages of missing values increase. However, more than 90% of learners are still within [0.00, 0.05), which shows that GELS can handle missing data quite well.
This trend continues when the percentage of missing values reaches 10%. For this data set, 836 learners’ probabilities differ from those of the complete data sets by $[0.00, 0.05)$, 53 learners by $[0.05, 0.10)$, 26 learners by $[0.10, 0.15)$, 24 learners by $[0.15, 0.2)$, and 61 learners by more than 0.20. Given 500 missing values, 84% of learners are within $[0.00, 0.05)$ and only 6% of learners are in the range above 0.20. Finally, when the number of missing values reaches 1000 (i.e., 20% missing values), the result gets worse. The number of learners in the error range of $[0.00, 0.05)$ drops to almost half (52%). The numbers in other error ranges significantly increase: 236 learners in $[0.05, 0.10)$, 83 learners in $[0.10, 0.15)$, 71 learners in $[0.15, 0.2)$, and 94 learners in the range above 0.20. We can therefore make the same conclusion that GELS can handle missing data well when the percentage of missing values is within 10%.
8.3.3 Incomplete Data Handling Given Default Values and Bayesian Model

This simulation compares three approaches to handling missing value: assigning ‘True’ as the default, assigning ‘False’ as the default, and using our Bayesian model to derive the missing value probabilistically. We first derive the drill-down probabilities of all 1000 learners using a complete data set. We assume that these are correct drill-down probabilities, since there is no missing value. We then derive drill-down probabilities for each of the incomplete data sets with a missing rate from 1% to 20%. The results are shown in Figure 8-2. The number of learners who drill-down increases as the missing rate increases in the ‘Default True’ case, whereas the number of learners in the ‘Default False’ decreases as we expect. Using our Bayesian model gets almost the same result as the complete data set, regardless of the increase in the missing rate. The results thus show that GELS can handle missing data better than the two default cases.

![Incomplete Data Handling Assigned Default Values vs. Bayesian Model](image)

Figure 8-2. Incomplete data handling given assigned default values and Bayesian Model
8.4. Evaluation of the Technique used to Derive Prior Distribution

In this part of our work, we are interested in evaluating the technique used to derive the prior distribution of a Bayesian Model based on the prior probabilities assigned to its root nodes, weights assigned to its edges, and the three formulas given in Chapter 5. For this evaluation, we use the example of Part_3_Safety_Exercises given in Figure 5-2, and the ‘Roll-Up’ rule given in Chapter 5 and the rollUpBM given in Figure 5-3. We use the proposed technique to derive the prior distribution of rollUpBM and use it to determine the roll-up probabilities of seven simulated learners who have different performance data. The ‘Roll-Up’ rule says that, on the event of roll-up, if \[ p(PL, AL, NFS, AS) \geq 0.60 \], then set the objective status of Part_3_Safety_Exercises as ‘Satisfied’ and skip the post-assessment of Part_3_Safety_Exercises, else set Parent-Summary-Status as ‘Unsatisfied’ and carry out the post-assessment, where \( PL \) is ‘pass limit’, \( AL \) is ‘attempt limit’, ‘NFS’ is ‘no failure score’, and \( AS \) is ‘average score’. Since ‘Roll-Up’ rule is based on a learner's performance data, the seven learners’ performance results of the child activities are given in Table 8-4.

Several notations are used to describe the performances of the learners in detail. The arrow indicates that a learner had to retry a child activity, because the initial score was unsatisfactory. In this experiment, a learner is allowed to retry only once per child node. Boxed numbers indicate satisfactory scores of greater than or equal to 70, whereas shaded numbers indicate failed scores of less than 50. Plain numbers indicate unsatisfactory scores. A summary of the probabilities of rollUpBM is provided in Table 8-5. In our simulation, Nicole, Eva and Michael satisfy the pass limit (\( PL \)) as shown in Table 8-5. Since Nicole satisfies the objectives of her first four child nodes (denoted by \( PL \) being true in Table 8-5), she is not required to complete the remaining two child
activities. She also has the highest average score (88) and no failed child activities. All of these factors contribute to her high roll-up probability (0.86). Michael has four satisfactory scores with an average score of 70, which is above the threshold. However, his two failed child activities and many attempts result in a roll-up probability of 0.78. His roll-up result is higher than the defined threshold (0.60) because PL and AS are weighted higher than AL and NFS.

It is for learners like Jack that our system offers a better adaptive e-learning experience. Jack has an average score of 82, which is almost as high as Nicole’s, and has not failed in any child activity (denoted by NFS being true). Unfortunately, he cannot satisfy the data condition PL (Pass Limit). He would have failed if the correlations among the data conditions were not considered. The rollUpBM evaluates his result as 60, which meets the defined rollUpBM’s threshold (60), because the system not only considers the PL condition but also PL’s correlations with other data conditions as shown by the structure of rollUpBM. Although PL is weighted heavier than AL and LV is weighted heavier than MV as shown in rollUpBM of Figure 5-3, our system does not allow PL and LV to have absolute influence on the roll-up decision. Rather, it takes all of the data conditions and their correlations into consideration to determine that Jack has gained enough knowledge from the instruction given in the child activities and that he can skip the post assessment of the parent activity.

In our user case study, we found that the system can derive the prior distribution of a Bayesian Model based on limited inputs from the expert and the proposed formulas, and use the model to accurately evaluate new learners with different performances. As each new learner's data becomes available, it is used to update the prior distribution of
the Bayesian Model. Thus, the updated prior distribution becomes more and more accurate in representing the performance characteristics of learners. This accumulation of “group data” will improve the accuracy of evaluating the data of the next new learner and continuously improve the adaptive capability of the system.

In summary, we conduct four cases of simulations to evaluate our system’s adaptive capabilities. The first simulation successfully demonstrates GELS’ adaptive capability based on different learners’ profile and performance data. The second simulation evaluates the effect of updating group profile and performance data, and shows that the system is able to improve its adaptive capability based on the updated data. The third simulation shows that GELS is able to make adaptation decisions in the presence of missing data as long as the percentage of missing data is reasonable. The last simulation indicates that the technique used to derive prior distributions of Bayesian Models and the idea of using Bayesian Models to aid adaptation decision-making are sound.
Table 8-4. Assessment results and average scores of the simulated learners

<table>
<thead>
<tr>
<th>Child Activities / Average Score</th>
<th>Nicole</th>
<th>Eva</th>
<th>Michael</th>
<th>Jack</th>
<th>Adam</th>
<th>Steven</th>
<th>Kim</th>
</tr>
</thead>
<tbody>
<tr>
<td>High Pressure System</td>
<td>86</td>
<td>74</td>
<td>60→74</td>
<td>100</td>
<td>86</td>
<td>60→74</td>
<td>74</td>
</tr>
<tr>
<td>Low Pressure System</td>
<td>100</td>
<td>81</td>
<td>46→46</td>
<td>100</td>
<td>42→42</td>
<td>69→81</td>
<td>54→69</td>
</tr>
<tr>
<td>Breathing Circuit</td>
<td>86</td>
<td>69→80</td>
<td>86→80</td>
<td>86</td>
<td>86</td>
<td>51→51</td>
<td>37→37</td>
</tr>
<tr>
<td>Manual Ventilation</td>
<td>X</td>
<td>60→60</td>
<td>86→86</td>
<td>66→69</td>
<td>86</td>
<td>60→80</td>
<td>34→40</td>
</tr>
<tr>
<td>Mechanical Ventilation</td>
<td>X</td>
<td>69→81</td>
<td>69→81</td>
<td>69→69</td>
<td>58→69</td>
<td>27→42</td>
<td>42→54</td>
</tr>
<tr>
<td>Scavenging System</td>
<td>X</td>
<td>69→81</td>
<td>69→81</td>
<td>69→69</td>
<td>58→69</td>
<td>27→42</td>
<td>42→54</td>
</tr>
<tr>
<td>Average Score</td>
<td>88</td>
<td>72</td>
<td>70→82</td>
<td>82</td>
<td>71</td>
<td>60</td>
<td>50</td>
</tr>
</tbody>
</table>

(Note) X: no assessment result, ⇔: retry, ■: satisfied score, □: failed score.

Table 8-5. User case evaluation results

<table>
<thead>
<tr>
<th>Input / Output</th>
<th>Nicole</th>
<th>Eva</th>
<th>Michael</th>
<th>Jack</th>
<th>Adam</th>
<th>Steven</th>
<th>Kim</th>
</tr>
</thead>
<tbody>
<tr>
<td>PL</td>
<td>T</td>
<td>T</td>
<td>T</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
</tr>
<tr>
<td>AL</td>
<td>T</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
</tr>
<tr>
<td>NFS</td>
<td>T</td>
<td>T</td>
<td>F</td>
<td>T</td>
<td>F</td>
<td>T</td>
<td>F</td>
</tr>
<tr>
<td>AS</td>
<td>T</td>
<td>T</td>
<td>T</td>
<td>T</td>
<td>T</td>
<td>F</td>
<td>F</td>
</tr>
<tr>
<td>p(RU)</td>
<td>0.86</td>
<td>0.81</td>
<td>0.78</td>
<td>0.60</td>
<td>0.57</td>
<td>0.42</td>
<td>0.37</td>
</tr>
</tbody>
</table>
CHAPTER 9
SUMMARY, CONTRIBUTION, AND FUTURE WORK

9.1. Summary and Contribution

Among higher education schools, over 90% of four-year public institutions and 88.6% of private institutions offer some form of e-learning (Allen & Seaman, 2004). The advantage of Web-based e-learning systems is that they can deliver multimedia content to learners anywhere and anytime. In spite of the wide-spread popularity of e-learning education and its advantages, one significant limitation is that it provides learners with identical instructional materials without taking learners’ diverse knowledge, goals, preferences, and performances into consideration. Learners are different from one another, and not all learners learn things in the same way (Schroeder, 1993). Thus, the “one-size-fits-all” service provided by many existing e-learning systems does not work well for diverse learners. For this reason, recent research efforts on e-learning focus on adaptive e-learning using learners’ profiles and performance data as the basis for making adaptation decisions. However, developing an adaptive e-learning system is not a simple task. It requires that such a system be capable of collecting the useful information about each learner, evaluating the collected data correctly, and taking the proper adaptation actions to deliver individualized instruction to the learner.

This research aims to investigate 1) the methodology for the modeling, construction, search, and selection of learning objects, 2) the technique for the specification and processing of adaptation rules, 3) the use of Bayesian Models for specifying the correlations among data conditions given in adaptation rules and resolving the data uncertainty problem addressed in the introduction section, and 4) the method for deriving the probability distributions for Bayesian Models. The above
investigations and results are needed for the development of an adaptive e-learning system.

In this dissertation, we explained in Chapter 1 the motivation, the goal, and the intended contributions of our research. In Chapter 2, we surveyed the standards introduced by the e-learning community as well as the techniques and features of some developed adaptive e-learning systems and tools. We also discussed what we adopted from these existing works in the development of our system, GELS, and how our work differs from them. In Chapter 3, we presented the methodology for modeling and constructing learning objects using the multimedia learning assets available on the Web, and registering these objects with a Learning Object Broker for adaptive search and selection. In Chapter 4, we presented a new way of specifying and processing adaptation rules. We used the ECpAA rule specification instead of the traditional ECA rule specification to define adaptation rules so that these rules can be evaluated probabilistically instead of deterministically. We used Bayesian Models to capture the correlations and the relative weights among the data conditions used in adaptation rules as well as to represent the prior and conditional probabilities of these data conditions based on the profile and performance data of a group of learners. The Bayesian Models are used by GELS to evaluate the condition specification of each adaptation rule that is applied for each learner. In Chapter 5, we presented three formulas for deriving the prior distributions of Bayesian Models automatically by using limited inputs (i.e., prior probabilities and weights) provided by the author or instructor of a learning object. In Chapter 6, the architecture of the adaptive e-learning system GELS and the functions of its system components were described. The system was developed based on the
results of research presented in the earlier chapters. Chapter 7 covered two
applications of a system, which integrates GELS with an existing VAM system, used for
instructing medical personnel in the operation and use of anesthesia machine and
FDA's pre-use check. This effort is a continuation of a previous project. We applied
ECpAA rules in the processing of learning objects developed for these applications to
demonstrate GELS' adaptive features. In Chapter 8, we used simulations to evaluate
and demonstrate GELS' adaptive features and processing technique, and its ability to
take proper adaptation actions to tailor instructions to suit diverse learners in the
presence of data anomalies. The capability of automatically deriving the prior
distributions of Bayesian Models and using them in different user-cases was also
demonstrated.

Having summarized what we have presented in this dissertation, we now
summarize the key contributions of our research below:

**The modeling, construction, search, and selection of learning objects.** In
modeling learning objects, we have extended the activity tree proposed in SCORM for
modeling a composite learning object by allowing non-leaf activities to have content,
practice, and assessment items. This is important because learners can learn from and
be assessed on the knowledge gained by integrating the lessons learned from the child
activities of these non-leaf activities. We also extended the set of attributes proposed by
LOM for specifying the metadata of learning objects by including "educational attributes"
to describe the educational characteristics of learning objects. These attributes together
with others can be used for searching and selecting learning objects that are suitable for
learners. For the construction of Web-accessible and reusable learning objects, we
have designed and implemented authoring tools for the construction of ALOs and CLOs, and learning object repositories for their storage. These tools and repositories can be replicated and installed at many network sites for content producers and composers to develop and store ALOs and CLOs. The metadata of these objects are registered with the LO Broker installed at the host site. The learners of a virtual e-learning community as well as GELS can query the Broker to locate and fetch distributed learning objects that suit diverse learners' needs. This effort extends the previously developed LO authoring tools and repositories (Lee & Su, 2006). The added features are the inclusion of additional attributes to the metadata of LOM and the dynamic binding technique, which enables the linking of ALOs and other CLOs to the activity tree of a CLO to form a larger unit of instruction. This technique increases the scalability and reusability of learning objects.

**ECpAA rule specification and processing.** The first contribution of this effort is to identify problems in existing rule-based systems, such as the data uncertainty problem, the data correlation problem, and the problem of not utilizing group profile and performance data. Second, the probabilistic specification and evaluation of rule conditions are proposed to resolve these problems. The condition specification of an ECpAA rule and its evaluation are handled probabilistically based on the accumulated and continuously updated profile and performance data of a group of learners who have a common interest in a subject of learning. The probabilistic approach of the ECpAA rule specification is better suited for handling data anomalies than the deterministic approach used in the traditional event-condition-action rule specification because the former does not require that the condition specification of a rule be 100% true. The
processing of the Cp part of an ECpAA rule is aided by a Bayesian Model, which specifies the correlations of data conditions given in the condition specification and their relative weights, prior probabilities and conditional probabilities. Third, six adaptation points and their corresponding events are introduced. This allows more adaptation rules than those proposed by SCORM to be applied more frequently to tailor the instruction of each activity to fit the profile and performance of each learner. As a result, GELS is more adaptive than those systems implemented based on SCORM’s standard. Lastly, six adaptation rules are presented. These rules are general and can be used to control the selection, navigation, sequencing, and presentation of contents during the processing of a learning object in the presence of data anomalies. The attributes that are suitable for defining the condition specifications of these rules have been identified and proposed. Content providers can use these rules as guides to define their own adaptation rules.

**The design and implementation of the ECpAA Rule Execution Engine.** This rule engine combines the processing power of an ETR Server developed in a previous project (Lee & Su, 2006) with the newly developed Bayesian Model Processor (BMP). The efforts and the contributions of this part of the work are the design and implementation of the Bayesian Model Processor and its integration with the ETR Server. The Bayesian Model Processor evaluates the condition specifications of ECpAA rules, computes the probability distributions of data attributes used to define Bayesian Models, and update their probability values. The use of probabilistic evaluation of the condition clause by using a Bayesian Model and the Bayesian Model Processor to achieve adaptation is new to the field of e-learning. The ECpAA Rule Engine, which
combines the capabilities of these two components, produces a rule engine that is more powerful than the traditional Event-Condition-Action rule engines because the latter's evaluation of the rule condition specification to true or false is a special case of the former's Cp evaluation.

**Formulas for automatic computation prior distribution of Bayesian Models.**

The contributions of this effort are the introduction of the three formulas for computing the conditional probability tables and the design and implementation of a Bayesian Model Editor for easing the acquisition of the expert's input data. Using a Bayesian Model requires the acquisition of its prior distribution (i.e., prior probabilities and conditional probabilities of data conditions given an adaptation rule) for Bayesian inference. However, obtaining an informative prior distribution is the most challenging task in building an adaptive e-learning system that uses Bayesian Networks. The three formulas that we introduced enable the system to automatically derive conditional probabilities based on the limited input of an expert (i.e., the prior probabilities assigned to the root nodes and the weights assigned to the edges). As each new learner's profile and performance data become available, the system uses these data to update the prior distribution, thus improving the accuracy of evaluating the next new learner. GELS provides a user interface to allow the expert to easily provide the prior probabilities and weights associated with the data conditions to be evaluated. Using three proposed formulas and the expert's inputs, the system can derive the prior distribution of each Bayesian Model and perform the Bayesian inference for probabilistic evaluation of adaptation rules.
The handling of three data problems by using Bayesian Networks. Profile data provided by learners and performance data gathered by the system can be incomplete, inaccurate, and/or contradictory. These data problems are handled in our work by the use of Bayesian Models, which capture data correlations by their structures, the relative weights assigned to their structural relationships, and the probability distributions based on continuously updated group profile and performance data. Bayesian inferences based on these models to mitigate these data problems are demonstrated in this work. The approach is new and has not been used in other adaptive e-learning systems.

Implementation of two medical applications and development of simulations. We have used two applications and simulations to evaluate and demonstrate the adaptive features of the e-learning system GELS, which is developed based on the results of this research. The effort we have taken is NOT to demonstrate that adaptive e-learning improves learners' ability to learn, which is a subject well-researched by educators and people in other disciplines. Rather, it is to demonstrate that the system developed based on the methodology, techniques, formulas, rule specification method, Bayesian Models, and algorithms introduced in this work does exhibit desirable adaptive features. For this purpose, we have achieved our objectives.

9.2 Future Work

Two research topics are worthwhile for future investigation: the evaluation of the effectiveness/efficiency of an adaptive e-learning system and the further extension of the current Bayesian Models. After Russell's "Technology wars: Winners and losers" (1997), the effectiveness / efficiency of e-learning has become a controversial issue. In the past several years, several research results have been published. Valcheva and
Todorova (2005) present five general approaches for evaluating the effectiveness of e-learning systems that have appeared in the literature: comparison with traditional e-learning systems (i.e., systems without adaptive features); tools and components evaluation based on user satisfaction measurements; return on investment (ROI) reports; product evaluation by the software developer in perspective of design validation; and learning performance evaluation. Some of the approaches have been popularly used, such as comparison with traditional systems (Boyle & Encarnacion, 1994; Brusilovsky & Pesin, 1994; Höök 1997). Some literature suggests a modular or layered evaluation rather than evaluating a system as a whole in order to reduce the complexity of evaluation (Paramythis, Totter, & Stephanidis, 2001; Weibelzahl & Weber, 2003; Brusilovsky et al., 2004; Paramythis & Weibelzahl, 2005). In this evaluation procedure, they ‘identify’ a module or layer, ‘present’ the evaluation rationale for each module or layer, and ‘propose’ the specific methods and/or techniques that can be employed for its evaluation. Despite these efforts, the studies that address the evaluation of the effectiveness of e-learning systems have been criticized for either the small coverage with respect to the multiple aspects of the complex problem or the inadequacy of the evaluation criteria (Martinez, 2001; Costabile, Roselli, Lanzilotti, Ardito, & Rossano, 2007). The evaluation of the effectiveness of e-learning systems is a very challenging and complex topic, because many factors involved in the evaluation are intertwined, and neither established guidelines nor a methodological paradigm are available (Lanzilotti, Ardito, Costabile, & De Angeli, 2006). In our work, we did not conduct an evaluation on the effectiveness of our developed system in improving learners' ability to learn for the stated reasons. Rather, we are only interested in
verifying that GELS possesses some desirable adaptive features by implementing the results of our research.

Another worthwhile research topic is building more complex Bayesian Models than the models we have. This can be done by assigning multiple values rather than a binary value (True or False) to each data condition, or employing temporal models (e.g., dynamic Bayesian Networks or Hidden Markov Models) in conjunction with the developed Bayesian Models. The former allows the system to further improve the accuracy of data evaluation, while the latter has the potential to alter the data conditions of a Bayesian Model, which may lead to generating dynamic adaptation rules during a learning process. This topic is important because the data conditions about the learners in adaptation rules can be very complex and can change in time.
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