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Sharing of computing and storage resources among different institutions and individuals connected over the Internet is seen as a solution to meet the ever-increasing computation and storage demands of modern applications. Several factors curtail the ability of existing applications to run seamlessly on Wide-area Networks (WANs): heterogeneous resource configurations, obscured access to resources due to Network Address Translators (NATs) and firewalls, inability to express sharing policies and lack of isolation provided by operating systems.

This work addresses the problem of providing bi-directional network connectivity among wide-area resources behind NATs and firewalls. At the core of the presented approach is a self-managing networking infrastructure (IPOP) that aggregates wide-area hosts into a private network with decoupled address space management, and is functionally equivalent to a Local-area network (LAN) environment where a wealth of existing, unmodified IP-based applications can be deployed. The IPOP virtual network tunnels the traffic generated by applications over a P2P-based overlay network, which handles NAT/Firewall traversal (through hole-punching techniques) and dynamically adapts its topology (through establishment of direct connections between communicating nodes) in a self-organized, decentralized manner. Together with classic virtual machine technology for software dissemination, IPOP facilitates deployment of large-scale distributed computing environments on wide-area hosts owned by different organization and individuals. A real
deployment of the system has been up and running for more than one year, providing
access to computational resources for several users.

This dissertation makes the following contributions in the area of virtualization
applied to wide-area networks: a novel self-organizing IP-over-P2P system with decentralized
NAT traversal; decentralized self-optimization techniques to create overlay links between
nodes based on traffic inspection; creation of isolated address spaces and decentralized
allocation of IP addresses within each such address space using Distributed Hash Tables
(DHTs); tunneling of overlay links for maintaining the overlay structure even in presence
of NATs and routing outages; and techniques for proxy discovery for tunnel nodes using
network coordinates.

I describe the IPOP virtual network architecture and present an evaluation of a
prototype implementation using well-known network performance benchmarks and a set of
distributed applications. To further facilitate deployment of IPOP, I describe techniques
that allow new users to easily create and manage isolated address spaces and decentralized
allocation of IP addresses within each such address space. I present generally applicable
techniques that facilitate consistent routing in structured P2P systems even in presence
of overlay faults, thereby benefiting different applications of these systems. In the context
of the IPOP system, these techniques provide improved virtual IP connectivity. I also
describe and evaluate decentralized techniques for discovering suitable proxy nodes to
establish a 2-hop overlay path between virtual IP nodes, when direct communication is not
possible.
CHAPTER 1
INTRODUCTION

The growth of the Internet has given an opportunity to share resources such as CPU cycles and storage capacity among different institutions connected over wide-area networks. Besides collaboration, such sharing is particularly useful to meet the ever-increasing computation and storage demands of modern applications from different domains, such as high-energy physics, medical imaging, business data analysis, among others. Several middleware solutions [1] have been proposed to facilitate resource sharing in a way that not only respects the policies defined by the resource owners, but also provides maximum flexibility to consumers. Systems have also been conceived and implemented to harness idle cycles from desktops of users connected to the Internet [2, 3]. Common to these efforts is the vision of providing computing as a utility that can be delivered by a pool of distributed resources in a seamless manner. The terms Grid and utility computing are used to refer to such systems for wide-area distributed computing.

As distributed computing moves from within an organization to a wide-area collaboration, several new challenges arise that limit the class of applications that can benefit from resource sharing, compared to local-area environments.

Firstly, resources owned by different domains tend to differ in their hardware and software configurations. Resource providers independently choose the configurations of the resources they own (including O/S kernels, libraries, and applications), which might be incompatible with application or middleware requirements. It is difficult for the application/middleware developer to maintain different distributions for every possible resource configuration [4, 5]. Secondly, the increasing use of NATs and firewall routers at Internet sites hinder bi-directional access to resources across different domains [6–8]. The network policies at each site are designed with focus on securing hosts; often, the implementation of such policies makes it difficult to support applications from external users. Although some mechanisms to access firewalled resources (for example, secure shell
tunneling) are provided, they cannot be directly used by most distributed applications. Another problem that arises when running untrusted applications from external users is providing strong isolation and security of local resources from malicious users and/or faulty applications.

To facilitate collaboration, several middleware-level solutions have been proposed. The Globus [1] toolkit provides a public-key based security infrastructure and Web-service based standards for interactions between components. BOINC [9] provides a platform for writing distributed applications that can harness CPU cycles on desktop hosts belonging to individual users connected to the Internet. However, these approaches require existing applications to be re-written with the application programming interface (API) they provide for operations such as scheduling and data transfers. The heterogeneity of wide-area hosts further complicates middleware deployment and configuration.

In this dissertation, a novel approach to wide-area distributed computing is proposed and investigated. This approach exploits virtualization to provide to applications their preferred execution environment. The execution environment of an application consists of the machine on which it runs and the network over which it communicates with other processes, middleware components and applications. In this approach, an application executes inside a virtual machine (VM) and is connected to other applications through a virtual network that is functionally equivalent to a local-area TCP/IP network.

"Classic" VMs [10–12] enable multiple operating systems, completely isolated from each other, to time-share resources of a single machine. VMs encapsulate the software dependencies of an application consisting of the entire OS, libraries, and applications within a closed environment, which is completely decoupled from the physical host. A VM-based execution environment can be quickly instantiated on any physical host [4, 5], with the only software dependence being the presence of a virtual machine monitor (VMM).
Complementary to VMs, virtual networks [13–16] provide to applications a communication environment with decoupled IP address management and all-to-all connectivity. In a virtual network, idiosyncrasies of heterogeneous network access are handled by the virtualization layer, while applications perceive an environment that is functionally equivalent to a local-area network.

Within the context of such a virtualized distributed system, this dissertation focuses on the architecture, design, implementation and evaluation of a novel virtual networking technique. The proposed approach combines IP tunneling and peer-to-peer (P2P) overlay networking to aggregate wide-area hosts into an IP-over-P2P (IPOP) virtual network. The IPOP virtual network is architected to be scalable, fault-tolerant and self-managing, requiring minimal administrative control. The virtual network also incorporates novel techniques to protect itself from the connectivity and performance degradation due to wide-area connectivity constraints that prevent communication between pairs of nodes.

The remainder of this dissertation is organized as follows. Chapter 2 describes the IPOP architecture. Chapter 3 presents and evaluates systems which combine VM technologies and IPOP virtual networking to provide homogeneously configured Wide-area Overlays of Virtual Workstations (WOWs). Chapter 4 presents the design of a storage layer based on Distributed Hash Table (DHT) and how it can be leveraged to facilitate the deployment of WOWs. Chapter 5 describes how connectivity hazards in a Wide-area can affect consistency of P2P routing, and subsequently connectivity and performance within the IPOP virtual network. Novel techniques that facilitate consistent routing under connectivity constraints are presented in Chapter 6, and their implementation in the IPOP system is described. Chapter 7 investigates techniques to discover suitable proxy nodes to minimize end-to-end latency when direct communication is not possible, and also validates existing techniques to reduce latency of multi-hop overlay routing. Finally, the dissertation is concluded in Chapter 8.
1.1 Wide-Area Distributed Computing

1.1.1 High-Throughput Computing

For many scientific domains, the quality of results depends on the system throughput, i.e. the number of typically independent jobs (simulations with different parameter values) that can be executed over a period of time. High throughput computing (HTC) environments \cite{17, 18} consist of a shared pool of loosely-coupled compute resources managed by middleware components \cite{19, 20} which include job scheduler, resource monitor, among others. The system throughput can be readily increased by adding more (heterogeneous with respect to hardware configurations) compute resources. Similarly, computationally-intensive loosely-coupled parallel applications (such as master/worker applications with small communication-to-computation ratios) often achieve a lower execution time when more resources (workers) are available, irrespective of relative CPU speeds of the workers.

Adding a new resource to the shared pool requires configuring a new host with the necessary software (OS, libraries, application binaries and middleware) and also ensuring that the new resource is accessible over the network – a process that becomes non-trivial when resources are owned by multiple organizations. This dissertation investigates mechanisms by which new resources can be added to such pool with minimal manual intervention, with focus on accessibility of the new resource.

1.1.2 Cross-Domain Collaboration and Development

Within an organization, people collaborate in many different ways. For software development, there are versioning systems such as Concurrent Versioning Systems (CVS), Mercurial, among others. Users can share files and content using distributed file systems and local-area network user/group identifiers for authentication and authorization. Directory services (such as Network Information System, Active Directory) together with shared file systems (Network File System, Samba) allow users to access their data and applications from any host.
Many of these technologies do not work seamlessly in a wide-area environment. For example, collaborative software development using frameworks such as Mercurial requires each developer to maintain a repository on a machine that is accessible to other developers, and NFS over wide-area would require the file server to be running on a public machine. Despite these limitations, the popularity of these technologies among users is undeniable. New technologies are available for wide-area collaboration, but introduce new abstractions and concepts and hence hinder collaboration. Ideally, users in different domains would want to collaborate using the tools they use within their own domain and are already familiar with.

As an illustration, experiences with researchers in the coastal sciences application domain reveal that researchers in different universities (e.g. University of Florida, Virginia Institute of Marine Sciences) collaborate by exchanging data sets and prediction models. They run predictions by coupling models that run at different locations, and the simulation models often require not only an executable binary but also a variety of support tools (scripting languages, data conversion tools, geographical information systems). Users at each site are very familiar with OS level abstractions, such as Unix accounts and distributed file systems. Even though Grid frameworks and tools are available to facilitate cross-domain computation and data transfers, in such scenarios users still want to reuse their existing software infrastructure without extensive modifications.

1.2 Issues with Traditional Approaches

1.2.1 Heterogeneity of Compute Resources

Compute resources in wide-area are typically owned by multiple organizations that exercise complete control on the hardware platform and operating system. The execution environment for an application typically consists of (1) instruction set architecture (ISA) (2) operating system kernel and associated system call interface, and (3) system libraries. Although x86 has emerged as a popular instruction set architecture, the operating system distributions and runtime libraries vary considerably from system to system. This
heterogeneity is seen as a challenge to both the resource owner and application users. Resource owners independently choose the software that runs on their hosts and the need to change their resource configurations in response to an external application requirements is seen as obtrusion.

Many applications have strict software dependencies and therefore cannot be deployed on arbitrary hosts. To deal with heterogeneity, application programmers must re-write their applications to fit within the resource framework they are provided. Modifying the wealth of existing applications to make them run on remote resources is seen as an obstacle to wide-area distributed computing.

1.2.2 Obscured Internet Connectivity

The growth in the deployment of NATs/firewalls has created a situation where some nodes can create outgoing connections but cannot accept incoming connections. This lack of all-to-all connectivity is seen as a hindrance to the deployment of various distributed applications, such as desktop grid/voluntary computing systems, instant messaging, online gaming, VoIP and content sharing systems. Many of these applications rely on publicly accessible servers for dissemination of data between NATed/firewalled hosts or setting up of public proxies at each site that forward connections between NATed/firewalled hosts.

Mechanisms for NAT traversal with UDP (STUN)[21] and TCP (STUNT)[22] exist, and are being used by applications such as Skype [23]. However, these mechanisms require setting up and managing publicly reachable (STUN or STUNT) servers. Furthermore, they cannot be directly usable by existing TCP/IP applications that were not designed to use these mechanisms.

1.2.3 Lack of Isolation

A common issue in wide-area distributed computing is the potential threat posed by running untrusted codes from remote users on a local resource. This threat forces the resource owners to either restrict the class of applications that execute on their resource
(such as those signed by trusted parties), or restrict access to their resources, both of which hinder deployment of arbitrary applications on wide-area resources.

It is equally important to isolate from each other the applications from different users that share the same resource. Traditional approaches rely on the operating systems to provide the desired security and performance isolation. However, the complexity of modern operating systems introduces several loop-holes that can be exploited by malicious applications.

1.3 Solution: Virtualization

Virtualization offers an altogether new approach to wide-area distributed computing where instead of adapting an application to constraints imposed by a wide-area resource framework, a virtualized environment preferred by the application can be provisioned on arbitrary resources. Such environments are be completely decoupled from each other and from the underlying physical environment, thus offering unprecedented security and performance isolation.

1.3.1 Virtual Machines

Classic virtual machines (e.g. VMware [12] and Xen [10]) were originally introduced by IBM (Systems/370) in 1970 to allow for time-sharing of its expensive mainframe platforms. Virtual machines allow simultaneous execution of multiple full-blown operating systems on same host (see Figure 1-1). This process is achieved through a thin layer of software called virtual machine monitor (VMM), which provides to each running operating system (guest) an abstraction of a complete hardware platform (CPU, memory, storage and peripherals). Virtual machines provide an interface equivalent to ISA offered by the underlying platform and allow most instructions issued by the guest OS and guest applications to be directly executed on the CPU, thus reducing the overhead of emulation.

Virtual machines completely decouple the software environment for an application from the underlying physical host. The entire execution environment (operating system, libraries and application binaries) can be encapsulated into a single large file (called a VM
Figure 1-1. Hosted virtual machine monitor running two isolated virtual machine "guests" image), that can be copied and instantiated on any physical host with a suitable virtual machine monitor. This encapsulation enables homogeneous configurations of wide-area resources using unmodified middleware and applications, without interfering with the local site policies. In [24], the authors propose to use VM images to deploy and maintain software in an organization. The entire memory, CPU state of a VM can be checkpoints and resumed, thus allowing for migration of unmodified applications. VMs confine the guest applications within a closed sandbox, which can prevent a malicious application from causing harm to the physical host resources.

A virtual machine monitor operates at a level where it has to manage only a few resources (CPU, memory and devices) as opposed to a modern OS that manage several entities (users, files, processes etc). This simplicity not only makes VMMs more secure than modern OSes, but also make resource usage policies to be easily expressed and enforced [10].

1.3.2 Virtual Networks

Virtual private networks (VPNs) are commonly used to connect remote desktop machines to local site LANs to provide access to the local resources such as printers and servers. The remote machine appears as another machine in the site LAN, and applications can run seamlessly over this virtualized network. The key technique used in VPNs is configuring a software-based network interface on the remote machine with a local IP address, and tunneling the virtual network traffic over an IP-based overlay.
In the context of wide-area distributed computing, virtual networks [13–15] decouple the network environment of an application from the physical environment and provide an opportunity to aggregate wide-area resources. The virtualized network has its own address space, and all application traffic is isolated from the physical network. The virtualization layer handles all complications relating to the presence of NATs/firewalls, thus presenting to applications an environment similar to local-area networks.

1.3.3 Combining Virtual Machines and Virtual Networks

By combining virtual machine and virtual networking technology, it is possible to provide homogeneous software environments on wide-area hosts that can be readily used by unmodified distributed applications, even when they are behind NATs/firewalls. These techniques facilitate deployment of desktop grids supporting unmodified batch schedulers, distributed file systems, and parallel application environments that are very familiar to system administrators and users.

1.4 Focus and Contributions

With multi-core architectures making their way into user desktops and virtualization built into operating systems, it is conceivable that VM-based distributed computing is going to become more prevalent in the future. Providing access to these resources in an unobtrusive manner still remains a challenge. Network virtualization [13–15] techniques exist, but impose non-trivial management overhead.

In this work, I focus on the IPOP self-managing virtual network, which uses P2P techniques for overlay routing and decentralized establishment of direct connections among nodes behind NAT/firewall routers. IPOP can scale to a large number of hosts, and is highly resilient to node and link failures. The novelty of this work lies in the application of structured P2P techniques to the different aspects of the virtual network – address space management, route discovery and NAT-traversal. In combination with classic VM technology, IPOP facilitates creation of homogeneously configured Wide-area clusters of Virtual Workstations (WOWs). These systems support execution/checkpoint/migration
of unmodified applications and middleware (Globus [1], Condor [18]), thus providing excellent infrastructure for deployment of desktop grids and cross-domain collaboration.

Within the context of the IPOP system, the key contributions of this work are listed below:

1. **Decentralized hole-punching**: Hole-punching techniques allow creation of direct UDP-communication between hosts in different private networks. The existing implementations of these techniques (such as Teredo [25] from Microsoft) require highly-available servers for out-of-band exchange of information relevant to NAT-traversal. The decentralized NAT-traversal that uses structured P2P routing for the out-of-band messaging between NATed hosts, requiring only an easy-to-manage seed network of public nodes. The implementation of this technique in the IPOP system is described in Chapter 2.

2. **Decentralized Dynamic Host Configuration Protocol (DHCP)**: To achieve virtual IP configuration of IPOP nodes, I have developed a decentralized DHCP protocol that leverages the DHT to store virtual IP leases and avoid conflicts. This protocol is described in Chapter 4.

3. **Consistent P2P routing**: Several connectivity constraints in wide-area prevent pair-wise communication between nodes, severely affecting consistency of P2P routing [26] and several applications and services that build on top of it. I have developed generally applicable techniques to facilitate consistent P2P routing in presence of overlay faults. These techniques and the subsequent improvements in routing are presented in Chapter 6.

4. **Improving latency of structured P2P routing**: Proximity Neighbor Selection (PNS) [27] is a well-known technique to reduce latency of structured P2P routing, by selecting overlay links based on proximity. To assess network proximity without explicit latency measurements, a technique called network coordinates [28] is used that allows embedding node latencies in a low-dimensional space such that the distance in the coordinate space provides an estimate of latency. I have investigated the usefulness of PNS based on network coordinates, as a means to improve route latency of the IPOP overlays. Chapter 7 describes the technique and presents analysis of a deployment on PlanetLab [29].

5. **Proxy discovery**: In wide-area distributed systems, when direct communication is not possible between end nodes, it is possible to establish a 2-hop overlay path between nodes through a suitable proxy node. In this work, I investigate decentralized techniques to discover a proxy nodes to minimize communication latency between end nodes. These techniques have been evaluated using IPOP overlays of more than 400 hosts PlanetLab – a representative testbed for the Internet (in Chapter 7).
CHAPTER 2
SELF-ORGANIZING VIRTUAL NETWORKING

The increasing use of Network Address Translators (NATs) and firewalls creates a situation that some nodes on the network can create outgoing connections, but cannot receive incoming connections. This lack of bi-directional connectivity is recognized as a hindrance to programming and deploying distributed applications \[6, 7, 30\]. Protocols for NAT/firewall traversal \[21\] exist, but require applications to be re-linked with the new protocol libraries.

Virtual networks \[13–15\] can provide to applications running in a virtualized infrastructure the perception of an environment functionally identical to a local-area network, despite the presence of NATs and firewall routers in the physical infrastructure. Virtual networks also confine communication of a distributed application within an environment that is logically isolated from the physical network infrastructure, thus reducing vulnerability to non-participating hosts and users at a site.

In the current techniques for network virtualization, overlay routing tables are either setup by an administrator or rely on virtual network routers/switches to have all-to-all connectivity among themselves. Hence, the process of adding, configuring and managing clients and servers that route traffic within the overlay is difficult to scale. Although topology adaptation is possible using techniques proposed in \[31\], adaptive routes are coordinated by a centralized server. These approaches can provide a robust overlay through redundancy. However, the effort required to preserve robustness would increase every time a new node is added and the network grows in size.

For wide-area collaborations, it is also necessary that a network virtualization technique is scalable, fault-tolerant and requires minimal administrative control. This work presents IPOP – a network virtualization technique based on IP tunneling over peer-to-peer (P2P) networks that meets these requirements. P2P networks are
self-configuring, scalable, allow user mobility, and provide extremely robust service, thus motivating the choice of P2P routing as the basis for IPOP.

The rest of this chapter is organized as follows. Section 2.1 gives an overview of P2P networks, applications and different P2P architectures. In Section 2.3, I present the IPOP architecture, and mechanisms to discover, establish and maintain overlay links between nodes behind NATs/firewalls. A comprehensive evaluation of the virtual network performance is presented in Section 6.5.

2.1 Peer-to-Peer Networks and Architectures

Traditionally, distributed computing is based on the client/server model: a central server offers various services (computation, storage, applications) and several client machines discover and access the server for these services. The server is designed to handle several clients simultaneously and typically runs on high quality hardware. For high availability of these services, it is required that the server be carefully managed to ensure continuous operation. Managing servers requires skilled IT personnel, which contributes in a significant manner to the overall costs associated with running a computing infrastructure. The system capacity can only be increased by adding more resources at the server, which also becomes a central point of failure.

As desktop computers become more and more powerful, there is an increasing interest to use resources from commodity computers at the edge of the Internet. Peer-to-peer (P2P) networks refer to distributed computing architectures that are designed to facilitate this exchange of computer resources (content, storage and CPU cycles) by direct exchange, rather than requiring intermediation from centralized servers. P2P networks are designed to function, scale and self-organize in the presence of a highly transient population of nodes, and that of network and computer failures. Applications of P2P networks include:

1. **Content distribution and file systems**: These systems and infrastructures are designed for the sharing of digital media and other data between users. Peer-to-peer content distribution systems range from relatively simple direct file sharing applications, to more sophisticated systems that create a distributed storage
medium for securely and efficiently publishing, organizing, indexing, searching, 
updating, and retrieving data. Examples of these systems include: Napster [32], 
Gnutella [33], Kazaa [34], Oceanstore [35], PAST [36], CFS [37].

2. **Communication and collaboration:** These include systems that provide 
the infrastructure for facilitating direct (usually real-time) communication and 
collaboration between peer computers. Examples include chat and instant messaging 
applications, such as Chat/Irc, Instant Messaging (Aol, Icq, Yahoo, Msn), and 
Jabber.

The first generation of P2P networks (such as the original Napster system) required 
centralized servers to keep track of location of different files in the P2P network. Once a 
file was correctly, located, it could be transferred directly without involving the server. 
Gnutella and Kazaa alleviated the requirement of high-capacity centralized servers by 
storing a distributed index of files across a set of P2P nodes. A common point among 
these protocols was that none of them imposed any structure on the overlay topology, and 
a file could potentially be located on any node in the network. These P2P networks thus 
incurred high overheads on searching for files. Caching techniques reduced search cost, 
but limited the applicability of these systems to immutable data. Nevertheless, the lack of 
structure also made these protocols highly resilient to churn.

In the next generation of P2P systems [38–41], the P2P nodes arrange themselves 
into a well-defined topology (such as a ring, or a hypercube) based on their P2P identifiers 
(also called P2P addresses) chosen from a large address space. The overlay topology and 
routing protocols bound the number of hops (with asymptotic complexity sub-linear with 
respect to the size of the network) between P2P nodes.

Figure 2-1 illustrates routing over a ring-structured P2P network. Each node 
maintains a routing table with network endpoints (IP address and port) of only a 
few nodes in system. At each node, the following routing rule is executed: if the 
destination appears in the local routing table, the message is directly communicated 
to the destination; otherwise it is sent to the node (in the routing table) that is closest to 
the destination; and in case the current node is closest, the message is delivered locally.
At each routing hop, the message gets monotonically closer to the destination in the P2P identifier space. Eventually, the message is delivered to the destination or the two nodes closest to the destination in identifier space. Structured routing is highly resilient to node failures.

To illustrate P2P overlay routing techniques in Figure 2-1(A), node 100 sends a message to address 130. The message is forwarded to node 118 and subsequently to node 128, which has node 130 in its routing table. Eventually, the message is forwarded to node 130 where it is delivered to the local application. In Figure 2-1 (B), node 100 sends a message to address 133 (destination node not present in the network); the message is routed through nodes 118, 128 and 130 to node 134 (closest to address 133), where it is delivered to the local application.

![Figure 2-1. Structured P2P routing](image)

Structured P2P systems provide an object storage facility called a Distributed Hash Table (DHT). Each object is associated with a key that belongs to the same address space as node identifiers. The ownership of keys is partitioned among participating nodes, such that each key is stored on a set of nodes that are closest to the key in the identifier space. This partitioning of key ownership together with efficient routing bounds lookup overhead for an object stored in the DHT.
Although DHTs provide efficient object lookup, there is an overhead involved in maintaining the network topology on node arrivals/departures and the subsequent changes in ownership of keys.

### 2.2 Tunneling IP over P2P – IPOP

This work leverages on the ability of P2P networks to resiliently route virtual IP packets between wide-area resources. The use of P2P routing to overlay virtual IP traffic differentiates IPOP from existing network virtualization solutions with respect to:

- **Scalability**: Network management in a P2P-based routing overlay scales to large numbers because routing information is naturally *self-configured, decentralized,* and dynamically *adaptive* in response to nodes joining and leaving. Adding a new resource to the virtual IP network requires minimal effort, which is independent of current size of the network. Performance scaling leverages from the fact that each node contributes bandwidth and processing power so that the resources of a system grow as nodes join.

- **Resiliency**: P2P networks are robust even in the face of high failure rates \[42\][43]. An IP-over-P2P overlay benefits from the synergy of fault-tolerant techniques applied at different levels. The IPOP overlay dynamically adapts routing of IP packets as nodes fail or leave the network; even if packets are dropped by such nodes, IP and other protocols above it in the network stack have been designed to cope with such transient failures.

- **Accessibility**: Existing network virtualization techniques can leverage mechanisms described in \[21\][22] to traverse NAT/firewalls. These approaches require setting up globally reachable STUN or STUNT servers that aid building the necessary NAT state by carefully crafted exchange of packets. With P2P networks, each overlay node can provide this functionality for detection of NATs and their subsequent traversal. This approach is decentralized and introduces no dedicated servers.

A useful application for IPOP is in area of Grid Computing \[1\], where wide-area nodes (irrespective of their physical locations), can be aggregated into a virtual IP network (Figure 2-2). The IPOP layer sits between applications (e.g. Grid clusters of physical and/or virtual machines, voice-over-IP) and physical computing nodes interconnected by existing IP networking infrastructures. This virtual network is completely decoupled from the physical network, which not only isolates the Grid application traffic, but also allows for migration of virtual IP nodes into new subnets.
The IPOP architecture is described next.

2.3 Architecture of IPOP

The IPOP architecture essentially has two key components (Figure 2-3): a virtualized network interface for capturing and injecting IP packets into the virtual network, and a P2P node that encapsulates, tunnels and routes packets within the overlay. IPOP builds upon a user-level framework provided by the Brunet P2P protocol suite [44], which provides mechanisms to discover, establish and maintain overlay links between nodes, even across NATs and firewalls. The next section describes how IP packets are captured/injected at the end hosts, and routed on the Brunet P2P network; and the following section will discuss mechanisms for overlay link setup and NAT/firewall traversal.

2.3.1 Virtual IP Packet Capture and Routing

The IPOP implementation uses the tap device, which appears as a virtual network interface inside the host and is available for read/write as a character device. In its current implementation, IPOP is a user-level C# application that uses the Brunet P2P library for overlay routing and the tap virtual device for packet capture/injection.
Figure 2-3 shows the flow of data between two applications communicating over the virtual IP network provided by IPOP: 1) Application (on left) sends data to a virtual IP destination (src: 172.16.0.2, dest: 172.16.0.18). 2) IPOP reads out the ethernet frame from the tap and extracts the virtual IP packet, 3) The virtual IP packet is encapsulated inside a P2P (Brunet) packet addressed to P2P node B (right) associated with the virtual IP destination, 4) and then routed within the P2P overlay to a destination node B. 5) At node B, IPOP extracts the virtual IP packet from the P2P packet, 6) builds an ethernet frame that it injects into the tap. 7) Eventually, data is delivered to application (on B). While IPOP sees Ethernet frames, it only routes IP packets; non-IP traffic, notably ARP traffic, is contained within the host.

The P2P address of an IPOP node is the 160 bit SHA-1 hash of the IP address (virtualized IP) of the tap device, and this is used for mapping a destination virtual IP address to P2P address (of destination IPOP node) and vice-versa.

### 2.3.2 Overlay Connection Management

This section describes the Brunet P2P protocol suite [44], particularly the mechanisms that enable new nodes to join an existing P2P network and connections to form between nodes behind NATs. The term “connection” is used to refer to an overlay link between P2P nodes over which packets are routed.
Brunet maintains a structured ring of P2P nodes ordered by 160-bit Brunet addresses (Figure 2.3.2). Each node maintains connections to its nearest neighbors in the P2P address space called *structured near* connections. When a new node joins the P2P network, it must find its right position on the existing P2P ring and form *structured near* connections with its nearest neighbors in the P2P address space. From that point onwards, the node can communicate with every other node in the P2P network and vice versa.

Each node also maintains $k$ connections to distant nodes in the P2P address space called *structured far* connections, which reduces the average number of overlay hops between nodes to $O\left(\frac{1}{k} \log^2(n)\right)$ for a network of size $n$ using the algorithm of [45]. The system supports decentralized traffic inspection and bootstrapping of direct overlay connections between frequently communicating P2P nodes, which we called *shortcut* connections.

Brunet uses greedy routing of packets over structured (near and far) connections, where at each overlay hop the packet gets closer to the destination in the P2P address space. The packet is eventually delivered to the destination; or if the destination is down, it is delivered to its nearest neighbors in the P2P address space.

---

1 A node also maintains structured near connections to its other close (not necessarily nearest) neighbors on the P2P ring.
Connections between Brunet nodes are abstracted and may operate over any transport. The information about transport protocol and the physical endpoint (e.g. IP address and port number) is contained inside a Uniform Resource Indicator (URI), such as `brunet.tcp:192.0.1.1:1024`. Note that a P2P node may have multiple URIs, if it has multiple network interfaces or if it is behind one or more levels of network address translation. The encapsulation provided by URIs provides extensibility to new connection types; currently there are implementations for TCP and UDP transports.

### 2.3.2.1 Connection setup

Figure 2-5 illustrates connection setup between two P2P nodes. The mechanism for connection setup between nodes consists of conveying the intent to connect, and resolution of P2P addresses to URIs followed by a linking handshake, which are summarized as follows:

1. A sends CTM request to B
2. B sends CTM reply to A through overlay network
3. A receives CTM reply from B, initiates linking protocol
4. A and B connected
1. **Connection protocol:** Through the connection protocol, nodes convey their intent to setup a connection and their list of URIs to another P2P node. A node that wishes to connect to another node in the network sends a *Connect To Me* (CTM) request message to that node. The CTM request contains the list of URIs of the initiating node. The message is routed over the P2P network and delivered to the target node, which in turn sends a CTM reply (containing its own URIs) back to the source node, and also initiates the linking protocol which is described next. The source node on getting the CTM reply initiates the linking protocol with the target node. It should be noted that the target node for a prospective connection may not be up, in which case the CTM request is delivered to its nearest neighbors which then become the targets for linking.

2. **Linking protocol:** A P2P node initiates the linking protocol when it gets a CTM request or when it gets a reply for the CTM request it sent out. Following a request/reply handshake (over the physical network) using the URIs learned in previous step, the two nodes record the new connection state which can subsequently be used for routing packets over the network. The linking protocol is complicated by the fact that not all URIs can be used to communicate with the target node. This issue is discussed in detail in Section 2.3.2.3.

Nodes keep an idle connection state alive by periodically probing each other through *ping* messages, which also involves resending of unresponded pings and exponential back-offs between resends. A succession of unresponded pings is perceived as the target node going down or a network outage, and the current node discards the connection state. These ping messages incur bandwidth and processing overhead at end nodes, which restricts the number of connections a node can maintain.

It should be noted that the linking protocol is initiated by both the peers, leading to a potential race condition that must be broken in favor of one peer succeeding while the other failing. Therefore, each node records its *active* linking attempt to the target, before sending out a link request. Now, if the current node now gets a link request from its target, it responds with a link error message stating that the target should give up its *active* attempt and let the current node go ahead with the protocol. The target node gives up its connection attempt, and eventually the current node would succeed. It is possible that both the nodes (current and target) initiate *active* linking, get link error messages
from the other and give up their attempts, in which case they restart with an exponential back-off, to reduce the likelihood of another race condition.

### 2.3.2.2 Joining an existing network and acquiring connections

A new P2P node is initialized with URIs of a few nodes already in the network. The new node creates a *leaf* connection with one of these initial nodes by directly using the linking protocol. In this case the linking is unidirectional and the target passively participates in the protocol. These initial nodes are typically public. If the new node is private (behind a NAT), the *leaf* connection target sees linking messages sourced at the NAT assigned public IP/port which is then used to communicate with the private node. The target node also communicates this NAT assigned IP/port back to the private node inside the packet payload. This way a newly joining node also discovers and records its own URIs corresponding to the NAT assigned IP/port. Once the *leaf* connection is established, the *leaf* target node (which is already in the ring) acts as forwarding agent for the new node. At this stage, there is still no guarantee that any packet originating at an arbitrary point in the network and addressed to the new node will be delivered to it.

The new node must now identify its correct position in the ring, and form *structured near* connections with its left and right neighbors. It sends a CTM request addressed to itself on the network through the *leaf* target. The CTM request is routed over the structured network, and (since the new node is still not in the ring) eventually delivered to its two nearest neighbors. The CTM replies received by the forwarding node are passed back to the new node. The node now knows the URIs of its nearest (left and right) neighbors and vice versa, and can form *structured near* connections with them. At this point, the node is fully routable. The time taken for a new node to join an existing P2P network of more than 130 nodes and become fully-routable is found to be of the order of seconds (see Figure 2-7).
Once the node is at its right place in the ring, it acquires structured far connections to other P2P nodes (as required by [45]) on the ring using protocols described in Section 2.3.2.1.

### 2.3.2.3 Establishing communication through NATs

The process of connection setup (linking handshake) gives an opportunity to a node to discover if any IP translation is going on, and if so learn its NAT-assigned IP address/port. As documented by the STUN protocol, there are four types of NATs in common use today (described in Appendix A). Of these four types, all have the property that if a UDP packet is sent from IP address A port $p_a$ to IP address B port $p_b$, the NAT device will allow packets from IP address B port $p_b$ to flow to IP address A port $p_a$. In addition to the above property, three out of four of the common NAT types (all but the symmetric) use the same mapping for the NAT’s port → internal (IP, port) pair, irrespective of the destination (IP, port). The UDP transport implementation of Brunet is designed to deal with NAT traversal for large class of NAT devices found in practical deployments. The bi-directionality of linking handshake is what enables nodes punching holes into their own NATs as described in STUN [21, 46, 47]. This happens because one of the incoming packets is perceived as a reply to an outgoing packet, and allowed to pass. Furthermore, this approach is decentralized and introduces no single points of failure or dedicated servers (unlike the STUN protocol).

Based on the description of URIs presented earlier, it follows that a node inside a private network behind a NAT can have multiple URIs (corresponding to the private IP/port, and NAT assigned IP/port when it communicates with nodes on public internet). Furthermore, not all URIs can be used to communicate with it. Which URIs are usable depend on the locations of communicating nodes and the nature of NATs. For example, two nodes behind a NAT that does not support “hairpin” translation [46] can communicate only using URIs corresponding to their private IP/port, and they fail when using the NAT assigned IP/port. In contrast, two nodes behind “hairpin” NATs
can communicate using both URIs (private and NAT assigned). A public node can communicate with a node inside a private network only using the URI corresponding to the NAT assigned IP/port. During the linking protocol, nodes try each others URIs one at a time, until they find one over which they can send and receive handshake messages. The linking handshake involves the resending (with exponential back-off of the resend interval) of link requests that are not responded within a certain interval. If a node does not get responses for link requests it sends out even after a maximum number of retries, it restarts the linking handshake over the next URI in the list, until it eventually succeeds or gives up.\footnote{Currently, the back-off factor and number of retries have been chosen conservatively in Brunet to account for highly loaded nodes in environments such as PlanetLab, which can lead to delays of the order of 150 seconds before giving up on a bad URI and trying the next one.}

Since private IP addresses are not unique across LANs, it is possible that trying a URI with private address leads to communication with a node other than the intended connection target. However, each node has a unique P2P address. Linking messages contain the P2P addresses of both the peers. This information is used to detect such false hits in the same LAN and suppress the linking attempt to the intended target using that URI.

### 2.3.2.4 Adaptive shortcut creation

Figure 2-6 shows observed latencies of as high as 1600 ms between IPOP nodes (in [16]) connected to P2P network of over 100 nodes on PlanetLab. These high latencies were due to multi-hop overlay routing through highly loaded PlanetLab nodes. This section describes the technique for decentralized adaptive shortcut creation which enables the setup of single-hop overlay links on demand, based on traffic inspection. Section 6.5 shows that shortcuts greatly reduce latency and improve bandwidth of the virtual network.
The Brunet P2P library is an extensible system which allows developers to add new routing protocols and connection types. For each connection type, a P2P node has a `ConnectionOverlord` that ensures the node has the right number of connections of that type.

To support shortcut P2P connections, I have implemented a `ShortcutConnectionOverlord` within the Brunet library. The `ShortcutConnectionOverlord` at a node tracks communication with other nodes using a metric called `score`. The algorithm is one based on a queueing system. The number of packets that arrive in the $i^{th}$ unit of time is $a_i$. There is a constant service rate on this work queue. The score is the amount of remaining work left in this virtual queue. If the score at time $i$ is $s_i$, and the rate of service is $c$, it follows:

$$s_{i+1} = \max(s_i + a_i - c, 0)$$

The higher the `score` of a destination node, the more communication there has been with it. The nodes for which the virtual queue is the longest are the nodes it connect to. The `ShortcutConnectionOverlord` establishes and maintains shortcut connections with nodes whose `scores` exceed a certain threshold.
Although it is conceivable to create shortcuts to every other node in the network, for large overlays the bandwidth and processing overhead incurred during connection setup and maintenance poses a practical limit on the number of shortcuts a node can maintain. It is possible to determine the appropriate score threshold based on models that capture the relationship between number of shortcut connections and the cost associated with maintaining them (processing and bandwidth). However, in the current implementation, this threshold is a constant value.

The next few sections present experimental results comparing bandwidth and latency of the virtual network with and without the adaptive shortcuts. I also report the time required for the network to adapt and create shortcuts between communicating nodes.

2.4 Experiments

The performance of the IPOP virtual network is evaluated with respect to 1) time taken for a new node to join an existing network and become fully-routable and eventually establish short-cut connections with nodes it is communicating with; and 2) latency and bandwidth overhead (due to packet capture and tunneling) incurred over a single IPOP link both over local and wide-area networks. Throughout this section, for brevity’s sake, I refer to the Northwestern University site as “NWU” and to the University of Florida site as “UFL”, Virginia Institute of Marine Sciences as “VIMS” and University of California Los Angeles as “UCLA”.

2.4.1 Shortcut Connections: Latency and Bandwidth

The focus of this experiment is on the process of joining an IPOP node to an existing overlay network (of 118 P2P nodes on PlanetLab). The PlanetLab nodes run the IPOP software for routing, but do not have “tap” virtual network interfaces attached to pick/inject packets from/into the host. The PlanetLab router nodes are used to investigate the effectiveness of the described techniques for large overlay networks. An IPOP node “A” was instantiated a priori at UFL (behind a site NAT) with a virtual IP address that remained fixed during the experiment (172.16.1.2), followed by an iterative process of: (1)
starting up an IPOP node “B” on a host at NWU; (2) sending 400 ICMP echo packets from B to A at 1 second intervals; and (3) terminating the IPOP node B. This process was repeated for 10 different virtual IP addresses (mapping B to different locations on the P2P ring), with 10 experiments conducted for each IP address, resulting in a total of 100 trials. Experiments were also conducted for two other scenarios: both nodes A and B at NWU, and both nodes at UFL. These IPOP nodes are VMs deployed on hosts whose configurations are shown in Table 3-1. The nodes in UFL were located in the same private network behind a site NAT, while the ones at NWU were in separate private networks (behind VMware NATs on two different hosts) behind a common site firewall.

Figure 2-7. Profiles of ICMP echo round-trip latencies and dropped packets during IPOP node join
Figure 2-7 summarizes the results from this experiment. The experiment considers three combinations of the location of the node A joining the network and the node B it communicates to: UFL-UFL, UFL-NWU and NWU-NWU. 2-7A: The plot shows latencies averaged over 100 trials as reported by the ping application for packets which were not dropped. 2-7B: The plot shows the percentage of lost packets (over 100 trials) for each ICMP sequence number as reported by the ping application.

Focusing initially on the UFL-NWU case, analyzing the data for the initial tens of ICMP packets shows three different regimes (see Figure 2-8). For the first three ICMP requests, on average, 90% of the packets are dropped. Within this short period, node B is unlikely to establish a route to other nodes. Between ICMP sequence numbers 4 and 32, the average percentage of lost packets steadily drops to below 1%, and the average round-trip latency is also drops from 146ms to 43 ms, with a standard deviation of 4.9 ms. These values indicate that during this period the newly joined node is very likely to be routable, and may have also established a shortcut connection with node A.

Finally, between ICMP sequence numbers 33 and 400, the percentage of lost packets drops to 1%, and the round trip latencies drop to 38ms (standard deviation of 1.3ms), indicating that a shortcut connection has been established.

The UFL-UFL case also reveals the same three regimes; however, the timings differ. It takes up to about 40 ICMP ping packets before the node becomes routable over the P2P network. Furthermore, it takes about 200 ICMP packets before shortcut connections are formed. This high delay is because of the nature of the UFL NAT and the implementation.

---

3 Due to the y-axis scale chosen for Figure 2-7, these few initial packets do not appear on the plot.

4 For each trial of this experiment, a sharp fall in ICMP latency was observed as soon as a shortcut connection was established. However, the time elapsed before the shortcut formed varied over the length of this regime for different trials; averaging over 100 such trials shows the gradual decline in latency and likelihood of packets being dropped.
of the IPOP linking protocol, as follows. The UFL NAT does not support “hairpin” translation [46], i.e. it discards packets sourced within the private network and destined to the NAT-translated public IP/port. As described in Section 2.3.2.1, the linking handshake involves nodes trying target URIs one by one until finding one on which they can send and receive handshake messages. In IPOP, nodes first attempt the URIs corresponding to the NAT assigned public IP/port for the linking handshake during the connection setup. Because of conservative estimates for the re-send interval, the back-off factor and the number of retries for UDP tunneling, nodes take several seconds before giving up on that URI and trying the next in the list (private IP/port) on which they succeed. In Section 2.4.3, I describe implementation-level optimizations that increase the likelihood of picking the correct URI in the first attempt, thus reducing the connection setup delay in UFL-UFL case to a few seconds.

For the NWU-NWU case, the two nodes are either inside the same private network (the VMware NAT network), or on different hosts. The VMware NAT supports hairpin translation, hence both URIs for the P2P node work for connection setup. As with the UFL-NWU case, the linking protocol succeeds with the first URI it tries and hence the short cut connections are setup within a few (about 20) ICMP packets.

The bandwidth improvements over the original P2P routing by enabling the shortcut connection setup, between two IPOP nodes communicating over the virtual network,
Table 2-1. Bandwidth measurements between two IPOP nodes: with and without shortcuts

<table>
<thead>
<tr>
<th></th>
<th>Shortcuts enabled</th>
<th></th>
<th>Shortcuts disabled</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Bandwidth</td>
<td>Std.dev</td>
<td>Bandwidth</td>
<td>Std.dev</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Mbps</td>
<td>Mbps</td>
<td>Mbps</td>
<td>Mbps</td>
<td></td>
</tr>
<tr>
<td>UFL-UFL</td>
<td>12.91</td>
<td>0.74</td>
<td>0.67</td>
<td>0.024</td>
<td></td>
</tr>
<tr>
<td>UFL-NWU</td>
<td>10.00</td>
<td>1.62</td>
<td>0.68</td>
<td>0.018</td>
<td></td>
</tr>
</tbody>
</table>

were evaluated using the Test TCP (ttcp). This utility is used to measure the end-to-end bandwidth achieved in transfers of large files. Table 2-1 shows the average bandwidth and standard deviation measurements between two IPOP nodes: with and without shortcuts. The experiment considers 12 ttcp-based transfers of files of three different sizes (695MB, 50MB and 8MB) and two scenarios for the location of nodes: UFL-UFL and NWU-UFL.

Two factors along the routing path limit the bandwidth between two nodes: first, the bandwidth of the overlay links, and second, the very high CPU load of machines hosting the intermediate IPOP routers, which reduces the processing throughput of the user-level IPOP implementation. Without shortcut connections, nodes communicated over a 3-hop communication path traversing the heavily loaded PlanetLab nodes and a very low bandwidth was recorded. However, with shortcuts enabled, nodes communicate over a single overlay hop, thus achieving a much higher bandwidth.

The preceding sections of this chapter have reported on the delays incurred by a new node to join the P2P network and become fully routable, and also improvements in latency and bandwidth by using shortcuts as opposed to the multi-hop routing path. Further assuming that shortcut connections are always established between two communicating IPOP nodes, the next section quantifies the latency and bandwidth overhead (due to virtualization) on a single IPOP link (using a single P2P hop) over the physical network (direct IP level communication).

2.4.2 Single IPOP link: Latency and Bandwidth

An initial analysis of the latency and throughput of IPOP links in LAN and WAN environments has been presented in previous work [16]. Based on several optimizations
Table 2-2. Configurations of machines used for evaluating performance of single IPOP link

<table>
<thead>
<tr>
<th>Machine</th>
<th>Host type</th>
<th>CPU</th>
<th>Location</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Physical</td>
<td>Pentium-4 1.8 Ghz</td>
<td>UFL</td>
</tr>
<tr>
<td>B</td>
<td>Physical</td>
<td>Pentium-4 1.7 Ghz</td>
<td>UFL</td>
</tr>
<tr>
<td>C</td>
<td>Virtual (VMware ESX 3.0)</td>
<td>Xeon 3.2 Ghz</td>
<td>UFL</td>
</tr>
<tr>
<td>D</td>
<td>Physical</td>
<td>Pentium-2 400 Mhz</td>
<td>UCLA</td>
</tr>
<tr>
<td>E</td>
<td>Physical</td>
<td>Pentium-4 3.0 Ghz</td>
<td>VIMS</td>
</tr>
</tbody>
</table>

Table 2-3. Mean and standard deviation of 10000 ping round-trip times for IPOP-UDP and physical network

<table>
<thead>
<tr>
<th></th>
<th>mean (msec)</th>
<th>std. dev (msec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LAN</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(A and B) physical</td>
<td>0.240</td>
<td>0.028</td>
</tr>
<tr>
<td>IPOP-UDP</td>
<td>4.25</td>
<td>1.43</td>
</tr>
<tr>
<td>WAN</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(C and D) physical</td>
<td>66.13</td>
<td>1.20</td>
</tr>
<tr>
<td>IPOP-UDP</td>
<td>80.54</td>
<td>14.27</td>
</tr>
</tbody>
</table>

to the Brunet P2P library and IPOP, this section presents a similar comparison between IPOP-UDP and physical network. Latency was measured from the round-trip times of ICMP pings, and also by the rate of TCP request/response transactions from netperf benchmark. The bandwidth measurements were performed using iperf. The configurations of machines used for these experiments are shown in Table 2-2. The LAN experiments (latency and bandwidth) refer to machines A and B connected to the same 100 Mbps witch. The WAN latency experiments refer to machines C and D while the WAN throughput experiments refer to machines C and E connected via Abilene.

Table 2-3 summarizes the ping round-trip times for the latency experiments on an IPOP link using a single P2P hop. The latency overhead for LAN and WAN is observed to be 4 ms and 15 ms, respectively. The higher overhead on WAN is under investigation.

Table 2-4. Mean and standard deviation of rate of TCP request/response transactions measured over 100 samples with netperf for IPOP-UDP and physical network

<table>
<thead>
<tr>
<th></th>
<th>mean (trans/sec)</th>
<th>std. dev (trans/sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LAN</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(A and B) physical</td>
<td>8148.6</td>
<td>942.53</td>
</tr>
<tr>
<td>IPOP-UDP</td>
<td>183.6</td>
<td>45.19</td>
</tr>
<tr>
<td>WAN</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(C and D) physical</td>
<td>14.91</td>
<td>0.28</td>
</tr>
<tr>
<td>IPOP-UDP</td>
<td>13.40</td>
<td>0.34</td>
</tr>
</tbody>
</table>
Table 2-5. Comparison of throughput of a single IPOP link in LAN and WAN environments

<table>
<thead>
<tr>
<th></th>
<th>Abs. B/W (Mbps)</th>
<th>Rel. B/W (IPOP/Phys.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LAN</td>
<td>physical</td>
<td>93.8</td>
</tr>
<tr>
<td>(A and B)</td>
<td>IPOP-UDP (Host A)</td>
<td>23.91</td>
</tr>
<tr>
<td></td>
<td>IPOP-UDP (Host B)</td>
<td>29.58</td>
</tr>
<tr>
<td>WAN</td>
<td>physical</td>
<td>13.9</td>
</tr>
<tr>
<td>(C and E)</td>
<td>IPOP-UDP (Host E)</td>
<td>12.5</td>
</tr>
</tbody>
</table>

Latencies of the order of milliseconds/packet have also been reported in context of other user-level routing systems, such as VNET [13]. The LAN experiment provides a rough estimate of the overhead associated with the implementation of IPOP. This overhead is attributed to the traversal of kernel TCP/IP stack twice by any packet sent on the virtual network (once on the virtual interface, and additionally on the physical interface). While the relative overhead is high in the LAN environment, for the WAN used in this experiment the overhead is 31% of that of the physical network. In a WAN, the overhead of user-level routing gets amortized over the number of Internet hops (in our case, 10) that make up a P2P link.

Table 2-4 presents the rate of TCP request/reply transactions over IPOP and physical network measured with netperf with 1-byte payload. Each transaction involves sending a request to another node (which on getting the request immediately sends a response back) and waiting for a response. The netperf benchmark measures the number of such transactions one after the other that can be carried out within a time interval. The higher the latency, higher is the time per transaction and thus a lower transaction rate. Netperf measurements are representative of latencies (multiplicative inverse of transaction rate) incurred by applications which are typically based on TCP/IP. With IPOP, we observe low transaction rate on local-area (2% of physical), while on wide-area IPOP is able to achieve up to 90% of the rate on physical network.

Table 2-5 compares the throughput of a single IPOP link to that of the physical network, for both LAN and WAN scenarios. An interesting observation is that over...
LAN, the bandwidth measured by the iperf client over IPOP is not the same at the two hosts. This difference is attributed to the user-level overlaying. Overall, the bandwidth is observed to be only 25% of the physical network. However over WAN, an IPOP link could harness up to 90% of the capacity of the physical network.

2.4.3 Implementation Optimizations

In the Section 2.4.1, delays greater than 150 seconds were observed for direct connection setup between two nodes in UFL behind a site NAT which does not support “hairpinning”. Given the conservatively chosen timeouts for packet resends in the linking protocol, this delay happened because nodes first tried the wrong URIs (corresponding to NAT assigned IP/port of the peer) for linking. The linking protocol has been extended such that nodes try each others URIs five in parallel, so that they can right away try the correct URI for linking. This enhancement has resulted in UFL-UFL connection setup to be as fast (within a few seconds) as for the other scenarios.

2.5 Related Work

2.5.1 Resource Virtualization

Several initiatives [48][5][49][50][4] recognize the usefulness of virtual machines (VMware [12] [51], Xen [10]) as execution environments for Grid applications. Such environments can be deployed independent of the physical setup at each Grid site. In addition, VIOLIN [14], VNET [13, 31], and ViNe [15]) have also recognized the utility of network overlays in wide area distributed environments. In these techniques, it is necessary for administrators to set up overlay links, and a centralized entity is needed to orchestrate network adaptation in [31]. The described approach is fundamentally different in its use of a P2P-based overlay, which the nodes can join and leave in a completely decentralized, self-organizing fashion.

2.5.2 Applications of P2P

This work can be classified as applying P2P techniques to computational grids [52]. In [53] Cheema et.al and in [54] Iamnitchi et.al have investigated P2P discovery of
computational resources for grid applications. In [55] Cao et.al. have proposed a P2P approach to task scheduling in computational grids. Related to this work are the Jalapeno [56], Organic Grid [57], OurGrid [58] and ParCop [59] projects which also pursue decentralized computing using P2P technology. There is also existing body of research on various ways in which P2P systems can be applied to existing IP systems. In [60] Cox et. al. have proposed to build a Distributed DNS using DHash, a peer-to-peer distributed table built on top of Chord [40]. The IPOP system currently applies P2P techniques to achieve self-configuration of overlay network links to enable efficient and easy-to-deploy virtual private networks on which applications, including existing P2P-based systems ([36, 37]), can be deployed without concern for NAT/firewall traversal.

The use of P2P based overlay to support legacy applications has also been described in context of i3 ([61][62]). The goal is to support interoperability with new I3 applications that support multicast, anycast and mobility. In contrast, motivation of my research is to provide seamless access to Grid resources spanning different network domains by aggregating them into a virtual IP network that is completely isolated from the physical network.

Zhou et. al. have developed P6P [63, 64], an implementation of IPv6 on a P2P overlay. The Teredo [25] protocol developed by Microsoft tunnels IPv6 packets over IPv4 UDP packets to enable nodes behind NATs to be addressed with IPv6 connectivity. On the other hand, my focus is to enable existing grid applications (typically based on IPv4) run unmodified on wide-area. Few existing applications support IPv6.

2.5.3 Techniques for NAT-Traversal

Current implementations of NAT-traversal techniques ([46][47][21][22]) require publicly available rendezvous servers for out-of-band signalling and exchange of NAT-assigned IP address and port numbers. For example, the Teredo protocol developed by Microsoft tunnels IPv6 inside IPv4 UDP messages requires maintaining public Teredo servers; the IPv6 address of a Teredo client is derived from IPv4 addresses of the corresponding Teredo
server, which required to setup a communication session with that Teredo client. On the other hand, the Brunet P2P system incorporates decentralized NAT-traversal that uses structured P2P routing for the out-of-band messaging between NATed hosts, while using the public hosts only to discover NAT-assigned IP address and mappings.

2.6 Conclusion

In this chapter, I have described a novel network virtualization technique (IPOP), which allows aggregating resources spanning multiple domains (even behind firewalls, NATs) into a single virtual network, through the use of virtual devices and P2P networks. IPOP preserves the TCP/IP protocol stack semantics; this feature, coupled with the bidirectional connectivity it provides, enables unmodified distributed applications (written for LANs) to run seamlessly on WANs, over the virtual network. IPOP leverages the self-configuring, scalable and fault-tolerant nature of P2P networks to achieve overlay routing without centralized administrative control.
CHAPTER 3
WIDE-AREA OVERLAYS OF VIRTUAL WORKSTATIONS

In this chapter, I describe how self-configuring virtual networking through IPOP can be combined with virtual machine technology to create scalable wide-area overlay networks of virtual workstations called WOWs. These systems: (1) facilitate the addition of nodes to a pool of resources through the use of system virtual machines (VMs) and self-organizing virtual network links, (2) maintain IP connectivity even if VMs migrate across network domains; (3) present to end-users and applications an environment that is functionally identical to a local-area network or cluster of workstations [65]. By doing so, WOW nodes can be deployed independently on different domains, and WOW distributed systems can be managed and programmed just like local-area networks, reusing unmodified subsystems such as batch schedulers, distributed file systems, and parallel application environments that are very familiar to system administrators and users.

Furthermore, WOW nodes can be packaged as VM “appliances” [24] that can be instantiated without disrupting the configuration of existing, commodity desktops with a variety of hosted I/O virtualization technologies (e.g. VMware, Parallels, Linux KVM). These characteristics make WOWs an excellent infrastructure for the deployment of desktop grids that support not only applications designed for such environments, as in [2, 3, 66, 67] and systems based on BOINC [9], but also complex, full-fledged O/S environments with unmodified software and middleware components (e.g. Condor [18–20]).

Experiments with a realistic deployment consisting of 118 router nodes on PlanetLab [29] and 33 compute nodes across six different firewalled domains (Figure 3-1), demonstrate the ability of WOWs (1) to establish direct overlay links between IPOP nodes (2) to support existing middleware and compute-intensive applications and deliver good performance, and (3) to autonomously re-establish virtual network links after a VM migrates across a wide-area network, and successfully resume the execution of TCP/IP client/server applications in a manner that is completely transparent to the applications.
3.1.1 Background and Motivations

Commodity machines connected by local-area networks are very flexible and cost-efficient resources to run high-throughput computing and parallel applications. Scaling beyond a LAN, Grid efforts address important issues that arise when resources are shared among “virtual organizations” [1]. At the resource level, system configuration heterogeneity and difficulty to establish connectivity among machines due to the increasing use of NATs/firewalls [7] substantially hinder sharing of resources. WOWs are designed to facilitate the aggregation of resources in an environment where systems in different domains have different hardware and software configurations and are subject to different
machine and network administration policies. Resources aggregated as WOWs can then be managed by existing, unmodified Grid middleware (e.g. for scheduling and access control), allowing each site to specify usage policies as necessary.

Virtualization allows for isolated, flexible and efficient multiplexing of resources of a shared, distributed infrastructure \[48\]. With the use of VMs, the native or preferred software environment for applications can be instantiated on any physical host, replicated to form virtual clusters [68], and checkpointed/migrated [69] to enable unique opportunities for load balancing and fault tolerance.

### 3.1.2 Virtual Machine Configuration

WOW nodes are deployed in a manner that shares common characteristics with cluster computing environments, thus configuring and deploying a WOW is a process that system administrators are for the most part already familiar with. A base computing node is configured with a desired execution environment, e.g. a particular Linux distribution and ancillary libraries, system utilities and application software. Each node is an independent computer which has its own IP address on a private network. While in a typical LAN cluster each physical node’s disk is loaded with the desired execution environment and nodes within the cluster rack are connected by hardware switches, in WOW a virtual disk is configured and copied to all hosts, and nodes across a WAN are interconnected by a software overlay. The only software needed within the VM that is additional to a typical cluster environment is the IPOP [16] virtual network consisting of: mono .NET runtime environment, a “tap” device (Figure 2-3), and a short (tens of lines) configuration script to launch IPOP and setup the VM with an IP address on the overlay. The configuration script specifies the location of at least one IPOP node on the public Internet to establish P2P connections with other nodes. Currently, we use an overlay deployed on PlanetLab for this purpose.

One important advantage of a virtual network supporting seamless NAT traversal is that in cases where the VM monitor provides a NAT-based virtual network interface
(e.g. VMware and Xen) the WOW VM does not require a routable IP address at the deployment site. This greatly facilitates deployment, since many host networks impose limits on IP address allocations, due to address space shortage, lack of DHCP capabilities, or administrative policies.

Alternatively, it is also possible to run IPOP on the physical host that hosts the VM, and still be able to capture/inject virtual IP traffic. The VM’s ethernet interface has an IP address from the virtual address space, and all network virtualization mechanisms take place outside the VM. At the cost of extra configuration (installing IPOP) on the host, such a model completely confines the VM traffic within a virtual network.

### 3.1.3 Deployment Scenarios

The goal of my work is to make the addition of a node to a pool of Grid resources as simple as instantiating a pre-configured VM image that can be easily disseminated by file transfer or through distribution of physical media. I envision WOW deployments where a VM “appliance” [24] is configured once, then copied and deployed across many resources, facilitating the deployment of open environments for grid computing similar in nature to efforts such as the Open Science Grid (OSG [70]). WOW allows participants to add resources in a fully decentralized manner that imposes very little administrative overhead.

An illustrative use case example of WOW techniques is a VM appliance [71] that self-configures Condor [18] pools on wide-area hosts. The VM configuration is based on a Linux 2.16 kernel and a Debian distribution that is customized to optimize the VM image size, Condor 6.8.20, and the IPOP runtime\(^1\). The VM images are configured to automatically obtain a WOW IP address and Condor configuration files at boot time from a DHCP server managed by a central entity. The Condor configuration points every new VM deployed on a WOW to an available central manager as its “primary” pool, as well as connecting to several other managers to which jobs can “flock”. Because the IP address

---

\(^1\) This VM image is available for download from http://www.grid-appliance.org.
space and the namespace within a WOW is virtualized and non-firewalled, the automatic configuration of Condor pools and flocking is straightforward, and worker nodes can be added independently to the system without any administrative overhead.

### 3.1.4 Testbed WOW Performance

The WOW performance was measured using a realistic deployment consisting of 33 VMs configured with the same Debian/Linux based O/S, thus providing a homogeneous software environment within the cluster. These VMs were instantiated on top of a highly heterogeneous physical environment, consisting of hosts running different operating systems (Linux and Windows) and different VM monitors, located in different network domains, and subject to different firewall policies. Table 3-1 details the configuration of the various compute nodes of the testbed illustrated in Figure 3-1. The WOW has 33 compute nodes, 32 of which are hosted in universities and behind at least one level of NAT and/or firewall routers: 16 nodes in Florida; 13 in Illinois (Northwestern U.); 2 in Louisiana; and 1 node each in Virginia and North Carolina (VIMS and UNC). Node 34 is in a home network, behind multiple NATs (VMware, wireless router, and ISP provider). A total of 118 P2P router nodes which run on 20 PlanetLab hosts are also part of the overlay network, to provide a “bootstrap” overlay running on public-address Internet nodes, to which nodes behind firewalls could connect.\(^2\)

With the only exception of the ncgrid.org firewall, which had a single UDP port open to allow IPOP traffic, no firewall changes needed to be implemented by system administrators. Furthermore, none of the sites (except UFL) provided DHCP capabilities and WOW nodes over there used VMware NAT devices, which do not require an IP address to be allocated by the site administrator.

---

\(^2\) The PlanetLab router nodes were used to investigate the effectiveness of the various IPOP components for a large overlay network. WOWs can also be deployed such that overlay routing is distributed across IPOP running on compute nodes.
Table 3-1. Configuration of the WOW testbed depicted in Figure 3-1. All WOW guests run the same Debian/Linux 2.4.27-2 O/S

<table>
<thead>
<tr>
<th>Node number</th>
<th>Physical Domain</th>
<th>Host CPU</th>
<th>Host O/S</th>
<th>VM monitor (VMware)</th>
</tr>
</thead>
<tbody>
<tr>
<td>node002</td>
<td>ufl.edu</td>
<td>Xeon</td>
<td>Linux 2.4.20-20.7smp</td>
<td>Workstation 5.5</td>
</tr>
<tr>
<td>node003</td>
<td>ufl.edu</td>
<td>Xeon</td>
<td>Linux 2.4.20-20.7smp</td>
<td>GSX 2.5.1</td>
</tr>
<tr>
<td>node006</td>
<td>northwestern.edu</td>
<td>Xeon</td>
<td>Linux 2.4.20-8smp</td>
<td>GSX 2.5.1</td>
</tr>
<tr>
<td>node010</td>
<td>lsu.edu</td>
<td>Xeon</td>
<td>Linux 2.4.26</td>
<td>GSX 3.0.0</td>
</tr>
<tr>
<td>node025</td>
<td>ncgrid.org</td>
<td>Pentium-3</td>
<td>Linux 2.4.21-20.ELsmp</td>
<td>VMPlayer 1.0.0</td>
</tr>
<tr>
<td>node029</td>
<td>vims.edu</td>
<td>Xeon</td>
<td>Linux 2.4.31</td>
<td>GSX 3.2.0</td>
</tr>
<tr>
<td>node033</td>
<td>gru.net</td>
<td>Pentium-4</td>
<td>Windows XP</td>
<td>VMPlayer 1.0.0</td>
</tr>
</tbody>
</table>

Figure 3-2. Frequency distributions of PBS/MEME job wall clock times

I chose two representative life-science applications as benchmarks: MEME [72] version 3.5.0 and fastDNAml-p [73, 74] version 1.2.2. These applications ran, without any modifications, on the 33-node WOW; scheduling, data transfer and parallel programming run-time middleware also ran unmodified, including OpenPBS [75] version 2.3.16, PVM [76] version 3.4.5, SSH, RSH and NFS version 3.

In the PBS experiment, one of the WOW VMs (node002) was configured as the cluster head node and the rest were configured as worker nodes. In the PVM experiments,
the virtual IP addresses of the worker VMs were provided through a PVM console at the master node (node002).

The experiments were designed to benchmark my implementation for classes of target applications for WOW: high-throughput independent tasks and parallel applications with high computation-to-communication ratios. Specifically, the goals of the experiments are: (1) to show that WOWs can deliver good throughput and parallel speedups, (2) to quantify the performance improvements due to shortcut connections, and (3) to provide qualitative insights on the deployment, use and stability of the IPOP system in a realistic environment.

3.1.4.1 Batch application

MEME \textsuperscript{72} is a compute-intensive application that implements an algorithm to discover one or more motifs in a collection of DNA or protein sequences. In this experiment, I consider the execution of a large number (4000) of short-running MEME sequential jobs (approximately 30s each) queued and scheduled by PBS. The jobs run with the same set of input files and arguments, and are submitted at a frequency of 1 job/second at the PBS head node. Jobs read and write input and output files to an NFS file system mounted from the head node.

For the scenario where shortcut connections were enabled, the overall wall-clock time to finish the 4000 jobs was 4565s, and the average throughput of the WOW was 53 jobs per minute. Figure 3-2 shows a detailed analysis of the distribution of job execution times, for both the cases where the WOW had shortcut connection establishment enabled and disabled. The variation in job execution times shown in the histogram can be qualitatively explained with the help of Table 3-1: most physical machines in the WOW prototype have 2.4GHz Pentium-4 CPUs; a couple of them (nodes 32 and 34) are noticeably slower, and three of them are noticeably faster (nodes 30, 31 and 33). Overall, the slower nodes end up running a substantially smaller number of jobs than the fastest nodes (node 32 runs 1.6% of the jobs, while node 33 runs 4.2%).
Figure 3-2 also shows that the use of shortcut connections decreases both the average and the relative standard deviation of the job execution times. The wall clock time average and standard deviation are 24.1s and 6.5s (shortcuts enabled) and 32.2s and 9.7s (shortcuts disabled). The use of shortcuts also reduced queuing delays in the PBS head node, which resulted in substantial throughput improvement, from 22 jobs/minute (without shortcut connections) to 53 jobs/minute (with shortcut connections).

Note that the throughput achieved by the deployed system depends not only on the performance of the overlay, but also on the performance of the scheduling and data transfer software that runs on it (PBS, NFS). The choice of different middleware implementations running inside WOW (e.g. Condor, Globus) can lead to different throughput values. The VM technology in use also impacts performance. The average execution time for MEME application inside a VM was observed to be 13% higher than that of a physical host.

3.1.4.2 Parallel application

FastDNAml is a program for the maximum likelihood inference of phylogenetic trees from DNA sequence data [73, 74]. The parallel implementation of fastDNAml over PVM is based on a master-workers model, where the master maintains a task pool and dispatches tasks to workers dynamically. It has a high computation-to-communication ratio and, due to the dynamic nature of its task dispatching, it tolerates performance heterogeneities among computing nodes.

Table 3-2 summarizes the results of this experiment for the 50-taxa input dataset reported in [74]. The parallel execution of fastDNAml on the WOW reduces significantly the execution time. The fastest execution is achieved on 30 nodes when the WOW has shortcut connections enabled: 24% faster than 30 nodes without shortcuts enabled, and 49% faster than the 15-node execution. Even though fastDNAml has a high computation-to-communication ratio for each task, the use of shortcuts resulted in substantial performance improvements. While I have not profiled where time is spent
Table 3-2. Execution times and speedups for the execution of fastDNAml-PVM in 1, 15 and 30 nodes of the WOW. The sequential execution time for the application is 22,272 seconds on node 2 and 45,191 seconds on node 34. Parallel speedups are reported with respect to the execution time of node 2.

<table>
<thead>
<tr>
<th>Parallel Execution</th>
<th>15 Nodes</th>
<th>30 Nodes</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Shortcuts enabled</td>
<td>Shortcuts disabled</td>
</tr>
<tr>
<td>Execution time (seconds)</td>
<td>2439</td>
<td>2033</td>
</tr>
<tr>
<td>Parallel speedup (with respect to node 2)</td>
<td>9.1</td>
<td>11.0</td>
</tr>
</tbody>
</table>

within the application during its execution time, increase in execution times can be explained by the fact that the application needs to synchronize many times during its execution, to select the best tree at each round of tree optimization [74].

The sequential execution times of fastDNAml are reported for two different nodes (node002 and node034) and show that the differences in the hardware configuration of the individual nodes of the WOW result in substantial performance differences. While modeling parallel speedups in such a heterogeneous environment is difficult, I report on the speedups with respect to a node which has the hardware setup most common in the network. The parallel speedup computed under this assumption is 13.6x; in comparison, the speedup reported in [74] is approximately 23x, but is achieved in a homogeneous IBM RS/6000 SP cluster within a LAN.

3.1.4.3 Virtual machine migration

VMs provide a unique opportunity to migrate unmodified applications between hosts [69, 77, 78]. However, when a VM migrates it also carries along its connection state. Such connection state can also accumulate inside other hosts with which it is communicating. This forces the VM to retain its network identity, which in turn hampers VM migration between subnets. Virtual networking provides the opportunity of maintaining a consistent network identity for a VM, even when it migrates to a different network.
The network virtualization layer of WOW is designed such that, when a VM migrates to another subnet, the connection state for the virtual network interface continues to remain valid. However, the physical network state involving the P2P overlay connections needs to be invalidated. In the case of IPOP, this can be done in a very simple manner – by simply killing and restarting the user-level IPOP program. The IPOP node then rejoins the overlay network autonomously, creating structured connections on the P2P ring following the same process described in Section 2.3.2. Clearly, packets do not get routed and are dropped until the node rejoins the P2P network; this short period of no routability is approximately 8 minutes for the 150-node network used in the setup. The TCP transport and applications are resilient to such temporary network outages, as the following experiments show.

1. **SSH/SCP file transfer:** In this experiment, a client VM is with a VMware NAT interface is instantiated at NWU. The file server was located in the UFL private network. The client VM established an SSH/SCP-based file transfer session with the server, and started to download a 720MByte file. During the transfer, at around 200s of elapsed transfer time, the migration was initiated: the IPOP process on the file server was killed, the VM was suspended, its virtual memory and disk copy-on-write logs were transferred to the host at NWU, and the VM was then resumed. When the VM was resumed, its virtual eth0 network interface was restarted, and because the NATs that the VM connected to were different at UFL and NWU, the VM acquired a new physical address for eth0 at the destination. However, the virtual tap0 interface did not need to be restarted and remained with the same identity on the overlay network. Then IPOP was restarted; seconds later, the SCP server VM again became routable over the P2P network, then established a shortcut connection with the SCP client VM, and eventually the SCP file transfer resumed from the point it had stalled. The sustained transfer bandwidths before and after migration are 1.36MB/s and 1.83MB/s, respectively.

2. **PBS job submission:** This experiment considers migration of a PBS worker VM across subnets. The PBS head node VM was configured in the UFL private network, and 2 worker VMs were configured on two different hosts also in the UFL private network. Communication within these nodes was performed over the IPOP virtual network. This experiment simulates a use case of applying migration to improve load balancing: background load was introduced to a VM host resulting in an increase in the execution time of applications executing on the VM guest; the VM guest was then migrated from UFL to a different host at NWU. IPOP was restarted on the
Figure 3-3. Profile of execution times for PBS-scheduled MEME sequential jobs during the migration of a worker node.

guest upon VM resume. The job that was running on the VM continued to work without problems, and eventually committed its output data to the NFS-mounted home directory of the account used in the experiment. While the runtime for the job that was “in transit” during the migration was increased substantially due to the WAN migration delay. Once PBS started submitting jobs to the VM running on an unloaded host, it was observed that the job runtimes decreased with respect to the loaded host. This experiment also showed that the NFS and PBS client/server implementations were tolerant to the period with lack of connectivity. Figure 3-3 summarizes the results from this experiment. Job IDs 1 through 87 run on a VM at UFL. During job ID 88, the VM is migrated to NWU. Job ID 88 is impacted by the wide-area migration latency of hundreds of seconds, but completes successfully. Subsequent jobs scheduled by PBS also run successfully on the migrated VM, without requiring any application reconfiguration or restart.

3.2 Related Work

WOWs combine virtual machine and virtual networking technologies to build homogeneously configured wide-area clusters of VMs running on commodity workstations, which can then be used to deploy existing middleware and applications. This relates my work to the Berkeley NOW project [65] and Beowulf [79], which are very successful efforts at using commodity machines and networks for high performance distributed computing. Rather than supporting tightly-coupled parallel computation within a local-area or cluster network, the aim of WOW is to support high-throughput computing and cross-domain collaborations. The DAS [80] project built a distributed cluster based on homogeneously configured commodity nodes across five Dutch universities. Also related to my work is the Ibis project [30, 81] which lets applications span multiple sites of a grid, and copes
with firewalls, local IP addresses, secure communication, and TCP bandwidth problems. Similar to WOWs, combination of virtual machine and virtual networking techniques to provide isolation and management decoupling from individual Grid sites has also been described in [82].

Several efforts on large-scale distributed computing have focused on aggregating wide-area resources to support high-throughput computing, but at the expense of requiring applications to be designed from scratch [2, 3, 66, 67, 83]. Legion [84] is a system also designed to scale to large numbers of machines and cross administrative domains. Globus [1] provides a security infrastructure for federated systems and supports several services for resource, data and information management. Condor [18–20] has been highly successful at delivering high-throughput computing to large number of users.

My work differs from these approaches in that it is an end-to-end approach to providing a fully connected wide-area cluster environment for running unmodified applications. Nonetheless, the use of virtualization makes my approach one that does not preclude the use of any of these systems. Quite the contrary, because virtualization enables us to run unmodified systems software, it is possible to readily reuse existing, mature middleware implementations when applicable, and rapidly integrate future techniques.

In [82], authors describe a virtualized infrastructures for wide-area distributed computing based on virtual machines and virtual networking. The key distinguishing feature of my approach is the use of peer-to-peer (P2P) techniques for overlay routing and establishment of overlay connections among nodes behind NAT/firewall routers in a highly scalable manner.

### 3.3 Discussion

The WOW techniques [71] have been used to deploy a resource pool for running compute-intensive jobs through Condor. The pool consists of more than 80 nodes in several NATed/firewalled domains, and runs jobs submitted from nanoHub [17] and users
at University of Florida. Here, I present some of the qualitative insights obtained from the practical usage of this system.

The deployment of this pool has been greatly facilitated by packaging all the software (IPOP, Condor middleware) within the VM and requiring only a NAT network, as well as by the availability of free x86-based VM monitors, notably VMPlayer and VMware Server. Once a base VM image was created, replicating and instantiating new nodes was quite simple. The VM image can be downloaded and instantiated by ordinary users on their desktops. Once instantiated, the VM automatically becomes the part of the shared pool. Through this VM, users can submit jobs to the shared pool and also run jobs from other users.

The system has been observed to be tolerant to physical nodes failures – neighbors of a failed node respond by creating connections to other nodes and thus maintain routability within the network. have been shut down and restarted during this period of time. The overlay network has also exhibited resiliency to changes in NAT IP/port translations. IPOP is able to deal with these translation changes autonomously by detecting broken links and re-establishing them using the connection techniques discussed in Section 2.3.2.

An application of WOW techniques within a LAN is facilitating deployment of Condor pools at University Computer Centers consisting of hundreds of idle desktops, usually running the Windows operating system. Condor middleware runs on Linux, and can be deployed inside Linux VM container on Windows machines. However, to be able to communicate with each other, these VMs need unique, routable IP addresses. Managing additional IP addresses for VMs can be very difficult for administrators, because many new VMs can be readily instantiated by users from a VM image, and can also be easily migrated across physical hosts. The decentralized NAT-traversal support in IPOP allows instantiation of these VMs behind NAT interfaces provided by VMMs (such as VMware and Xen), and be able to provide connectivity between them without requiring a routable IP addresses for VMs.
3.4 Making Deployment of WOWs Simpler

Although the process of adding new nodes to an existing WOW requires a simple procedure (copying and instantiating a VM image) and can be performed in a matter of seconds [85], the deployment of WOWs by new users is still hindered by:

1. **Management of virtual IP addresses**: The original version of IPOP required static assignment of IP addresses. In [71], IPOP supports dynamic virtual IP configuration using unmodified DHCP clients, by capturing DHCP packets from the tap interface, and making requests to SOAP server that maintains virtual IP leases. With the virtual network provided by IPOP potentially involving hosts spanning wide-area networks and owned by multiple organizations, maintaining such dedicated DHCP servers is difficult. Moreover, dedicated servers introduce central points of failures.

2. **Separate overlay per virtual network**: Each virtual private network of VMs must have a separate P2P overlay. This requires creating a bootstrap network of public nodes and initializing each IPOP node with the addresses of these bootstrapping nodes. This non-trivial effort hinders easy deployment of new WOWs.

Furthermore, earlier versions of IPOP [16, 71] have also suffered from limitations with respect to:

1. **Mapping from virtual IP to P2P address**: The P2P address of each IPOP instance was originally the SHA-1 hash of the virtual IP address, which enabled nodes to quickly and independently determine the address of a P2P node on the destination VM. However, because of the one-to-one mapping from virtual IP to P2P address, a single P2P node on the host cannot route for multiple VMs inside the virtual network. When virtual IP addresses are mobile – a situation that can occur when virtual machines are allowed to migrate ([78], [13]), thus requires killing and restarting the P2P node on the target host as shown in [85].

2. **Resilience to overlay faults**: Although Brunet P2P library provides robust support for NAT traversal, symmetric NATs and Internet route outages can still create situations where pairs of nodes cannot communicate with each other and form a connection. The effect of these outages is two fold. Firstly, the inability to create near connections can result in inconsistent view of the local neighborhood (in P2P identifier space) at a node, leading to incorrect routing decisions at that node. This inability of overlay nodes to correctly route messages affects the all-to-all virtual IP connectivity between nodes. Secondly, these outages prevent creation of shortcut connections between virtual IP nodes, communication between such nodes is routed through other P2P nodes. Since structured P2P routing is oblivious to the load and geographical location of nodes, this multi-hop routing suffers from poor latency and bandwidth.
These limitations motivated me to conduct research in a variety of different areas: (1) exploring DHT-based techniques for managing virtual IP addresses within a WOW, (2) techniques to facilitate overlay structure maintenance and routing in connectivity constrained wide-area environments and (3) using network coordinates [28] and resource discovery to find proxy nodes that can route communication between virtual IP nodes when shortcut connections cannot form. Subsequent chapters of this dissertation describe and evaluate these techniques.

In the next chapter, I describe an implementation of a DHT over the Brunet P2P system and how it can be leveraged to make deployment of WOWs easier for new users.
Enterprise information systems involve packing and storing large amounts of storage devices throughout a series of shelves in a room, all linked together. The information in these storage systems can be accessed by a supercomputer, mainframe computer, or personal computer. These systems can only be accessed by authorized users and require constant attention and management by experts within an organization. The management activities include keeping the system up and running, hardware and software upgrades, backup and disaster recovery.

In a wide-area environment that involves several organizations and individual users, using such centralized systems poses several issues: Who manages the system? What should be the targeted system capacity? Is the system accessible to all users?

Architectures based on self-managing peer-to-peer storage (CFS [37], PAST [36]) have been proposed as an alternative to centralized approaches for various applications. As described in Chapter 2, structured P2P systems provide a primitive called the distributed hash table (DHT) for storing and locating objects. Each object is associated with a key that belongs to the same address space as node identifiers. The ownership of keys is partitioned among participating nodes, such that each key is stored on a set of nodes that are closest to the key in the identifier space. This partitioning of key ownership together with efficient routing between nodes bounds lookup overhead for an object stored in the DHT. The following properties make DHTs useful wide-area storage architectures:

1. **Decentralization**: All nodes in a DHT are responsible for storing data and the entire system is self-managing, and hence no external coordination is required. This is particularly important in an environment featuring multiple organizations and individuals.

2. **Scalability**: Every new node that is added increases the storage capacity of the entire system. Besides, each node is only required to maintain a small amount of state about other nodes.
3. **Fault-tolerance**: All nodes are treated equal and hence there are no central points of failures. When a node goes down only a part of the data (that is stored at that node) becomes unavailable. DHTs automatically replicate data on several nodes, and can provide high-availability of data even when participating nodes are volatile.

### 4.1 Related Work

#### 4.1.1 Systems Based on Distributed Hash Table

There is a rich literature on using structured P2P techniques to build scalable and fault-tolerant systems. Notable among these are large scale storage utilities: CFS [37] based on Chord [40], and PAST [36] developed by Microsoft based on Pastry [39]. In [60] Cox et. al. have proposed to build Distributed DNS using DHash, a distributed hash table (DHT) based on Chord [40]. SCRIBE[86] is a large scale application-level multicast and event notification infrastructure based in Pastry P2P system. ePost [87] describes a decentralized email service, also based on Pastry. OpenDHT [88] is a public DHT service based on Bamboo P2P system [89] operating on PlanetLab, and can be used by third-party applications.

By restricting the key ownerships to a small set of nodes and not requiring caching to achieve efficient lookup, DHTs can also be used to store mutable data. In [90], authors propose an algorithm to provide atomicity of mutable data stored in a DHT. Comet [91] uses DHT to provide a scalable and decentralized coordination space as in Linda [92].

In [93], the authors propose to use a universal overlay to provide a scalable infrastructure to bootstrap multiple service overlays providing different functionality. It provides mechanisms to advertise services and to discover services, contact nodes, and service code. In this work, I demonstrate how a universal overlay can be used to facilitate bootstrapping of multiple WOWs, each supporting a different community and having its own virtual private IP address space.

#### 4.1.2 Distributed Hash Table Design

DHTs operate over structured P2P networks, and routing in these networks is largely oblivious of load and geographical location. These systems impose a well-defined topology
of nodes which are all treated equal, and the arrangement of nodes depends only on their P2P identifiers. No consideration is made on their capabilities, load and connectivity, which tend to differ a lot. This heterogeneity raises the following issues for wide-area DHT deployments:

1. **Latency**: Even though DHTs can bound the number of overlay hops on key lookups, these lookups can be routed through nodes that are too heavily loaded or are geographically scattered, and hence incur a high latency. Besides, a slow storage node also hits latency of a DHT operation.

   Proximity Neighbor Selection (PNS) \cite{PNS} is a technique in which whenever a P2P node has a choice on its routing table entries, it picks the node that has the least latency to it. It has been shown that this local minima at each hop can bound the total latency of a lookup to within a certain fraction of the actual latency to the node storing the key. PNS is already employed in existing P2P systems (Chord \cite{Chord}, Pastry \cite{Pastry}) and can be incorporated into Brunet to achieve the bounds on the total transit latency incurred by a virtual IP packet.

   It is possible that the messages containing DHT operations get lost and need retry. The Bamboo P2P overlay \cite{Bamboo} uses the Internet round-trip latency information to calculate the right timeouts on DHT operations. The P2P routing at each node also tries to avoid a high latency hop. The Bamboo DHT also replicates a key at several nodes, so that a single slow node storing the key does not delay the lookup process. In SBARC \cite{SBARC} and Brocade \cite{Brocade}, some P2P nodes upgrade to supernodes based on their high resource capacities and high stability. All intermediate P2P hops involve the only supernodes, thus achieving a quick lookup latency. Skype uses a similar approach, except that it is based on an unstructured P2P network.

2. **Routing consistency**: In the absence of churn, a DHT operation on a key must always be routed to same set of nodes, no matter where it originates. This property is called consistency. The arrangement of nodes in a structured P2P network depends only on their P2P identifiers. Two adjacent nodes in the topology should be able to communicate with each other, an assumption that breaks down in wide-area in presence of NATs/Firewalls and Border Gateway Protocol (BGP) outages \cite{BGP}. A node can potentially miss a neighbor with which it cannot communicate, which can lead to an incorrect routing decision and subsequently a DHT operation to be routed to wrong set of nodes.

3. **Load balancing**: DHTs rely on consistent hashing (SHA1, MD5) of data to generate object keys that are expected to distribute uniformly over the P2P nodes. P2P nodes generally differ in their capabilities and therefore a uniform distribution does not suffice. The following two techniques can used for load balancing: (1) a more capable machine runs multiple P2P nodes which increases the likelihood of a random key getting assigned to it, and (2) active load balancing where a lightly
loaded node (by restarting with a different P2P address) migrates to some region of
the overlay that has more keys, thus sharing a part of the storage and lookup load.

4. **Multi-attribute range queries**: DHTs have been designed to provide key-based
lookup on objects. This makes them excellent candidates in systems where resources
are identified by names (file systems, name resolution etc). However in most resource
discovery systems, resource queries are based on one or more attributes, which are
often specified as ranges of values. Serving multi-attribute range queries has been an
area of recent research [96–98].

5. **Content-path locality**: The lack of control on key placement and routing paths in
structured P2P systems raises concerns over autonomy, administrative control and
autonomy of participating organizations. In [99], the authors present techniques to
provide content/path locality and support for NATs and firewalls, where instances
of conventional overlays are configured to form a hierarchy of identifier spaces that
reflects administrative boundaries and respects connectivity constraints among
networks.

### 4.2 Distributed Hash Table on Brunet

The Brunet P2P library has been extended with the functionality to support object
storage and retrieval, including replication for fault-tolerance. Each DHT key is stored
at two P2P nodes which are to its immediate left and right in the key (or address) space.
The P2P nodes support migration of keys and their associated values to reflect changes in
the ring due to node arrival and departure.

#### 4.2.1 Handling Topology Changes

Figure 4-1A shows how a new node arrival is handled. Initially, node 123 stores
keys in the range \([110, 123]\) \(\cup\) \([123, 128]\), while node 110 stores keys in the ranges
\([110, 123]\) \(\cup\) \([110, 123]\). In response to the arrival of the node 116, node 123 migrates
the keys in range \([110, 116]\) to the new node. Similarly, node 110 migrates the keys in
range \([116, 123]\) to the new node.

Figure 4-1B shows how a node failure is handled. Initially, node 123 stores keys in
the ranges \([116, 123]\) and \([123, 128]\), while node 110 stores keys in the ranges \([110, 116]\)
and \([110, 123]\). In response to the failure of node 116, node 123 copies the keys in range
\([116, 123]\) to node 110, while node 110 copies the keys in range \([110, 116]\) to node 123.
4.2.2 Application Programmers Interface (API)

The DHT implementation presents the following API to applications:

1. **Create(key k, password p, value v, time-to-live ttl):** Insert a key-value pair \((k, v)\) into the hash table with password \(p\) for \(ttl\) seconds, only if the key \(k\) already does not exist. Returns true on success, otherwise returns an error. Note that the entry is stored only for \(ttl\) seconds.

2. **ReCreate(key k, password p, value v, time-to-live ttl):** Extends the lifetime of entries with key \(k\), value \(v\) and password \(p\) by \(ttl\) seconds.

3. **Get(key k):** Returns all live values \((time-to-live\ not\ expired)\) associated with key \(k\).

Since the objects are stored in the DHT as soft-state for the lifetime specified in \(time-to-live\) (after which they are automatically garbage collected), there is no primitive to delete an object associated with a some key\(^1\). To prevent data loss due

\(^1\) Deletion of keys can be achieved by inserting a deletion record into the DHT with the key \(k\) and password \(p\) with the time-to-live equal to a maximum value. As long as a matching deletion record exists in the DHT, any operation on the key is ignored.
to garbage collection, applications are thus required to re-insert (using a \textit{ReCreate}) objects periodically into the DHT.

\subsection*{4.2.3 Tolerance to Inconsistent Roots}

Structured P2P routing assumes each node has a consistent view of its local neighborhood, which is reflected in its ability to communicate with its left and right neighbors in the P2P identifier space. However, connectivity constraints due to symmetric NATs and Internet route outages \cite{26}, often prevent communication between immediate neighbors in the identifier space, thus affecting overlay structure maintenance and routing. This inability to communicate with a neighbor node is perceived as the neighbor being down, thus resulting in an inconsistent view of the local neighborhood and subsequently incorrect routing decisions at that node. In such cases, DHT operations on the same key $k$ originating at different sources may not always routed to the same node (called the \textit{root} for that key). This problem is referred to as inconsistent roots in the DHT literature and hinders the ability of DHT \textit{Create} primitive to detect duplication of keys, as shown in Figure 5-3.

Nodes 115 and 110 cannot form a connection. A message is sent to key 112, and the closest node is 110. Left: message (\textit{Create}) addressed to key 112 arrives at node 115; it believes that it is the closest to the destination – the message is delivered locally and the key is successfully created (also replicated at node 100). Right: another message \textit{Create} addressed to the same key arriving at node 83 is correctly routed to node 110 – here the key is not found and is created again (this \textit{Create} operation also returns \textit{success} instead of returning an \textit{error}).

The inability of the DHT \textit{Create} primitive to detect duplication of keys subsequently affects the correct operation of applications requiring such uniqueness guarantees, such as the decentralized Dynamic Host Configuration Protocol (DHCP) described in Section 4.4.2.
Figure 4-2. Inconsistent roots in DHT

To reduce the likelihood of inconsistent roots, each application specified key $k$ is internally re-mapped to $n$ keys ($k_1, k_2...k_n$), which are then stored (together with the associated value) at $n$ different locations on the P2P ring. Applications can choose this degree of re-mapping for each key, and expect DHT operations to separately provide return values for each re-mapped key, thus allowing applications to implement schemes like majority vote on results obtained for each such re-mapped key. For a fault to occur now, the roots of as many as half (more than one) of the re-mapped keys have to be inconsistent. Majority voting also has the advantage that by not requiring results for all re-mapped keys, a few slow nodes cannot slow down the entire DHT operation.

Furthermore, a new P2P node joining the overlay is not allowed to perform any DHT operation until it gets connected correctly, i.e. it forms connections with its nearest left and right neighbors on the ring. This is because an incorrectly connected node has an inconsistent view of the ring and may observe roots for the DHT keys that are inconsistent with those observed by existing nodes. The time taken for a new node to get correctly connected to an existing network of over 100 nodes has been observed to be about 5 seconds on average.
4.3 Extensions to IPOP

The IPOP prototype has also been extended to support dynamic creation and discovery of virtual IP to P2P address mappings. These mappings can be arbitrary (many-to-one), thus allowing a single P2P node to route for multiple VMs on a host. These mappings are stored as objects in the DHT. Another extension to IPOP is the support for different virtual private networks (each with its own address space) on top of a common P2P overlay. Each such private network is called an IPOP namespace. All nodes within a WOW node belong to the same namespace, and cannot communicate with nodes belonging to other WOWs (or namespaces).

Figure 4-3 shows how different WOWs (or IPOP namespaces) can exist on top of a common P2P overlay. Each virtual IP node belongs to some IPOP namespace and is associated with a P2P node. In this example, the $IP \rightarrow P2P$ mappings for nodes $A1, B1, A2, B2$ ($A1 \rightarrow X8, B1 \rightarrow X1, A2 \rightarrow X2$ and $B2 \rightarrow X4$) are stored at nodes X3, X5, X6 and X7 respectively. The DHT key for each such mapping is a combination of a globally unique identifier for the namespace and the virtual IP address within that namespace. The inclusion of the namespace identifier allows virtual IP nodes in different namespaces to have same IP addresses. To send a virtual IP packet to node B1, the node A1 queries the DHT with $(N1, B1)$ as key. The value associated with this key is the P2P address (X1) of the P2P node associated with B1, and is quickly retrieved from node X5. From this point onwards, communication proceeds as described in Chapter 2.

Creating a new IPOP namespace only requires executing a simple program with information about the IPOP namespace (assignable virtual IP addresses and other network parameters). The namespace identifier is then provided as a parameter inside the IPOP configuration of the appliance VMs for distribution. Experiments show that a new node joining a WOW takes about 20-30 seconds on average to acquire a virtual IP address.
Figure 4-3. Example of two different WOWs with namespaces N1 and N2 sharing a common Brunet overlay

Similar to DHT-based systems described earlier, this decentralized IP address management (1) eliminates any dedicated components, (2) scales to large numbers by harnessing the resources at participating nodes and (3) provides resilience to node failures, which are common requirements in large-scale desktop grid environments.

4.4 Lifecycle Management of WOWs

Based on the discussion in previous sections, I now describe techniques that facilitate the deployment and management of WOWs by enabling 1) nodes of a WOW to dynamically obtain IP addresses using existing DHCP clients but without relying on centralized DHCP servers, and 2) different WOWs to multiplex a single overlay network while independently managing their own virtual IP address spaces.

The described functionality is comparable with tasks an administrator would typically perform to setup a private network. Following the setting up of switches and cables, a private IP address range is set aside. Hosts connecting to the private network are assigned unique IP addresses from this IP address range. To enable dynamic network configuration of hosts connecting to the network, one or more DHCP servers are configured with the list of assignable IP addresses and other network parameters. New hosts discover
DHCP servers through LAN broadcasts, acquire leases on IP addresses, which they renew periodically. For exchange of packets between hosts, their IP addresses must be resolved to their hardware addresses through Address Resolution Protocol (ARP). The network switches are automatically configured for routing packets through their ports.

In contrast, to setup a new WOW, a user is only required to create an IPOP namespace with a unique identifier and a private address space. The namespace identifier is specified inside the IPOP configuration of the WOW VM appliance image. Each deployed instance of the appliance on boot retrieves the namespace information (virtual IP address range) and configures itself with a unique virtual IP address. These steps are described below.

### 4.4.1 Creating an IPOP namespace

Creating an IPOP namespace is a simple procedure: executing a simple program and providing information about the namespace (assignable IP addresses, netmask and lease times). This program is already initialized with Uniform Resource Indicators (URIs, [85]) of nodes in the universal overlay and starts up a P2P node that connects to that overlay. The node tries to insert the namespace information into the DHT (using Create) with a randomly chosen identifier as the key. If the key already exists, the Create returns an error and the program retries with a different identifier until it succeeds. Since the DHT does not store objects indefinitely, this object holding the namespace information has to be periodically recreated (using Recreate). This namespace identifier is specified inside the IPOP configuration of the WOW appliance image.

### 4.4.2 Dynamic Host Configuration

In [71], IPOP supports dynamic virtual IP configuration using unmodified DHCP clients. This is achieved by capturing DHCP request packets from the tap and making SOAP requests to a publicly accessible server that stores the list of assignable IP addresses and active leases, and eventually injecting DHCP response packets to the tap. The SOAP server can be a single point of failure. The decentralized DHCP uses the DHT as
distributed database for storing all information the SOAP server would otherwise keep, assignable IP addresses and active leases on IP addresses.

On intercepting a DHCP packet, IPOP retrieves information about its namespace (assignable IP addresses range, netmask, lease times) from the DHT (using a Get) on the namespace identifier as the key. It then chooses a random IP address from that range, belonging to the namespace, and attempts to create a DHT entry (using a Create) with: combination of namespace identifier and the guessed IP address as the key, a randomly chosen password, and its P2P address as the value. The entry is successfully created only if there is no other entry with the same key. This prevents IP address conflicts between WOW nodes belonging to the same namespace. In case Create returns an error, IPOP tries another (randomly chosen) IP address until it eventually succeeds. The DHCP response packet with information about the lease is written to tap. The password is recorded for subsequent operations on the key.

The entry is only created with a time-to-live (TTL) equal to the lease time for that namespace, and thus needs to be recreated (using a ReCreate) periodically. This process is again triggered by the DHCP client, which attempts to renew a virtual IP lease after half the lease time has elapsed. In this case, IPOP attempts to ReCreate the same DHT key corresponding to the virtual IP address bound to tap.

DHT inconsistencies as described in Section 4.2.3, can create a situation where multiple IPOP nodes acquire the same virtual IP address. The DHT implementation in IPOP therefore achieves fault-tolerance to inconsistencies by re-mapping each application specified key \( k \) to 8 different keys \( (k_1, k_2, k_3, k_4, k_5, k_6, k_7, k_8) \) and perform the corresponding operation on each of these keys. To consider a Create or ReCreate to have successfully happened, it is expected that at least 5 of these operations be successful (return a true). Otherwise, the operation is considered to have failed and a different IP address is tried. However, the initial implementation of this technique that is evaluated in Section 4.5 still waits for all 8 results before performing a majority vote – in cases where
not all 8 results arrive at the source node (due to packet losses) the operation is considered to have failed.

Figure 4-4 shows a time-line of events, from the startup of the IPOP and DHCP client (dhclient) process, to having an IP address bound to tap. It should be noted that the IP address lease acquisition cannot start until the associated P2P node is correctly connected (i.e., with left/right neighbors). Once correctly connected, IPOP tries different virtual IP addresses (one-by-one) until it is assured that no other node within the same IPOP namespace has acquired the same IP address. It is possible to have a large IP address range for the private network, which reduces the chances of two IPOP nodes guessing the same IP address.

4.4.3 Resolution of Virtual IP to P2P Address

Whenever an IPOP node has a virtual IP packet to send out, it must first must learn the P2P address of the IPOP node associated with the destination IP address. This mapping is created in the DHT when the destination node acquires its virtual IP address. It can be retrieved by the source IPOP node (using Get) in less than a second and then cached locally. During this short period (less than a second), a few packets to that virtual IP address are dropped at the source IPOP node. As shown in Chapter 3, most TCP/IP based applications communicating over the IPOP virtual network are resilient to such transient packet losses. This process of resolving a virtual IP address to a P2P address is called "Brunet-ARP".

4.5 Experiments

This section presents an experimental evaluation of the decentralized technique for virtual IP address configuration, with respect to the delay incurred from IPOP and DHCP client startup to the point that an IP address is bound to the tap. A bootstrap overlay network of over 100 P2P nodes is setup on PlanetLab and an IPOP namespace is created. The namespace consists of over 650,000 assignable IP addresses and has a lease time of 12 hours.
An experiment between two desktop machines A and B is then performed as follows. On desktop A, start IPOP and DHCP client so that it acquires a virtual IP address, which remains fixed during the experiment. On the desktop B, proceed an iterative process of:

1. Start IPOP node and DHCP client
2. Wait until an IP address is bound to tap
3. Start pinging the virtual IP address of desktop A for 200 seconds
4. Kill IPOP and DHCP client on B.

This process was repeated 250 times. In each trial of the experiment, the IPOP node on desktop B had a different (randomly chosen) P2P address. The virtual IP leases from different trials persisted in the DHT (since the leases are not relinquished), and this prevented the desktop B from acquiring the same IP address over different trials. This mapping between virtual IP address and P2P address is arbitrary and is discovered automatically in every trial (as described in Section 4.4.3) before ping packets start flowing between the desktops over the virtual network.

Figure 4-5 shows the cumulative distribution of delay seen by the DHCP client (dhclient) to acquire an IP address on the tap. We observe that in 90% of the cases, DHCP process finishes within 30 seconds of IPOP and DHCP client startup. As shown in Figure 4-4, this delay depends on (1) time taken for the IPOP nodes to get correctly connected and (2) number of different IP addresses that are tried. The cumulative distributions of these components are shown in Figure 4-6 and Figure 4-7.
In most cases, DHCP succeeds to acquire the first IP address it tries. However, despite picking up a large IP address range, samples were observed where more than one IP addresses were tried. This observation is explained as follows. Due to P2P message losses, the IPOP node doing DHCP did not get sufficient results to consider a Create or Recreate successful. The DHT implementation conservatively assumed a failure and tried a different (randomly chosen) IP address until it eventually succeeded.

Figure 4-5. Cumulative distribution of the time taken by a new IPOP node to acquire a virtual IP address (T2 in Figure 4-4). Mean and variance are 27.41 seconds and 20.19 seconds, respectively.

Figure 4-6. Cumulative distribution of the time taken by a new P2P node to get connected to its left and right neighbors in the ring (T1 in Figure 4-4). Mean and variance are 4.98 seconds and 13.99 seconds, respectively.

4.6 Conclusion

In this Chapter, I have described techniques to facilitate deployment of isolated WOWs by individual users without requiring any bootstrapping infrastructure or centralized components. I presented a decentralized DHCP protocol for virtual IP address
management within a WOW that leverages the DHT functionality of the P2P network. Experiments have shown that a new WOW node can acquire a unique virtual IP address within 20-30 seconds on average. The implementation of this protocol has now been made resilient to P2P message losses. Instead of waiting for each internally re-mapped key operation (*Create* or *Recreate*) to return a result, the operation is considered successful and the protocol proceeds forwards as soon as sufficient results are available to assure that the operation has succeeded on majority of nodes. These enhancements have resulted in reduction in the average time to acquire a virtual IP address to less than 10 seconds.

Additional decentralized configuration can be integrated into WOWs. In particular, the WOW-based Condor pools that are currently configured from a central server, can be extended to leverage DHT-based techniques to achieve manager discovery for worker nodes.

Figure 4-7. Cumulative distribution of the number of different virtual IP addresses tried during DHCP. Mean and variance are 1.096 and 0.784, respectively.
CHAPTER 5
IMPACT OF WIDE-AREA CONNECTIVITY CONSTRAINTS ON IPOP

Like several related efforts (such as Chord [40], Kademia [100] and Pastry [39]), IPOP relies on structured P2P overlays to provide the core service of message routing and additional capabilities such as object storage and retrieval. Structured P2P routing assumes each node has a consistent view of its local neighborhood in the P2P identifier space, which is reflected in its ability to communicate with its neighboring nodes. Related work on structured P2P systems have implicitly assumed an environment where P2P nodes are able to establish direct connections to one another, and have mainly focused on efficient overlay topologies [27], correct routing of object lookups under churn [89, 101], and proximity-aware routing [102].

However, in practice, wide-area environments are becoming increasingly constrained in terms of peer connectivity, primarily due to the proliferation of NAT and firewall routers. Studies have shown that about 30%-40% [103] of the nodes in a P2P system are behind NATs. Even though majority of the NAT devices (cone NATs) can be “traversed” through UDP-hole punching, up to 20% of the NATs [46] (symmetric NATs) cannot be traversed using the existing techniques. In addition, studies have also shown the existence of permanent or transient route outages between pairs of nodes on the Internet; for example, [26] reports 5.2% pair-wise outages among nodes on PlanetLab [29]. Together, these connectivity constraints pose a challenge to overlay structure maintenance: two adjacent nodes cannot communicate directly, creating false perceptions of a neighbor not being available. In general, these missing links on a P2P structure lead to inconsistent routing decisions, and subsequently affecting routability and services built upon the assumption of consistent routing.

The existing implementations of structured P2P systems have recognized the problem of overlay structure maintenance when only a small fraction of pairs (about 4% [104]) cannot communicate with each other [26, 105]. However, practical experiences with WOW
deployments reveal that this fraction can be significantly larger due to nodes behind (multiple) NATs, and NATs that are symmetric or do not support “hairpin” translation that preclude hole-punching.

5.1 Connectivity Hazards in Wide-Area Networks

Several structured P2P systems have been deployed on wide-area infrastructures when participating hosts are on the public Internet. For example, OpenDHT [88] relies on non-firewalled PlanetLab P2P nodes to deploy its DHT; however, nodes behind NATs and firewalls can only act as OpenDHT clients and do not store keys. In order to aggregate the increasing number of hosts behind NATs/firewalls as WOW nodes, the IPOP virtual network must be able to deal with a complex wide-area environment as the one depicted in Figure 5-1, where typical end users of a P2P system are constrained by NATs in which they do not have the control (or expertise) necessary to set up and maintain firewall exceptions and mappings necessary for NAT traversal.

It is common for broad-band hosts to be behind two levels of NAT (a home gateway/router and the ISP edge NAT, nodes A and B in Figure 5-1). IPOP supports establishment of UDP communication using hole punching techniques for “cone” type NATs (e.g. between nodes A and C in Figure 5-1), and there is empirical evidence pointing to the fact that these are the common case [46]. However, nodes behind NATs for
which hole-punching does not prove effective cannot communicate with nodes in different private networks, and only communicate with public nodes or full-cone NATs (e.g. nodes C and D).

Recognizing the importance of supporting traversal, some of recent NATs have started supporting Universal Plug and Play (UPnP)\[106\] which allow them to be configured to open ports so that other hosts (outside the NAT) can initiate communication with hosts behind the NAT (e.g. hosts I and H). However, UPnP is not ubiquitous, and even when it is available, multi-level NATs create the problem that hosts can only configure their local NATs through UPnP, while having no access to control the behavior of the edge NAT, which renders the UPnP approach ineffective outside the domain. For example, although hosts A and E in Figure 5-1 are connected to UPnP NATs, they are also subject to rules from an ISP NAT and a University NAT respectively, which they do not control.

Some NATs support "hairpinning", where two nodes in the same private network and behind the same NAT can communicate using each other’s translated IP and port. Such a behavior is useful in a multi-level NAT scenario, where two hosts behind the same public NAT but different semi-public NATs are able to communicate only using their IP address and port assigned by the public NAT. However, not all NATs support hairpinning, creating a situation in which two nodes in the same multi-level NATed domain may not be able to use hole-punching to communicate directly (e.g. nodes E and F) as depicted in Figure 5-2. Nodes E and F are behind two different semi-public NATs respectively, which in turn are behind a public NAT-P. While forming its initial connections with bootstrap nodes on PlanetLab, these nodes only learn their IP endpoints assigned by the public NAT-P. When E and F try to form a connection they send link messages to each others IP endpoints assigned by NAT-P. In case NAT-P does not support “hairpinning”, E and F cannot form a connection. Only 24% of the NATs tested in [46] support hairpinning.

Some hosts are behind firewall routers (e.g. host G) that might block all UDP traffic altogether. Only a few P2P nodes are public and are expected to be able to
communicate with each other. Connectivity even among these hosts is constrained: Internet-1 and Internet-2 hosts cannot communicate with each other (e.g. hosts J and K), while multi-homed hosts can communicate with them both. In addition, link failures, BGP routing updates, and ISP peering disputes can easily create situations where two public nodes cannot communicate directly with each other. In [26], the authors observed that about 5.2% of unordered pairs of hosts (P1,P2) on PlanetLab exhibited a behavior such that P1 and P2 cannot reach each other but another host P3 can reach both P1 and P2.

It is observed that a typical wide-area environment presents several deterrents to connectivity between a pair of nodes, and when two such nodes have adjacent identifiers on the P2P ring, structure maintenance is affected. To the best of my knowledge, while structured P2P systems have been demonstrated in public infrastructures such as PlanetLab, where there are only a few pair-wise outages and a small amount of disorder can be tolerated [105], no structured P2P systems described in the literature have been demonstrated where the majority of P2P nodes are subject to NAT constraints of various kinds as illustrated in Figure 5-1.

5.2 Impact of Connectivity Constraints

Peer connectivity constraints result in the inability to correctly maintain an overlay structure, which in turn affects the deployment of virtual networks and WOWs in important ways. These are presented and discussed in the remaining of this section.
5.2.1 Impact on Core Structured Overlay Routing

The Brunet system implements a ring-structured P2P network where each node has a randomly generated 160-bit identifier. Each node maintains $2m$ structured near connections, $m$ connections on each side of the P2P ring. In addition to the neighbor connections, each node also acquires $k$ structured far connections that are far away in the address space, so that the average number of overlay hops between nodes is $O\left(\frac{1}{k} \log^2(n)\right)$ for a network of size $n$ using the algorithm of [45].

Similar to other structured systems, routing in Brunet uses the greedy algorithm where at each hop a message gets monotonically closer to the destination until it is either delivered to the destination or to the node that is closest to the destination in the P2P identifier space. Greedy routing assumes each node has a consistent view of its local neighborhood, which is reflected in its ability to form structured near connections with its left and right neighbors in the P2P identifier space. The inability to form connections with immediate neighbors in the identifier space creates inconsistent view of the local neighborhood, thus resulting in incorrect routing decisions as shown in Figure 5-3 (a).
5.2.2 Effect on All-to-All Connectivity

Techniques for the creation of overlay links between P2P nodes behind “cone” NATs have been presented in earlier work, which incorporates decentralized NAT traversal using UDP hole-punching [85]. The notion of a connection, which describes an overlay link between two P2P nodes, is key to establishing such links. Connections operate over physical channels called edges, which in IPOP can be based on different transports such as UDP or TCP. Besides assisting in overlay structure maintenance, the connection protocols allow the creation of 1-hop shortcuts between WOW nodes to self-optimize the performance of the virtual network with respect to latency and bandwidth.

The connection setup between P2P nodes is preceded by a connection protocol for conveying the intent to connect and exchanging the list of Uniform Resource Indicators (URIs) for communication. These connection messages are routed over the P2P network. Incorrect routing leads to situations where connection messages are either misdelivered (or not delivered at all), thus affecting both overlay structure maintenance and connectivity within the virtual network.

5.2.3 Effect on Dynamic Virtual IP Configuration

The Brunet P2P system also provides decentralized object storage and retrieval based on a DHT [107], which is used for dynamic virtual IP configuration of WOW nodes, summarized as follows. IPOP supports creation of multiple mutually-isolated virtual networks (called IPOP namespaces) over a common P2P overlay. The virtual IP configuration of WOW nodes in each such private network is achieved using a decentralized implementation of the Dynamic Host Configuration Protocol (DHCP). The DHCP implementation uses a DHT primitive (called Create) to create key/value pairs mapping virtual network namespaces and virtual IP addresses uniquely to P2P identifiers. The Create primitive relies on the consistency of key-based routing to guarantee uniqueness of IP-to-P2P address mappings. That is, messages addressed to some key $k$ must be delivered to the same set of nodes regardless of its originator.
Incorrect routing decisions as shown in Figure 5-3 (a) and (b), can cause Create messages addressed to the same key from different sources to be routed to different nodes. This problem is also identified in [26] and is referred to as inconsistent roots, and can lead to a situation where two WOW nodes claim the same virtual IP address.

5.2.4 Effect on Completion of DHT Operations

To reduce the impact of inconsistent roots, the Brunet-DHT internally re-maps each application specified key $k$ to $n$ keys ($k_1, k_2...k_n$), which are then stored (together with the associated value) at $n$ different locations on the P2P ring and the DHT operations are expected to separately provide return values for each re-mapped key. Majority voting on results obtained for each such re-mapped key is used to determine the outcome of an operation. For a fault to occur in this scenario, the roots of as many as half of the re-mapped keys have to be inconsistent. However, majority voting can reach a consensus only when results from at least half of the $n$ re-mapped are communicated back to the source node. If the nodes close to the source node in identifier space have inconsistent view of their neighborhoods, situations can arise when not enough results arrive at the source node for consensus, causing the operation to fail. This inability to complete a DHT operation impacts both the process of acquiring a virtual IP address, and also resolution of a virtual IP address to P2P identifier.

5.2.5 Effect on DHT Dynamics

The inability to create overlay links also hinders the dynamics of a DHT as it reacts to changes in ownership of keys when nodes join, and actively replicates keys when nodes leave. Until a new node can form a consistent view of its local neighborhood by communicating with its neighbors, it can neither retrieve any keys (that it is supposed to store) from its neighbors, nor copy (or migrate) some keys that are now supposed to be stored at its neighbors. This affects the degree of replication of keys in the DHT, and subsequent reliability of object storage.
5.2.6 Effect on Topology Adaptation

To provide better latency and bandwidth, the IPOP virtual network supports creation of 1-hop communication in response to virtual IP communication between nodes. In the absence of direct communication, the virtual IP traffic is routed through one or more P2P nodes. In such cases, the performance of the virtual network is limited by the capabilities and geographical locations of intermediate nodes in the routing path; the associated latency and bandwidth overhead may be too high for certain interactive and large data-transfer applications, respectively.

5.3 Discussion

To summarize, incorrect routing in the P2P network impacts the virtual IP connectivity between WOW nodes, which directly affects the applications using the virtual network. For example, in a WOW-based Condor pool [71], the inability of a worker node to obtain an IP address implies it does not join the pool. Even if a node “N” obtains an IP address, if it cannot communicate with the central manager node “M”, it is not available for computation. Furthermore, the inability of node “N’ to route to a worker node “W” prevents jobs submitted by “N” to execute on “W”. All these situations result in the system not being able to achieveable the maximum available throughput because not all nodes can participate in computations.

Chapter 6 describes generally applicable techniques that facilitate consistent structured routing despite the connectivity constrained presented by a wide-area environment. Then in Chapter 7, I evaluate the applicability of Proximity Neighbor Selection (PNS) in conjunction with network coordinates to reduce the latency of key lookups in IPOP overlays on PlanetLab. Techniques are also described for selecting suitable proxy nodes to route communication between virtual IP nodes, when topology adaptation based on shortcuts is not possible.
CHAPTER 6
IMPROVING PEER-CONNECTIVITY

In this chapter, I describe and evaluate two novel, synergistic techniques for fault-tolerant routing and structured overlay maintenance in the presence of network outages: annealing routing, an algorithm based on simulated annealing from optimization theory, and tunnel edges, a technique to establish connections between P2P nodes by tunneling over common neighbors. These are fully decentralized and self-configuring techniques that have been successfully implemented in the Brunet P2P system and demonstrated in actual wide-area PlanetLab deployments as well as in NATed environments with emulated pair-wise outages. The effectiveness of these approaches are analyzed for various system configurations with the aid of analytical models, simulation, and data collected from realistic system deployments.

6.1 Annealing Routing

The first technique is a fault-tolerant routing algorithm based on simulated annealing that, unlike conventional greedy routing, does not force a message to monotonically get closer to the destination at each hop. This algorithm is inspired by optimization theory. Under the assumption of a convex function, a greedy method converges to a global minimum (or maximum); however, with non-convex functions, a greedy approach can stop at local minima and not find the global minimum. In optimization theory, a simulated annealing approach allows for a deviation from a greedy search in order to “escape” from a local minimum. In the context of P2P routing, connectivity constraints create analogous situations where a greedy algorithm can reach a local minimum when a node is not able to establish a near link which would allow the distance between the message and its destination to be reduced. Even if the underlying network is free from connectivity constraints, transient churn can also create situations where a node has an inconsistent view of its local neighborhood. For successful operation of connection setup protocols for overlay structure maintenance, structured routing has to be designed to be tolerant to
such disorder on the P2P ring. The annealing algorithm is described in Algorithm 6-1 and works as follows.

In lines 10-17, the node looks up its connection table to determine if it is adjacent to the destination in the identifier space. In that case, the node delivers the message locally and also sends it to the node on the other side (left or right) of the destination in the identifier space. Otherwise (line 19), the node finds the two closest nodes to the destination from the connection table, $u$ or $u_{sec}$.

If the message has not taken any hops yet (i.e. it originated at the current node), it is sent to the closest node $u$. Otherwise (lines 23-29), until the message has taken MAX_UPHILL hops it is delivered to the closest node $u$ or the next closest $u_{sec}$ (if it was already received from the closest node $u$). Until this point, the algorithm does not check for the forward progress of the message towards the destination in identifier space.

Beyond MAX_HILL hops (lines 30-41), the message is sent to $u$ or $u_{sec}$, only if the next hop is closer to the destination than the previous hop. It should be noted that this condition only requires progress with respect to the previous node; it still allows a message to take one hop that is farther away from destination than the current node.

The annealing algorithm is very useful for routing messages addressed to exact destinations, which include connection setup messages between P2P nodes, virtual IP packets between IPOP nodes, and the results of DHT operations back to the source node. In a perfectly-formed structured ring, the algorithm works exactly as the greedy algorithm and incurs the same number of hops.

When messages are addressed to DHT keys, this algorithm has a better chance to reach the node closest to the key, by delivering the message at each local minima. As a

---

1 The state of the local connection table may not correctly reflect the local neighborhood. Greedy routing may terminate the progress of the message here; by also sending the message to the node on the other side, the annealing algorithm continues its search for the node closest to the destination.
Algorithm 1 AnnealingNextHop(v, prev, dest, p) This algorithm describes how a packet $p$ arriving at $v$ from $prev$ takes its next hop towards the destination $dest$ using annealing mode.

1: if $v == dest$ then
2: Deliver locally.
3: Return.
4: end if
5: if $v$ has a connection to $dest$ then
6: Send to $dest$.
7: Return.
8: end if
9: /** Case 1: Connection table indicates that current node $v$ is adjacent to $dest$. Deliver locally and send to the node on the other side of $dest$, according to the connection table.**/
10: if $v$ is adjacent to $dest$ then
11: if ($v$ is to the left of $dest$) then
12: Deliver locally.
13: Send to $v'$ which is on the right of $dest$.
14: else if ($v$ is to the right of $dest$) then
15: Deliver locally.
16: Send to $v'$ which is on the left of $dest$.
17: end if
18: else
19: Find first and second closest nodes $u_{min}$ and $u_{sec}$ to $dest$, respectively.
20: if $p.Hops == 0$ then
21: /** Case 2: This is the first hop. Let the packet go to closest even if $v$ itself is closest.**/
22: Send to $u_{min}$.
23: else if $p.Hops \leq MAX.UPHILL$ then
24: /** Case 3: Not the first hop. We will do this for up to MAX.UPHILL (= 1) hops. **/
25: if $prev \neq u_{min}$ then
26: Send to $u_{min}$.
27: else
28: Send to $u_{sec}$.
29: end if
30: else
31: /** Case 4: Send only if can get closer than previous node.
32: if $prev \neq u_{min}$ then
33: $w = u_{min}$
34: else
35: $w = u_{sec}$
36: end if
37: $d_{min} \leftarrow DIST_{ring}(w, dest)$
38: if $d_{min} < DIST_{ring}(prev, dest)$ then
39: Send to $w$.
40: end if
41: end if
42: end if

Figure 6-1. Annealing routing algorithm
side effect, DHT operations for a key are performed at more that one node in the P2P overlay. This redundancy is useful for applications using only Put and Get DHT interfaces, which do not require uniqueness of key values. However, annealing is not sufficient for scenarios including the decentralized DHCP protocol of IPOP, where it is required to guarantee uniqueness of creation of a key to avoid IP address collisions. Ensuring that each key is delivered to exactly one node (closest to the key in the identifier space) is possible by using greedy routing on a completely formed overlay. The next technique I present is designed to provide a complete overlay structure in face of connectivity constraints that may prevent direct connections among overlay neighbors.

6.2 Tunnel Edges

This section describes the second novel technique – it allows an overlay link between two nodes A and B, which cannot communicate directly over TCP or UDP, to be proxied by a set nodes to which both A and B can communicate. It is a fully decentralized technique for both discovering a proxy node C, and establishing an edge “tunnel” connecting A and B through C.

The idea behind tunnel edges is as follows. Assume that each node in the network attempts to acquire connections to its closest 2m near neighbors on the P2P ring, m such neighbors at each side. Consider a situation where there is an outage between two adjacent nodes A and B on the P2P ring. Since both A and B also attempt to form near connections with 2m nodes each, their neighborhoods intersect at 2(m − 1) nodes as shown in Figure 6-2. For a tunnel edge to exist between A and B, there must be at least one node C in the intersection I to which both A and B are connected. Such node C is a candidate to be used in tunneling the structured near connection between A and B.

This enhancement allows the connection state at a node to consistently reflect the overlay topology even when it is not possible to communicate with some neighbors using the conventional TCP or UDP transports. Tunnel edges are implemented (described in Section 6.4) such that they are functionally equivalent to UDP or TCP edges once they
Figure 6-2. Tunnel edge between nodes A and B which cannot communicate over TCP or UDP transports are established, allowing seamless reuse of the code responsible for state maintenance and routing logic in the system.

Two important questions arise in the context of this proposed approach: what is the probability of tunnel edges to be formed between two nodes A and B? how many nodes are candidates for proxying tunnel edges? These questions are addressed analytically in this section.

Let \( p \) be the probability of an edge outage between a pair of nodes. For a tunnel edge to exist between A and B, there must be at least one node C in the intersection \( I \) to which both A and B are connected. Assuming \( m \) near connections at each side of both nodes, the probability for a tunnel edge between A and B to exist through C is given by

\[
P[A \text{ and } B \text{ can connect}] = 1 - P[A \text{ and } B \text{ cannot connect}]
\]

\[
= 1 - \prod_{C \in I} P[A \text{ and } B \text{ cannot connect through } C]
\]

\[
= 1 - (1 - p^2)^{2(m-1)}
\]
Table 6-1 shows the probability of forming a tunnel edge between unconnected nodes A and B for different values of edge probability $p$ and number of near connections $m$. It should be noted that there is a sharp increase in the probability of being able to form a tunnel edge when nodes acquire more than 2 near connections on each side. This fact is also reflected in simulation results which show that improvements in correctness of routing using tunnel edges are significantly higher when $m \geq 3$. Figure 6-5 shows 3.9% broken pairs when $m = 2$ and 0.86% broken pairs when $m = 3$.

Now consider a situation where a tunnel edge involves exactly one forwarding node. When the forwarding node departs, the current node also loses the tunnel edge connection. Therefore, for fault-tolerance, it is also important that the forwarding set of nodes for tunnel edge contains more than one node. The probability that forwarding set consists of at least 2 nodes is given by

$$P[\text{forwarding set of size atleast } 2] = 1 - \sum_{k=0}^{k=1} P[\text{forwarding set of size exactly } k]$$

$$= 1 - \sum_{k=0}^{k=1} \binom{2(m-1)}{k} \cdot (p^2)^k \cdot (1 - p^2)^{2(m-1)-k}$$

and the expected size of the forwarding set is given by

$$E[\text{expected size of forwarding set}] = \sum_{k=0}^{k=2(m-1)} k \cdot P[\text{forwarding set of size exactly } k]$$

$$= \sum_{k=0}^{k=2(m-1)} k \cdot \binom{2(m-1)}{k} \cdot (p^2)^k \cdot (1 - p^2)^{2(m-1)-k}$$

$$= 2(m-1) \cdot p^2$$

For $m = 3$, and $p = 0.9$, the expected size of the forwarding set for a tunnel edge is 3.24, while the probability of having a forwarding set of at least 2 nodes is 0.976.
Table 6-1. Probability of being able to form a tunnel edge as a function of edge probability and number of required near connections on each side

<table>
<thead>
<tr>
<th>edge prob</th>
<th>m = 2</th>
<th>m = 3</th>
<th>m = 4</th>
<th>m = 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.70</td>
<td>0.7399</td>
<td>0.9323</td>
<td>0.9824</td>
<td>0.9954</td>
</tr>
<tr>
<td>0.75</td>
<td>0.8085</td>
<td>0.9633</td>
<td>0.9929</td>
<td>0.9986</td>
</tr>
<tr>
<td>0.80</td>
<td>0.8704</td>
<td>0.9832</td>
<td>0.9978</td>
<td>0.9997</td>
</tr>
<tr>
<td>0.90</td>
<td>0.9638</td>
<td>0.9986</td>
<td>0.9999</td>
<td>0.9999</td>
</tr>
</tbody>
</table>

It can further be shown that if each node maintains \(O(\log_2 N)\) neighbors, then the probability of not being able to form a tunnel edge is:

\[
= (1 - p^2)^{2(m-1)} = (1 - p^2)^O(m) = (1 - p^2)^O(\log_2 N)
\]

\[
= O(N^{\log_2 (1 - p^2)})
\]

For \(p = 0.9\), the above expression evaluates to: \(O(N^{-2.39})\). Therefore, as the network grows in size and nodes tend to acquire more near connections, tunnel edges become more and more probable.

6.3 Improvements in Structured Routing

In this section, I present an evaluation of the improvements in structured routing due to annealing routing and tunnel edges with respect to: (1) the all-to-all routability of the P2P network, and (2) consistent routing of keys. The analysis is conducted by simulating structured routing on randomly generated static graphs that model the Brunet overlay, for varying edge probabilities between pairs of nodes.

Scenarios such as symmetric NATs, multi-level NATs and Internet route outages result in complex models for the likelihood of two nodes being able to communicate. For example, the likelihood of a node behind a symmetric NAT being able to form an edge with another arbitrary node depends on the fraction of nodes that are public (or behind full-cone NATs). In the multi-level NAT scenario (Figure 5-2) where the outermost NAT-P does not support "hairpinning", the likelihood of a node E to form an edge with another arbitrary node is a function of the fraction of nodes that are behind the same NAT-P, but
in a different semi-private network. An Internet route outage between two sites A and B results in the inability of any node in A to communicate with any node in B.

In the absence of any published work that provides a fault model to capture all such scenarios, the likelihood of an edge between a pair of nodes has been modeled with a uniform pair-wise edge probability, and allowing for high probabilities of P2P edges not being able to form – as high as 30%.

6.3.1 Simulation Methodology

The simulation environment captures the algorithms used in Brunet for structured overlay creation and routing, and models pair-wise outages with configurable probability $p$. In each simulation, a network of 1000 nodes with randomly generated 160-bit identifiers is created. Based on the probability $p$ of any pair of nodes being able to communicate using TCP or UDP, a connection matrix allows/disallows connections between pairs of nodes. Then the connections are added to nodes in the following steps:

1. Attempt to add near connections to the immediate $m$ neighbors (on either side) respecting the connection matrix.

2. If tunneling is enabled: identify all the missing connections between pairs of nodes, compute the overlap of their connection tables to see if tunneling is possible, and add the possible tunnel edges to the network.

3. If there are nodes with fewer than $m$ connections on each side: each such node tries to acquire more near connections (to its closest neighbors, and fully respecting the connection matrix), until it has successfully acquired $m$ near connections on each side.

4. If there are nodes which acquired more than $m$ connections on each side, these excess connections are trimmed in the subsequent step.

5. Iteratively, attempt to add a far connection at each node. The distances traveled by these connections in the structured ring follow the distribution described in [45]. This step is repeated until every node has successfully acquired at least one far connection that is allowed by the connection matrix.

The all-to-all routability of the network is studied by simulating the sending of a message between each pair of nodes, and count the number of times the message is
At edge likelihood of 70% (0.7), the percentage of non-routable pairs varies from 9.5% to 10.9% (the total number of pairs in the simulated network is 1,000,000) incorrectly delivered. This experiment is conducted this for 200 different randomly generated graphs. To investigate correct routing of keys, I randomly generate 10000 different keys. For each key, I simulate the sending of a message addressed to that key from each node as the source, and count the number of times the lookup is wrongly delivered, i.e. to nodes other than the node closest to the key in identifier space. We conduct this experiment for 200 different randomly generated graphs.

Figure 6-3 shows the number of non-routable pairs (out of 1000 × 1000 possible pairs) of nodes for different values of the number of near neighbors $m$, when neither annealing routing nor tunnel edges are used. It is observed that as edge likelihood drops to 70%, the all-to-all routability of the network drops to less than 90%, i.e. more than 10% of pairs are non-routable. Similar observations are also made for the average number of instances when keys were wrongly routed (see Figure 6-4). As edge likelihood drops to 70%, there is more than 10% chance that a key is wrongly routed. Furthermore, keeping more near connections at each node only marginally improves the network routability.

6.3.2 Evaluating the Impact of Annealing Routing

The reduction in average number of non-routable pairs using Algorithm 6-1 is shown in Figure 6-6, with $m = 3$; tunnel edges are not enabled. It is observed that, at an edge
Figure 6-4. At edge likelihood of 70%, the percentage of wrongly routed keys varies from 9.5% to 10.7% (the total number of simulated messages is 10,000,000).

At edge likelihood of 85%, the percentage of non-routable pairs with annealing routing is about 0.6%, which is less than one-fifth of the percentage when greedy routing (3.3%) is used. Even when the edge likelihood drops to 70%, the percentage of non-routable pairs (less than 3.4%) is still less than half of that when greedy routing is used (more than 10%). It should also be noted that annealing routing with $m = 3$ is more likely to reach the correct destination than using greedy routing with $m = 5$, for the same edge likelihood in this network of 1000 nodes.

The average number of hops taken by a message for both greedy and annealing routing was also measured in each simulation. In a perfectly formed structured network, both routing algorithms incur exactly the same number of hops. Otherwise, the average number of hops between P2P nodes for annealing is almost the same as for greedy routing. For an edge likelihood of 70% and $m = 3$, the ratio of number of hops incurred by annealing to that of greedy is 1.01. Therefore, annealing routing only incurs a marginal overhead in terms of number of hops.

Figure 6-7 shows the average number of wrongly routed key lookups for both annealing and greedy routing using the methodology as described in Section 6.3.1. At an edge likelihood of 70% ($m = 3$), annealing routing reduces the chances of a key being wrongly routed from 10.2% to 3.4%. By delivering a message at more than one node, the
Figure 6-5. Comparing greedy routing with tunnel edges for $m = 3$ and $m = 2$. At edge likelihood of 70%, the percentage of non-routable pairs in a network of 1000 nodes is (1) 3.9% for $m = 2$, and (2) 0.86% for $m = 3$.

Figure 6-6. Average number of non-routable pairs. At edge likelihood of 70%, the percentage of non-routable pairs for greedy and annealing routing is (1) without tunnel edges, 10.26% and 3.4% respectively; (2) with tunnel edges, 0.86% and 0.21% respectively. At edge likelihoods of 95%, there are no non-routable pairs with tunnel edges.

Annealing algorithm can result in creation of additional (more than two) replicas for a key\textsuperscript{2}. The storage overhead due to this additional replication was found to be 9.5%.

\textsuperscript{2} Each key in Brunet-DHT is typically replicated at two nodes, on either side of the key in identifier space.
Figure 6-7. Average number of wrongly routed keys. At edge likelihood of 70%, the percentage of wrongly routed keys for greedy and annealing routing is (1) without tunnel edges, 10.2% and 3.4% respectively; (2) with tunnel edges, 0.86% and 0.19% respectively.

6.3.3 Evaluating the Impact of Tunnel Edges

The improvement in all-to-all routability of the enhanced overlay structure because of tunnel edges is shown in Figure 6-6, for $m = 3$. It is observed that at an edge likelihood of 70%, tunnel edges substantially reduce the percentage of non-routable pairs of nodes from 3.4% to 0.21% for annealing routing (from 10% to 0.86% for greedy routing).

Each virtual hop over a tunnel edge actually corresponds to two overlay hops. The actual number of hops taken by a messages addressed to exact destinations in an overlay that supported tunnel edges was also recorded. For an edge likelihood of 70% and $m = 3$, the ratio of number of actual hops to that of virtual hops was observed to be 1.14, which is a small overhead considering the improvement in routability.

Figures 6-7 also compares how tunnel edges improve the consistency of key routability of the network, for $m = 3$. It is observed that, at an edge likelihood of 70% with tunnel edges, the chances of a key being wrongly routed are 0.86% for greedy routing (and 0.19% for annealing routing).
6.4 Tunnel Edge Implementation in Brunet

Connection setup between P2P nodes is preceded by a connection protocol (Chapter 2) that uses the P2P overlay to rendezvous with a remote node for out-of-band exchange of information relevant for communication (through Connect To Me (CTM) messages), followed by a bidirectional linking protocol that establishes the connection. The connection protocol allows nodes to exchange their NAT-assigned IP address/port for hole-punching. To implement tunnel edges, the same mechanism to also used exchange information about connections to near neighbors.

Each connection in Brunet is based on an edge. Each node has one or more Uniform Resource Indicators (URIs) that abstract the edge protocols it can support and the endpoints over which it can communicate. For each type of edge, an EdgeListener is responsible for creating and maintaining edges of that type, and also sending and receiving messages over connections using that edge type. For example, to create an edge with another node using a URI `ipop.udp://128.227.56.123:4000`, the UdpEdgeListener is invoked, whereas to communicate with the same node using URI `ipop.tcp://128.227.56.123:4001`, the TcpEdgeListener is invoked. A Brunet node can have more than one EdgeListener, and new types can be easily added.

Before describing the process of creating a tunnel edge, I overview the functionality that allows each Brunet node C to also act as a message forwarder for communication between two nodes A and B. The message from the original source A is encapsulated inside a forward request message addressed to node C. When node C receives the message from A, it extracts the original message (from A to B), and sends it to node B. This functionality is used by a new Brunet node to identify its left and right neighbors in the P2P ring [85].

The tunneling of a connection between nodes A and B over common neighbors, is achieved by implementing an EdgeListener called TunnelEdgeListener. The URI for a node corresponding to the tunnel edges is computed dynamically by concatenating the
addresses of its closest *structured* connections. In addition to URIs corresponding to TCP or UDP, nodes also exchange their tunnel URIs inside *CTM* messages during the *connection protocol*. Once node A learns about the connections of node B, it computes the forwarding set $F$ which is the intersection of its own connections with those listed in the tunnel URI of B.

When a node A has computed the forwarding set $F$ with a remote node B, it then sends this information to B in an *Edge Request* using the forwarding services of one of the nodes in $F$. When B receives an *Edge Request*, it replies back with an *Edge Response* and also records the new tunnel edge. On receiving the *Edge Response*, the node A also records the new tunnel edge. Once the tunnel edge is successfully created, nodes A and B can subsequently create a connection between them.

This implementation does not require nodes in the forwarding to keep any state about the tunnel edges that are using them. Furthermore, the periodic *ping* messages to maintain a connection based on a tunnel edge also keep the underlying connections alive. Therefore, no extra overhead is incurred by nodes in the forwarding set. The forwarding set for a tunnel edge can change over time as connections are acquired or lost. To keep the forwarding set up to date and synchronized, nodes A and B notify each other about the changes in their connections.

When a node joins an existing overlay and cannot communicate with its immediate left and right neighbors, its tunnel URI is initially empty since it does not have any connections yet. However, it is possible that the new node can communicate with its other near neighbors, therefore it must first try to form connections with them and then use those connections to form tunnel edges with its immediate neighbors on the P2P ring. The new node learns about its other close neighbors through the *CTM* messages it receives from its immediate neighbors, which also contain a list of their *near* connections.
6.5 Experiments

In this section, I demonstrate the ability of the tunnel edge implementation to provide a complete ring of P2P nodes in environments where the majority of nodes are behind NATs and some pairs of nodes cannot communicate with each other directly. The time taken for a new node to become connected with its left and right neighbors in an existing P2P ring, in situations where these connections have to use tunnel edges, is also measured. Finally, the impact of using annealing routing and tunnel edges on connectivity within a WOW is also studied, when P2P nodes only had 81% chance of being able to setup connections.

6.5.1 Structure Verification of P2P Network

The completeness of the P2P ring is verified by iteratively “crawling” the Brunet network using the immediate right neighbor information at each node, and checking for the consistency of a node’s connections with respect to its predecessor. Specifically, for every node, it is tested if its immediate left near connection node identifies it as immediate right near connection node.

When two adjacent P2P neighbors cannot form a connection, it is likely that crawling the network using neighbor information will skip a node. If the next reported node has a connection with the missing node, an inconsistency will be reported. However, in case even the second node does not have connection to the missing node, the inconsistency may go unnoticed. It is still possible to observe a 100% consistent ring with a few nodes completely missing. These hidden nodes can be detected using information logged by Brunet at each node; knowledge of the number of nodes and their identifiers is also available.

The effect of the presented techniques with respect to overlay structure is demonstrated in both, a synthetic environment with artificially created situations that prevent connection setup; and also in a large-scale PlanetLab environment, which is known to exhibit route outages between pairs of hosts.
6.5.1.1 Majority of nodes behind NATs

The first experiment demonstrates the ability of Brunet to deal with heavily NATed environments. A network of 1030 nodes involving 12 private networks (each containing 80 P2P nodes) was deployed, starting from a seed network of 70 P2P nodes that was reachable from all other nodes. Each private network consisted of virtual machines (VMs) running behind VMware NATs on 12 physical hosts. The VMware NAT has been observed to behave as a port-restricted cone; the connection setup protocols in Brunet are known to work with these NATs.

Each node was configured to form connections with 3 neighbors on its immediate left and right. Of the total of 6180 structured near connections reported by all nodes, about 4926 (70%) existed between nodes which were on different private networks. These connections were not possible without decentralized NAT traversal. The P2P ring was 100% consistent.

6.5.1.2 Incomplete underlying network

In this experiment, a network of 711 P2P nodes was built incrementally by adding 16 VMs, one by one, each running 40 P2P nodes, to a bootstrap network of 71 nodes. Each P2P node was configured to use a unique pre-defined UDP port number. Using IPtables, the firewall rules on the VMs were configured to drop UDP packets such that the probability of setting up UDP-based connection between any two pairs of P2P nodes was 0.95.

The P2P ring contained 35 pairs of adjacent nodes that could not setup a UDP connection because of firewall rules. These pairs of nodes were however able to connect using tunnel edges, thus rendering a complete P2P ring.

6.5.1.3 Wide-area deployment

In this experiment, a network of over 420 nodes was deployed on PlanetLab with distinct hosts in North America, South America, Asia, Europe and Australia. It was observed that as many as 9 adjacent pairs on P2P ring (listed in Table 6-2) could
Table 6-2. Adjacent P2P nodes in wide-area deployment that could not communicate using TCP or UDP

<table>
<thead>
<tr>
<th>PlanetLab hosts with pair-wise routing outages</th>
</tr>
</thead>
<tbody>
<tr>
<td>planetdev05.fm.intel.com — pli2-pa-3.hpl.hp.com</td>
</tr>
<tr>
<td>planetlab-1.fokus.fraunhofer.de — planetlab2.cosc.canterbury.ac.nz</td>
</tr>
<tr>
<td>sjtu2.6planetlab.edu.cn — planetlab1.ubc-dsl.nodes.planet-lab.org</td>
</tr>
<tr>
<td>planetlab2-tijuana.lan.redclara.net — pli1-pa-3.hpl.hp.com</td>
</tr>
<tr>
<td>planetlab-1.man.poznan.pl — pli2-pa-2.hpl.hp.com</td>
</tr>
<tr>
<td>planetlab2.ls.fi.upm.es — planetlab1.cosc.canterbury.ac.nz</td>
</tr>
<tr>
<td>planetlab2.cosc.canterbury.ac.nz — planetlab3-dsl.cs.cornell.edu</td>
</tr>
<tr>
<td>athen.dvs.informatik.tu-darmstadt.de — uestc2.6planetlab.edu.cn</td>
</tr>
<tr>
<td>uestc2.6planetlab.edu.cn — planetdev02.fm.intel.com</td>
</tr>
</tbody>
</table>

not communicate using TCP or UDP transports. Their inability to connect, which was observed indirectly through the fact that tunnel edges had been created, was verified directly by logging into each host and observing that ICMP messages (and SSH connections) to its peer did not go through either.

The ability of tunnel edges to form was further evaluated by deploying additional 20 P2P nodes on hosts H1 and 20 nodes running on host H2. These nodes were configured to use only UDP transports, and their hosts H1 and H2 were configured to drop UDP packets between them, thus modeling a scenario where there is a routing outage between two sites. Two instances were observed where one of the adjacent pairs was running on H1, while the other was running on H2. Tunnel edges formed between these nodes in both cases, again rendering a 100% consistent P2P ring. Without tunnel edges, these nodes would have had inconsistent view of their local neighborhoods (in identifier space), and the messages addressed to them were likely to be misdelivered.

The delay incurred by a new P2P node (on a home desktop) to get connected with its left and right neighbors on the ring using tunnel edges was also measured, over several trials. The average time to get connected with neighbors is less than 10 seconds, using UDP or TCP. The home desktop did not have an Internet path to a few nodes on PlanetLab and every time it became a neighbor to one of these nodes, it relied on tunnel edges to get connected, which took 41 seconds on average. The current
implementation delays creation of tunnel edges by an arbitrarily chosen interval of 15 seconds (to accommodate for the delay in setting up TCP or UDP connections due to hole-punching or packet losses). However, in some cases it took up to 124 seconds to form tunnel edges with the neighbors. This delay in forming tunnel edges is explained as follows.

The linking protocol for connection setup is executed through one or more linkers; each linker sends link messages using the different URIs of the remote node in parallel until it starts receiving replies. Only one linker is active at a time, during which it sends several link messages over a URI until it starts receiving replies or gives up. Initially, the new node does not have any connections to tunnel over and its tunnel URI is empty. The first linker that is created can thus only succeed using TCP or UDP. When TCP or UDP communication is not possible, it takes several attempts for the linker to finish, and the next linker to be activated. In some cases, the linker containing a usable tunnel URI (created after the node has acquired a few connections) is still waiting in the queue. An alternative implementation is possible that allows updations to the tunnel URI listed in the currently active linker, which would obviate the need to wait for the next linker.

6.5.2 Connectivity within a WOW

This section investigates the impact of using annealing routing and tunnel edges with respect to improvements in connectivity within a WOW-based Condor pool. A WOW consisting of 180 Condor worker nodes and 1 manager was setup, using a bootstrap infrastructure of 20 P2P nodes. The number of workers reported by the manager (using the \texttt{condor_status} command) was measured, which is representative of the achievable throughput of the Condor pool. Furthermore, once a worker has been chosen for job execution by the Condor manager through matchmaking, the process of job submission involves direct communication between the submit node and the worker. The all-to-all connectivity between worker nodes is also reported. The connectivity within the WOW
was measured by sending 30 ICMP ping messages between each pair of worker nodes, and counting the pair as not being connected if ping reported 100% packet loss.

Initially P2P edges are allowed to form without constraints. The Condor manager reported all 180 workers, and the workers were all-to-all connected. The P2P ring was 100% consistent. To create situations where direct communication was not always possible, the UdpEdgeListener at each node was configured to deny UDP-based connections with a probability 0.10. The probability of two nodes being able to form a UDP-based connection is thus given by $(1 - 0.10)^2 = 0.90^2 = 0.81$.

The P2P nodes were configured to only use greedy routing and no tunnel edges. The Condor manager reported at most 160 nodes, i.e. only 88% of the worker nodes were available. In addition, there were 6020 pair-wise worker connections (out of $180 \times 180$) that could not form. In another experiment, the P2P nodes were configured to use annealing routing but no tunnel edges. The Condor manager reported 177 worker nodes, and there were 859 pairs of workers that could not communicate with each other.

Finally, both annealing routing and tunnel edges were enabled. The P2P ring consisting of 201 nodes (20 bootstrap, 1 manager and 180 workers) reported 40 tunnel edges, which formed when UDP communication was denied by one of the UdpEdgeListener between adjacent P2P nodes. Only one inconsistency was observed on the P2P ring, where a tunnel edge did not form because the P2P nodes did not have any overlap on their UDP-based connections, the overlapping connections were already based on tunnel edges and the existing implementation does not support recursive tunneling. The Condor manager reported all 180 workers, and there were only 7 pairs of workers that could not communicate.

### 6.6 Related Work

In [8], the authors describe the implementation of a Sockets library that can be used by applications for communication between nodes subject to a variety of constraints in wide-area networks. My work, on the other hand, investigates an approach where
applications can be deployed without any modifications, by providing a virtual network with all-to-all connectivity. Furthermore, the described techniques are self-configuring and fully decentralized.

Structured P2P systems (Chord [40], Pastry [39], Bamboo [89], Kademlia [100]) have primarily focused on efficient overlay topologies [27], reliable routing under churn [89][101], and improving latency of lookups through proximity-aware routing [102]. In [26][105], the authors describe the affect of a few (5% broken pairs) Internet routing outages on wide-area deployments of structured P2P systems. On the other hand, my focus is to enable overlay structure maintenance in when a large majority of nodes behind NATs, and several scenarios hinder communication between nodes. The techniques described in this chapter facilitate correct structured routing, even when many (up to 30%) pairs of nodes cannot communicate directly using TCP or UDP.

In [99], the authors present techniques to provide content/path locality and support for NATs and firewalls, where instances of conventional overlays are configured to form a hierarchy of identifier spaces that reflects administrative boundaries and respects connectivity constraints among networks. In a Grid scenario, however, network constraints are not representative of collaboration boundaries, as virtual organizations (VOs) are known to span across multiple administrative domains.

A technique similar to tunnel edges is also described in [87], in the context of a P2P-based email system built on top of Pastry. My work, on the other hand, uses tunneling to improve all-to-all virtual-IP connectivity between WOW nodes. I also quantify the impact of the described techniques on structured routing through simulations, under different edge probabilities between nodes. Unmanaged Internet Protocol (UIP) [108] proposes to use tunneling in Kademlia DHT to route between “unmanaged” mobile devices and hosts in ad hoc environments, beyond the hierarchical topologies that make up the current Internet. However, my focus is to facilitate IP communication between Grid resources in different “managed” Internet domains.
In [109], the authors describe an algorithm for providing strong consistency of key-based routing (KBR) in dynamic P2P environments, characterized by frequent changes in membership due to node arrivals and departures. The improvements in eventual consistency by using the techniques described in this chapter can also benefit the implementation of strongly consistent KBR. Similarly in [110], authors provide asymptotic upper bounds on the number of hops taken by messages under varying rates for link and node failures, and describe heuristics to improve routing under those failures. However, their work does not consider failures of links with neighbor nodes and the subsequent impact on consistent structured routing. To complement fault-tolerant routing, the tunneling technique described in this chapter also attempts to correct the overlay structure in presence of link failures.

### 6.7 Conclusion

In this chapter, I have described and evaluated two synergistic approaches for improving routing in structured P2P networks: annealing routing and tunnel edges. Together, these approaches improve the all-to-all routability of a 1000-node ring structured overlay from 90% to 99%, when pairs of nodes in the underlying network only have a 70% chance of being able to communicate. Probabilistic analysis and simulation-based experiments suggest that tunnel edges are effective when each node maintains at least 3 neighbors on each side. Experiments with an implementation demonstrated the ability of Brunet to provide a consistent P2P ring, even when adjacent pairs of node in identifier space cannot communicate using TCP and UDP, in both synthetic environments and a wide-area deployment. The consistent structured P2P routing has also been shown to improve the virtual-IP connectivity within a WOW-based condor pool experimentally.

The current implementation of tunnel edges “passively” relies on an overlap to exist between connections of two nodes, for forming an tunnel edge between them. Symmetric NATed nodes can be difficult to handle using this implementation since they can only communicate with public nodes (or nodes behind cone-NATs). These nodes may not
be able to connect with any of their close neighbors\textsuperscript{3}. Alternative implementations can also be conceived that allow nodes to discover suitable proxy nodes, “actively” form connections to these nodes, and then use these connections to form tunnel edges.

\textsuperscript{3} Although port-prediction has been proposed to setup communication between nodes behind symmetric NATs, these techniques have not proved very effective
CHAPTER 7
IMPROVING END-TO-END LATENCY

In structured P2P systems such as IPOP, nodes arrange themselves in a well-defined topology that is dictated by their randomly chosen node identifiers. As a result, structured routing is oblivious of the geographical location of nodes. The subsequent routing delays affect the latency observed by services such as the DHT operations, the connection setup protocols, and the applications of IPOP virtual network when shortcut connections cannot form. Furthermore, several tools used to gather information about the IPOP deployments on PlanetLab (such as P2P ring crawler as described in Chapter 6), also rely on overlay routing to communicate with a node.

Techniques [111] have been proposed to embed locality information into node identifiers to make the overlay routing (that follows the node identifiers) latency-aware, however doing so adversely affects the uniform distribution on node identifiers and subsequently the bounds on average number of overlay hops and DHT data reliability. A well-known technique called Proximity Neighbor Selection (PNS) [27] reduces latency of structured P2P routing by requiring nodes to consider proximity information while choosing only some (not all) of their connections. It works with random assignment of P2P identifiers and does not affect the bounds on the number overlay hops and DHT reliability. In this chapter, an implementation of PNS in the IPOP system is presented, and is shown to achieve up to 30% improvement in route latency of the IPOP overlays deployed on PlanetLab.

As described earlier, connectivity constraints in wide-area can prevent creation of adaptive shortcut connections between IPOP nodes. Even with PNS, the latency of (multi-hop) P2P routing for virtual IP packets is still very high for many applications. In such cases, it is possible to establish a 2-hop overlay tunnel between IPOP nodes, by selecting a proxy node based on some criteria. This chapter also investigates techniques to
discover proxy nodes that minimize end-to-end latency between IPOP nodes, that cannot form a shortcut.

Both PNS and proxy discovery require the knowledge of Internet latencies between pairs of nodes in the network. One possibility is to take explicit round-trip time (RTT) measurements to another node. However, in a heavily NATed environment (as depicted in Sections 5.1 and 6.5.1.1, measuring latency to an arbitrary node may also require setting up a connection to that node through hole-punching, that could incur a messaging overhead of up to 10.2 Kbytes. Since connection setup incurs non-trivial cost and delay, it is not useful to establish connections for short-lived communication with arbitrary nodes, such as measuring RTT to a node. To alleviate this need for creation of short-lived connections, a low-overhead technique based on network coordinates is used that allows arbitrary pairs of nodes to estimate Internet latencies to each other without requiring an explicit measurement.

The rest of this Chapter is organized as follows. In Section 7.1, I describe network coordinates and their implementation in the IPOP system. Section 7.2 focusses on improvements in overlay routing. I describe PNS, its implementation in IPOP and evaluate the corresponding improvements in route latency of IPOP overlays on PlanetLab. The focus of Section 7.3 is on improving IPOP latency by setting up a 2-hop path through a suitably chosen proxy node when direct communication is not possible between end-nodes. I describe and evaluate techniques to discover proxy nodes that minimize latency between end-nodes, under different scenarios.

7.1 Network Coordinates

In this approach, nodes in the system compute coordinates in some low-dimensional space such that the distance between coordinates of two nodes gives an estimate of the latency between them. Two classes of algorithms for network coordinate computation exist: (1) schemes that require a fixed number of landmark nodes (GNP [112], Lighthouses [113]), and all other nodes compute their coordinates by measuring latency to these landmark
nodes and (2) schemes where all nodes in the system participate in coordinate computation Vivaldi [28], and their is no dependence on external nodes. The second class of algorithms are more suitable for an autonomous system such as IPOP, since they facilitate deployment and maintainability by allowing all nodes in the system to execute the same code.

In the Vivaldi algorithm, all nodes in the system start at random points in space, initially. By periodically taking RTT samples to a fixed set of a few random nodes, a node adjusts its coordinates. Gradually, these coordinates evolve to represent the Internet latencies between nodes. The Vivaldi algorithm is described in detail in Appendix B.

Support for Vivaldi network coordinates has been incorporated into the Brunet P2P system. Periodically, a node takes a RTT measurement to ones of its existing connections. These measurements do not impose any extra overhead, since they supplement the periodic ping messages to keep idle connections alive. The periodic RTT measurements are taken at an application-level, and hence exhibit high-variances that can cause slow convergence and instability The implementation of network coordinates in the IPOP system uses statistical filtering of latency samples [114], to achieve tolerance to the noise in RTT measurements, and still be responsive to sustained change in latencies.

Figure 7-1 shows the cumulative distribution function (CDF) of the estimation error for latencies between pairs of nodes (using network coordinates) on an overlay consisting of than 350 nodes on PlanetLab, measured at different instants. Each node in the overlay acquires about 15 connections on average, which it periodically samples every 10 seconds. The embedding space for the network coordinates is a 2 dimensional, with a scalar height vector. The prediction accuracy of network coordinates is observed over time. After 5 hours of bootstrapping the system, the median prediction error is observed to be about 15%, which is also in agreement with other studies on using network coordinates [115]. Even though a network of 350 nodes, all bootstrapped at once, take about 5 hours to achieve this accuracy, such networks typically grow incrementally, one node at a time. Related work [28] has shown than once there is a critical mass of well-placed nodes in a
Vivaldi network, a new node joining the system needs to make few measurements in order to find a good place for itself.

7.2 Improving Latency of Overlay Routing

In this section, I describe a technique called Proximity Neighbor Selection (PNS) [27], to improve latency of multi-hop structured P2P routing in IPOP, by requiring P2P nodes to select a subset of their connections based on network proximity.

7.2.1 Proximity Neighbor Selection in Brunet

As described earlier, each node in the Brunet system maintains $k$ structured far connections, besides the structured near connections it maintains to its neighbors in identifier space. By default, these connections are chosen as follows. The distances traveled by all the shortcut connections in the structured ring must follow a probability distribution function (pdf) of the following form: $pdf(d) \propto \frac{1}{d}$, where $d$ denotes the distance traveled by the connection in identifier space. The local density of addresses is used to estimate the network size and thus $d_{\text{ave}}$, the average distance between nodes. Then, a random number $d$ is chosen between $d_{\text{ave}}$ and $2^{160}$ with probability proportional to $\frac{1}{d}$ and connect to the node $B$ that is about distance $d$ away in the address. These far
connections bound the number of overlay hops between pairs of nodes to \(O\left(\frac{1}{k} \log^2(n)\right)\), where \(n\) is the size of the network.

Figure 7-2. Proximity neighbor selection

PNS requires nodes to also consider network proximity while choosing far connections, as illustrated in Figure 7-2. In this figure, the node \(A\) considers a range \(R\) of size \(O(\log(n))\) nodes starting at the random target node \(B\) (in identifier space), selected using the technique described above. Instead of connecting to the node \(B\), the node \(A\) connects with the node \(B'\) in range \(R\) that has the smallest Internet latency to itself. In addition, each node also keeps a connection to the closest node (in terms of latency) among its \(\log(n)\) nearest neighbors in the identifier space. In general, an overlay path between two nodes (adequately separated in identifier space) is dominated by far connections, since these connections travel most of the distance in identifier space. The number of hops over far connections is thus a function of \(n\), while only the last few (constant, say \(M\)) hops are over connections. By selecting far connections based on proximity, messages can avoid taking long latency hops for most of its progress towards the destination, thus leading to reduction in overlay latency. Furthermore, choosing far connections using this technique also preserves the bound on the number of overlay hops between pairs of nodes to \(O\left(\frac{1}{k} \log^2(n)\right)\), where \(n\) is the size of the network.
The average latency of routing between pairs of nodes is evaluated as follows. Let \( k = O(\log(n)) \), be the number of far connections per node. The average number of hops in an overlay path is thus given by \( O\left(\frac{1}{k}\log^2(n)\right) = O(\log(n)) \). The overall latency of the routing path is thus given by \( \sum_{i=1}^{i=O(\log(n))} X_i + \sum_{j=1}^{j=M} Y_j \), where \( X_i \) is the latency of the \( i^{th} \) hop over a far connection and \( Y_j \) is the latency of the \( j^{th} \) hop over a near connection. The expectation of this latency is thus given by

\[
E\left[ \sum_{i=1}^{i=O(\log(n))} X_i + \sum_{j=1}^{j=M} Y_j \right] = \sum_{k=1}^{k=O(\log(n))} E[X_i] + \sum_{j=1}^{j=M} E[Y_j] = \sum_{k=1}^{k=O(\log(n))} E[X_i] + MA,
\]

where \( A \) is the average Internet latency between nodes. Further assume that the pair-wise latencies between nodes are exponentially distributed. The minimum of \( m \) homogeneous exponentially distributed random variables (with rate \( \lambda \) and mean \( \mu \)) is another exponential random variable with rate \( m\lambda \) and mean \( \frac{1}{m\mu} \). For \( m = O(\log(n)) \) (the size of range \( R \) in PNS), this mean evaluates to \( \frac{1}{O(\log(n))}\mu \). If each of the far connections is chosen using PNS, then the expected latency evaluates to:

\[
= \sum_{k=1}^{k=O(\log(n))} \frac{1}{O(\log(n))}A + MA = O(\log(n))A + MA = O(A) \quad (M and N are constants)
\]

which is independent of \( n \).
To determine the closest node in range $R$, the PNS implementation in IPOP uses network coordinates to estimate Internet latency to another node. I now describe the implementation of PNS in the IPOP overlay.

### 7.2.2 Implementation in Brunet

In the Brunet P2P system, the entire 160-bit address space is divided into different address classes. One class of is that of structured addresses, which correspond to the node identifiers and DHT keys. Another address class contains directional addresses, “Left” and “Right”, and is used to send messages to nodes on either side of the P2P ring. A message bearing a destination address “Left” is routed (towards left) along the structured ring, until its time-to-live (TTL) expires. In addition, a routing mode called *path-deliver* also delivers the message to each intermediate node in the path, thus providing a mechanism to address each node in a range of size $R$ (specified as TTL).

Given the above functionality, a component called *VivaldiTargetSelector* (VTS) has been implemented that enables a node to discover the closest node $B'$ in the range $R$ starting at its guessed random address $s$. The VTS takes as input (1) start address $s$ of the range and (2) size $r$ of the range. Using the start address $s$ as forwarder, it sends a query requesting the local network coordinates to the directional address “Left” with TTL set to $r$, and routing mode *path-deliver*. This query is the delivered to each node in the range of size $r$ to the left of address $s$, and the results are communicated back to the source node.

The VTS then measures the distance of in the network coordinate space to each candidate node, and selects the closest node $B'$ for connection setup. An estimate of the network size is made using address range spanned by the *near* connections at a node. Periodically every 300 seconds, a node randomly selects a *far* connections to check if it is still optimal by querying the same range $R$ for network coordinates. In case the connection node is no longer the closest, the connection is trimmed. These periodic checks takes care of the evolution of network coordinates over time and also arrival of a closer node in the range $R$. 
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The next Section evaluates the improvements in path latency by using PNS based on Vivaldi network coordinates. One of the key contributions of this work is verification of the applicability of network coordinates to the Brunet overlays deployed on PlanetLab.

7.2.3 Experiments

To measure the improvements in latency of overlay routing, two overlays were simultaneously deployed on two different slices (on over 350 hosts) on Planet Lab, one with PNS enabled, and the another with this functionality disabled. The node identifiers were computed using the hash of the hostname, so that P2P nodes running on the same host (but belonging to different slices or overlays) have the same identifiers. This selection of nodes identifiers assured that both the overlays had the same structure for the P2P ring. Both networks were then simultaneously crawled using the right neighbor information at each node. Using each crawled node as source, a ping request is sent to 10 randomly generated addresses on the overlay. These requests are routed on the overlay, until they reach a node that is closest to the destination. The destination then replies back with a ping response, which is routed back to the source node. The incurred delays in getting responses provide an estimate of the latencies of overlay routes. This process is repeated over 5 times for different networks.

The cumulative distribution of the observed round-trip delay is shown in Figure 7-3. It is observed that PNS results in up to 40% reduction in the average overlay latency. This reduction in overlay latency is also reflected in the decrease in crawl times and DHT operations on IPOP overlays, thus validating the applicability of PNS and network coordinates to the structured overlays deployed in wide-area.

The ability of network coordinates to correctly predict the closest node in each queried range $R$ is also evaluated. The candidate set (with their coordinates) for each PNS query is logged. The round-trip times (RTTs) between PlanetLab nodes as measured by ICMP pings, are then used to determine the percentage of nodes that were closer to the current node than the one selected by the VivaltiTargetSelector (using network
Figure 7-3. Round-trip times (RTTs) for overlay pings with PNS and without PNS. Average RTT is (1) 1.75 secs (with PNS), (2) 2.86 secs (without PNS).

Figure 7-4. Percentage of nodes in the queried range $R$ that are closer to the source node than the one selected by network coordinates. On average, 8.76% of the nodes in the queried range $R$ are closer than the selected node.
coordinates). This distribution is shown in Figure 7-4. It is observed that with probability greater than 0.60, network coordinates can correctly identify the closest node, while with probability 0.90 the selected node is among the closest 20% of the queried nodes.

The relative latency error for each selection is defined as $\frac{d_{\text{sel}} - d_{\text{opt}}}{d_{\text{opt}}}$, where $d_{\text{sel}}$ is the latency to the closest node selected using network coordinates, and $d_{\text{opt}}$ is the latency to the closest node indicated by ICMP ping times. The CDF of relative latency error is shown in Figure 7-5. It is observed that in more than 80% of the cases, the relative latency error is less than 0.50.

Even with PNS, the average latency on the overlay is still observed to be very high (in excess of a second) for efficient routing of virtual IP packets when direct communication is not possible between IPOP nodes. In the next section, I investigate techniques to reduce end-to-end performance of the IPOP virtual network in such scenarios, by setting up a 2-hop communication path through proxy nodes with desired capabilities.
7.3 Improving Latency of Virtual IP Communication

When direct communication is not possible, the virtual IP traffic between IPOP nodes is routed through one or more P2P nodes. In such cases, the performance of the virtual network is still limited by the capabilities of the nodes in the routing path. Scenarios have been observed where some P2P nodes limit the traffic that can flow through them. For example, the PlanetLab nodes that are used to bootstrap WOWs run on hosts that impose a cap on maximum network bandwidth that they use; large amount of IPOP traffic flowing through these nodes can cause the cap to be exceeded and all processes (including P2P node) to be killed.

The latency of virtual IP communication can be reduced by setting up a 2-hop communication path between end nodes, A and B (that cannot establish direct communication), through another node P in the network that has sufficient resources to efficiently route virtual IP packets. A similar approach is also used in the Skype [23] system. In Skype, some nodes in the system elevate to status of supernodes, on basis of their capabilities (CPU, memory and disk) and network connectivity. These nodes can proxy communication between other nodes in the system. The information about the supernodes in maintained in a central directory. It is retrieved by a new node on start-up, and cached locally for the future. In a system such as IPOP where nodes belong to different organizations and individuals, managing such central servers is a problem as described in Chapter 4. To achieve autonomous operation of the IPOP virtual network, decentralized techniques to discover proxy nodes are more suitable, and are investigated in this chapter.

In an IPOP overlay, a node is only aware of a few other nodes, the ones it is connected with. In order to discover a proxy node P to communicate with another node B in the network, a node A must be able to query the network for a node with certain desired characteristics that depend on the nature of the application – an interactive application might require a proxy node such that the end-to-end delay is within a delay budget, whereas a data-transfer application would need a proxy that will provide sufficient
end-to-end bandwidth. This problem can thus be formulated as a wide-area resource discovery problem. Before describing techniques that have been developed for resource discovery in IPOP, I give an overview on related work on wide-area resource discovery in the next section.

### 7.3.1 Wide-area Resource Discovery

Condor [19] uses a central manager to match application requirements to resource characteristics. Grid technologies [116] require each participating site in the collaboration to maintain a local directory, which maintains information about the local resources at that site. These systems require some setting up and maintaining dedicated servers, which becomes difficult when users and resource providers are individual users on the Internet.

SWORD[97] presents an extensive framework for discovering wide-area hosts for service deployment that meet certain user-defined criteria. Each resource is described by a set of attribute values which can be time-varying. Wide-area hosts form structured overlay where besides being a resource that periodically publishes its state, every host is also responsible for storing part of information about other resources. XenoSearch[117] is another system for discovering suitable Xen hosts on the Internet, for deploying services inside VM containers. The absence of special servers to store resource characteristics makes these systems highly self-managing, and thus more suitable for a fully-decentralized environment.

Both these systems use a DHT to store resource attributes. For each relevant resource attribute, an entry \((attribute \ value, resource \ identifier)\) is created in the DHT. This information is only stored as soft-state since attribute values may vary over time. In addition, SWORD also handles range queries on attribute values. Many resources might satisfy the constraints imposed by a query, which affects the query processing cost. Each query therefore also specifies the maximum cost that must be incurred to process it.
7.3.2 Discovering Proxies in IPOP

Several characteristics of the proxy node impact the performance of the virtual network as perceived by the application. These include (1) Internet latency to the end nodes, (2) network bandwidth (3) CPU speed and load that impact both latency and bandwidth. In this work, the focus is on the sum of Internet latencies of the end nodes to the proxy ($A \leftrightarrow P$ and $P \leftrightarrow B$), to achieve optimal end-to-end latency. I now describe two techniques to discover such proxy nodes.

7.3.2.1 Closest connection (CC)

In this basic approach, a node $A$ selects its minimum latency connection as the proxy for communication with another node $B$. The idea is to reduce the latency of one of the 2 hops to the destination. This technique does not impose any discovery overhead. Furthermore, in the IPOP overlay, each node has $O(\log(n))$ connections. In a network of about 450 nodes, it is observed that nodes can acquire about 15 connections on average. Since these connections are to random hosts (node identifiers are randomized) on the Internet, it is possible that these connections span different regions of the Internet space and the closest (out of 15) connections is also at a decent percentile among all the nodes. In the rest of this Chapter, I refer to this approach by CC.

The quality of proxy selection in this approach is limited by the connections at a node, which are chosen randomly. The next section describes an approach that can search other nodes in the network, beyond the existing connections at a node, to find proxy nodes that minimize end-to-end latency.

7.3.2.2 Expanding Segment Search (ESS)

Since Internet latency is an inter-node attribute, it can only be stored and queried with respect to another node. To obviate the need to compute and store latency to every other node in the system, this approach relies on estimates based on network coordinates. The latency for using a proxy $P$ between IPOP nodes $A$ and $B$ is estimated as the sum of the distances, $A \leftrightarrow P$ and $P \leftrightarrow B$ in the network coordinate space.
Network coordinates are multi-dimensional attributes, and retrieving nodes based on network coordinates requires range queries on the system. DHT-based data structures such as Prefix Hash Trees (PHTs) [118] have been proposed to efficiently store multi-dimensional attributes such as network coordinates, and do range queries on them. However, network coordinates are dynamic and error-prone, therefore, using a PHT to store these attributes can be an overkill. Instead, it is possible to directly query nodes for their network coordinates. I have developed a generic framework based on map-reduce for parallel execution of such distributed queries and aggregation of results from a large number of nodes, which is described in Appendix C. I now describe the search algorithm.

The goal of this algorithm is to find a proxy node such that this sum $S$ of distances ($A \leftrightarrow P$ and $P \leftrightarrow B$) is within a fraction $f$ of direct distance $A \leftrightarrow B$. The search query is executed using the using map-reduce resource discovery framework by broadcasting over different segments of the P2P ring, as shown in Figure 7-6.

The Map function takes as argument the coordinates of nodes $A$ ($nc_a$) and $B$ ($nc_b$), and a delay fraction $f$. If the sum $S_p$ of the distances of the local coordinates ($nc_{local}$) from end nodes (i.e. $|nc_a - nc_{local}| + |nc_b - nc_{local}|$) is within fraction $f$ of the direct distance (i.e. $f \times |nc_a - nc_b|$), it returns a list containing a single tuple ($S_p, Identifier_p$). Otherwise it returns an empty list. The Reduce function merges the child list of tuples with the current list based on the first component (sum of distances) in each tuple, to build a single list of at most $K$ (typically 10) tuples with the best sums.

In Figure 7-6, the node A first queries a segment of the ring of size $r$, starting at itself, for the best $K$ nodes that match the criteria. If no such node is found, the node A then queries a the next segment which is twice as big as the current segment. This expanding ring search terminates once atleast one node that matches the criteria has been found or when the entire ring has been queried. In the rest of this Chapter, I refer to this approach by ESS.
7.3.3 Experiments

This section evaluates the two described techniques for selecting a proxy node to create a 2-hop communication path between IPOP nodes. Table 7-1 shows the 6 different overlays on PlanetLab that were used for experiments. The overlays within each set (Exp1, Exp2), (Exp3, Exp4) and (Exp5, Exp6) were deployed simultaneously on two different slices, with and without PNS, respectively. These overlays were crawled to collect the list of connections (ordered by latency) and network coordinates at each node. The average number of connections acquired by overlay nodes was observed to be 15. The ordered list of connections is then used to determine the proxy node that would have been selected using CC, for each pair of nodes. Likewise, it is also possible to simulate the ESS algorithm offline for each pair of end nodes, given the node identifiers and coordinates (both of which are available from the crawl).

The correct ordered list of proxies (ordered by end-to-end latency through the proxy node) for each pair of end nodes, was computed from the ICMP ping latencies between nodes. For each pair, I refer to the most ideal proxy as \( p_{opt} \), and the end-to-end latency for using that proxy node as \( d_{opt} \). Likewise, I refer to the proxy selected by the described
<table>
<thead>
<tr>
<th>Overlay</th>
<th># of nodes</th>
<th>PNS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exp 1</td>
<td>485</td>
<td>Yes</td>
</tr>
<tr>
<td>Exp 2</td>
<td>448</td>
<td>No</td>
</tr>
<tr>
<td>Exp 3</td>
<td>482</td>
<td>Yes</td>
</tr>
<tr>
<td>Exp 4</td>
<td>454</td>
<td>No</td>
</tr>
<tr>
<td>Exp 5</td>
<td>488</td>
<td>Yes</td>
</tr>
<tr>
<td>Exp 6</td>
<td>452</td>
<td>No</td>
</tr>
</tbody>
</table>

Table 7-1. Configurations of overlays used to evaluate CC and ESS

techniques as $p\$, and the end-to-end latency through that proxy as $d_p\$. To compare the quality of the proxy node $p$ selected by CC and ESS, the following metrics are used:

1. **Relative Penalty (RP):** The relative penalty for using $p$ over $p_{opt}$ is given by:
   \[
   \frac{d - d_{opt}}{d_{opt}}.
   \]

2. **Absolute Penalty (AP):** The absolute penalty for using $p$ over $p_{opt}$ is given by:
   \[
   d - d_{opt}.
   \]

In Table 7-2 summarizes the RP and AP for CC and ESS (with $f$: 1.2, 1.1, 1.05), observed on overlays Exp 1 and Exp 2. The average number of nodes queried in the three configurations of ESS, was 37, 57 and 87. Interestingly, it is observed that the simple approach CC performs better than either configuration of ESS, which is reflected in its lower RP and AP. Another interesting observation is that for the overlay without PNS (Exp 2), the difference in RPs and APs of proxies selected by CC and ESS is lesser than that of the overlay with PNS (Exp 1). In fact, CC performs almost the same as ESS.

This observation is explained from an information-theoretic perspective. CC relies on the information contained in a node’s connections for proxy selection, whereas ESS uses the information contained in network coordinates. With 15 connections, it is possible that a node acquires a good view of the Internet space. The amount of information present in CC cannot be matched by that of network coordinates, due to their high estimation errors. Furthermore, when PNS is used, the information contained in network coordinates is also used in selecting connections close to a node, thus providing a node a better view of the network and a much better performance on CC over ESS. Similar observations were also made for other overlays as shown in Figure 7-7.
Figure 7-7. Relative penalty (RP) for using a proxy node selected by CC and ESS (1.2), when all nodes in the network can serve as proxies.
Table 7-2. Relative and absolute penalties of CC, ESS (1.1), ESS (1.2) and ESS (1.05) for overlays Exp 1 (with PNS) and Exp 2 (without PNS)

| %-ile | Exp 1 (With PNS) | | | | Exp 2 (Without PNS) | | | |
|-------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
|       | CC | ESS (1.2) | ESS (1.1) | ESS (1.05) | CC | ESS (1.2) | ESS (1.1) | ESS (1.05) |
| 25    | 0.076 | 0.117 | 0.113 | 0.111 | 0.106 | 0.133 | 0.127 | 0.124 |
| 50    | 0.166 | 0.213 | 0.208 | 0.204 | 0.225 | 0.245 | 0.236 | 0.231 |
| 75    | 0.337 | 0.427 | 0.417 | 0.415 | 0.470 | 0.537 | 0.519 | 0.511 |
|       | 35.572 | 43.622 | 42.693 | 42.003 | 49.051 | 51.238 | 49.689 | 48.98 |
| 90    | 0.742 | 1.008 | 1.014 | 1.012 | 1.129 | 1.373 | 1.337 | 1.324 |
|       | 63.403 | 71.118 | 69.397 | 68.466 | 92.258 | 110.227 | 106.027 | 105.575 |

Even though a low-overhead technique CC provides a much better proxy selection (in terms of latency) than ESS, the search space and the quality of proxies (by also including other criteria) in CC is still limited by the connections at a node. Scenarios arise where only a subset of the nodes in an IPOP overlay can be used as proxies. For example, PlanetLab nodes that impose limits on the amount of traffic they can handle are poor candidates for proxy selection. In addition, to proxy connections between certain pairs of nodes, it is also important that the proxy node has good network connectivity, such as it is a public node and also has sufficient CPU cycles to route IPOP traffic. It is possible that only a few (or none) of the existing connections have sufficient resources to efficiently route virtual IP traffic. With only a small subset of a node’s connections to select from, it is possible that only a small amount of latency information is usable by CC.

In another set of experiments, only fraction of the nodes were randomly classified as potential proxies. These represent nodes that have good network connectivity, and other resources to efficiently route IPOP traffic. In this scenario, CC selects the closest connection that is also a potential proxy. Similarly, ESS search only considers nodes that are potential proxies. Another algorithm called ESS (first) is also introduced, which selects the first potential proxy encountered in the ESS search without considering latency at
all. This algorithm is used to verify if incorporating network coordinates provides a better proxy selection.

Table 7-3 summarizes the penalties (RP and AP) for CC and ESS when 100%, 30% and 20% of the nodes are potential proxies, for the overlays Exp 1 and Exp 2. It is observed that when less than 30% of the nodes (about 135 nodes out of 450) in the network can serve as proxies, ESS provides a better proxy selection than CC. Given a uniform likelihood of 30% for being a proxy, less than 5 (out of 15) of a node’s connections can be used as proxies, which greatly reduces the latency information present available to CC for proxy selection. It is also observed that the CC performs better on overlays configured with PNS, because the connection set of each nodes already incorporates latency information from network coordinates. The average number of nodes queried by ESS (1.2) was 74 and 99 for 30% and 20% fraction of potential proxies, respectively.

Figures 7-8 and 7-9 present the CDF of the RP for the three approaches, CC, ESS (1.2) and ESS (first), on the other overlays. In each case, ESS (1.2) results in a lower RP than both CC and ESS (first).

7.3.4 Discussion

The ESS algorithm can be easily modified to also consider other criteria beyond Internet latency such as their CPU speeds, network bandwidth and connectivity, and also the policies defined by owners for usage of their resources as proxies. These criteria can be incorporated into the search by simply modifying the Map function for broadcast. It is conceivable to use a combination of search techniques for low latency – using CC when a good number of a node’s connections are potential proxies and resorting to ESS only when this number is below certain threshold, such as 4.

7.4 Conclusion

In this chapter, I have addressed the latency of two different aspects in an IPOP overlay: multi-hop overlay routing and virtual IP communication between IPOP nodes in the absence of direct communication.
Figure 7-8. Relative penalty (RP) for using a proxy node selected by CC and ESS (1.2), when all nodes in the network can serve as proxies, when only 30% of the nodes can serve as proxies.
Figure 7-9. Relative penalty (RP) for using a proxy node selected by CC and ESS (1.2), when all nodes in the network can serve as proxies, when only 20% of the nodes can serve as proxies.
Table 7-3. Relative and absolute penalties of CC and ESS (1.2) for different fraction of proxy nodes

<table>
<thead>
<tr>
<th>Network</th>
<th>% of proxy nodes</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>100</td>
<td>30</td>
<td>20</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>%-ile</td>
<td>CC</td>
<td>ESS (1.2)</td>
<td>CC</td>
<td>ESS (1.2)</td>
<td>CC</td>
</tr>
<tr>
<td></td>
<td>Exp 1 (With PNS)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>0.076</td>
<td>0.117</td>
<td>0.085</td>
<td>0.079</td>
<td>0.101</td>
<td>0.083</td>
</tr>
<tr>
<td>50</td>
<td>0.166</td>
<td>0.213</td>
<td>0.194</td>
<td>0.167</td>
<td>0.232</td>
<td>0.170</td>
</tr>
<tr>
<td>75</td>
<td>0.337</td>
<td>0.427</td>
<td>0.472</td>
<td>0.368</td>
<td>0.558</td>
<td>0.377</td>
</tr>
<tr>
<td></td>
<td>35.357</td>
<td>43.622</td>
<td>49.260</td>
<td>40.266</td>
<td>58.390</td>
<td>40.612</td>
</tr>
<tr>
<td>90</td>
<td>0.742</td>
<td>1.008</td>
<td>1.236</td>
<td>0.934</td>
<td>1.402</td>
<td>0.891</td>
</tr>
<tr>
<td></td>
<td>63.403</td>
<td>71.118</td>
<td>92.470</td>
<td>69.599</td>
<td>109.546</td>
<td>77.211</td>
</tr>
<tr>
<td></td>
<td>Exp 2 (Without PNS)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>0.106</td>
<td>0.133</td>
<td>0.132</td>
<td>0.131</td>
<td>0.124</td>
<td>0.090</td>
</tr>
<tr>
<td>50</td>
<td>0.225</td>
<td>0.245</td>
<td>0.270</td>
<td>0.240</td>
<td>0.274</td>
<td>0.187</td>
</tr>
<tr>
<td></td>
<td>26.573</td>
<td>30.247</td>
<td>36.405</td>
<td>31.771</td>
<td>38.277</td>
<td>23.158</td>
</tr>
<tr>
<td>75</td>
<td>0.470</td>
<td>0.537</td>
<td>0.695</td>
<td>0.513</td>
<td>0.965</td>
<td>0.415</td>
</tr>
<tr>
<td></td>
<td>49.051</td>
<td>51.238</td>
<td>67.040</td>
<td>52.404</td>
<td>108.508</td>
<td>42.939</td>
</tr>
<tr>
<td>90</td>
<td>1.129</td>
<td>1.373</td>
<td>2.482</td>
<td>1.278</td>
<td>4.210</td>
<td>1.097</td>
</tr>
<tr>
<td></td>
<td>92.258</td>
<td>110.227</td>
<td>184.208</td>
<td>113.434</td>
<td>214.333</td>
<td>95.353</td>
</tr>
</tbody>
</table>

To improve latency of overlay routing, I implemented Proximity Neighbor Selection (PNS) based on latency estimates from network coordinates. Experiments with IPOP overlays on PlanetLab show up to 30% reduction in average overlay latency. The lower overlay latency in turn also results in better response times. DHT-based systems that rely on overlay routing of keys.

On the other hand, to provide low end-to-end latency when direct communication is not possible, techniques have been presented to discover suitable proxy nodes that can be used to setup a 2-hop path between the end nodes. It is observed that a low overhead technique based on sampling of existing connections (CC) results in lower end-to-end latency than search based on network coordinates (ESS), when all nodes in the network are willing to serve as proxies. However, practical deployments of IPOP overlays have revealed scenarios where only a fraction of the nodes can be used as proxy nodes based on their capabilities to efficiently route IPOP traffic. In scenarios where less than 30% of the...
nodes (in a deployment of 450 nodes on PlanetLab) are potential proxies, ESS provides a better selection of proxies than CC.
CHAPTER 8
CONCLUSION

My research has leveraged a combination of several scientific methods: (1) validation of existing techniques, (2) presenting novel ideas and evaluating their efficacy using simulations, (3) working implementations of research contributions and (4) large-scale experiments to demonstrate the operation of implemented techniques.

I have addressed the problem of providing bi-directional network connectivity among wide-area hosts behind NATs and firewalls, to support unmodified distributed applications on wide-area. I have presented a self-managing virtual network (IPOP) that aggregates wide-area hosts into a private network with decoupled address space management. The virtual network is functionally equivalent to a Local-area network (LAN) environment where a wealth of existing, unmodified IP-based applications can be deployed. The IPOP virtual network tunnels the traffic generated by applications over a P2P-based overlay. IPOP nodes self-configure virtual IP addresses using a DHCP implementation over a Distributed Hash Table (DHT); and self-configure IP tunnels to connect to other nodes on the network. The virtual network provides a mechanism to selectively establish 1-hop overlay links between communicating nodes, which self-optimize the virtual network with respect to overlay link latency and bandwidth.

Together of with VMs for software dissemination, IPOP facilitates creation of homogeneously configured wide-area clusters of Virtual Workstations (called WOWs). These systems can be programmed using existing batch schedulers and middleware, and support checkpoint/migration of distributed applications across domains. WOW distributed systems provide an excellent infrastructure for deployment of desktop grids and cross-domain collaboration, where new nodes can be added by simply downloading a VM image and instantiating it.

The WOW techniques have resulted in an easily deployable and highly usable VM appliance that configures ad hoc Condor pools on wide-area hosts for high-throughout
computing. Such WOW-based Condor pools have been used to run jobs from nanoHUB [17], and from users at University of Florida.

In support of IPOP overlays for end-users, I have also addressed interesting research problems from different areas, structured P2P systems and wide-area resource discovery, amongst others. Deploying structured P2P systems on wide-area is a well-recognized challenge, connectivity constraints such as symmetric NATs and Internet route outages affect overlay structure maintenance, often leading to inconsistent routing decisions. I have presented generally applicable techniques to improve routability of structured P2P systems, thus benefiting the applications of these systems. In several large-scale distributed systems (including IPOP), when direct communication is not possible between end nodes, it is possible to setup a 2-hop communication through a suitably chosen proxy node. Different techniques have been investigated to discover proxies that minimize end-to-end latency, and their efficacy has been evaluated under different scenarios using experiments on PlanetLab – a testbed that is representative of the Internet.
APPENDIX A
NETWORK ADDRESS TRANSLATORS

Network Address Translators (NATs) first became popular as a way to deal with shortage of IPv4 addresses and also avoid difficulty of reserving IP addresses for building local-area networks. According to RFC 1918, three blocks of IPv4 addresses (10.0.0.0 - 10.255.255.255, 172.16.0.0 - 172.31.255.255 and 192.168.0.0 - 192.168.255.255) have been reserved for private networks, and are not used by hosts on public Internet.

NATs are used to provide Internet connectivity to hosts in such private networks. A NAT router has two network interfaces: one connected to the private network and the other connected to the Internet with one or more public IP address(es). As traffic passes from the private network to the Internet, the source IP/port in each packet is translated to a NAT-assigned public IP/port. The NAT tracks these mapping from internal private IP/port to public IP/port. When a reply returns to the NAT, it uses this tracking data it stored during the outbound phase to re-write the destination IP/port. To a system on the Internet, the router itself appears to be the source/destination for this traffic. NATs have become a standard feature in routers for home and small-office Internet connections, where the price of extra IP addresses would often outweigh the benefits.

Based on the assignment of public IP, port, and treatment to inbound packets the following NAT behavior is observed for UDP traffic:

1. **Full Cone:** A full cone NAT is one where all requests from the same internal IP address and port are mapped to the same external IP address and port. Furthermore, any external host can send a packet to the internal host, by sending a packet to the mapped external address.

2. **Restricted Cone:** A restricted cone NAT is one where all requests from the same internal IP address and port are mapped to the same external IP address and port. Unlike a full cone NAT, an external host (with IP address X) can send a packet to the internal host only if the internal host had previously sent a packet to IP address X.

3. **Port Restricted Cone:** A port restricted cone NAT is like a restricted cone NAT, but the restriction includes port numbers. Specifically, an external host can send a
packet, with source IP address X and source port P, to the internal host only if the internal host had previously sent a packet to IP address X and port P.

4. **Symmetric:** A symmetric NAT is one where all requests from the same internal IP address and port, to a specific destination IP address and port, are mapped to the same external IP address and port. If the same host sends a packet with the same source address and port, but to a different destination, a different mapping is used. Furthermore, only the external host that receives a packet can send a UDP packet back to the internal host.

Since UDP is a stateless, NATs do not do much communication state tracking. Through a carefully crafted exchange of packets two nodes can punch “holes” in their local NATs, and then communicate directly without any external proxying. This hole-punching technique is used in the STUN protocol[21], which we now describe.

**A.1 Traversing NATs with UDP**

With UDP it is possible to use the same local IP address and port to send packets to different destinations. Furthermore, Cone NATs map a request coming from an internal IP address/port to the same external address and port, irrespective of the destination. A host behind a NAT registers itself with a publicly accessible STUN server. During this process of contacting the STUN server, the local NAT creates a mapping from the internal IP/port to an external IP/port, which it reuses for communication with other public hosts. For each registering node, the public STUN server sees requests coming from a NAT assigned external IP/port, which it then record. The STUN server communicates with the NATed host using this IP/port.

When a node A behind a NAT wants to communicate with a node B behind another NAT, it contacts the STUN server which then communicates back to A the external IP/port that had recorded for node B. At the same time, the STUN server also informs the node B about the external IP/port of node A. The node B then sends a message to A’s external IP/port, which punches a hole in B’s local NAT that would later allow all packets from A’s external IP/port. The packets sent out by A to B’s external IP/port create a hole in A’s NAT, thus allowing packets coming in from B.
Symmetric NATs are difficult to handle because they choose a different external IP and port for different destinations. The mapping that the STUN server sees, may not be usable by another node to contact the NATed host. However, many symmetric NATs exhibit a simple algorithm for choosing external IP and port, which can be learnt to predict the mapping.

A.2 Traversing NATs with TCP

Since TCP is a connection-based protocol, it has a well-defined handshake that can be used by NATs to track the state of a TCP connection. On an outgoing handshake message, the NAT expects the corresponding reply from the destination. Most TCP protocol messages are generated by the OS kernel that applications cannot control, thus making NAT traversal using TCP difficult.

STUNT protocols [22] exist for NAT traversal using TCP, but require techniques like packet sniffing/spoofing that require superuser privileges.

NAT traversal with TCP is further complicated by the fact that unlike UDP, a different local port is chosen for every outgoing TCP connection. Even though local NAT is of Cone type, it sees a different internal port for each new connection, which it maps differently.

A.3 Problems using STUN/STUNT

An important requirement in the STUN/STUNT protocols is setting publicly available STUN/STUNT servers that can be easily discovered by NATed hosts. There have been proposals to use Domain Name System (DNS) to discover STUN/STUNT servers, something requiring a wide-spread infrastructural support.
APPENDIX B
VIVALDI NETWORK COORDINATES

Synthetic coordinates allow Internet hosts to predict round-trip times (RTTs) to other hosts as follows: hosts compute their coordinates in some space such that the distance between two hosts’ synthetic coordinates predicts the RTT between them on the Internet. A coordinate system is particularly useful in server selection to fetch replicated data, especially when the number of servers is large and amount of data is small. In such cases, explicit RTT measurements an easily outweigh the benefits of exploiting proximity information.

Vivaldi \[28\] is a simple, light-weight and fully distributed algorithm that allows hosts to compute synthetic coordinates by only communicating with only a few other hosts. The algorithm does not require any fixed network infrastructure and no distinguishable hosts.

B.1 Vivaldi Algorithm

The Vivaldi algorithm works as follows. Assume that each pair of nodes \((i, j)\) in the network is connected by a spring. The relaxed length of the spring is equal to the RTT between two nodes it connects. The current length of the spring is equal to the distance using nodes’ synthetic coordinates. Difference between the actual RTT and the RTT computer using synthetic coordinates thus corresponds to the displacement of the spring from its relaxed length.

Let \(L_{ij}\) be the actual RTT between nodes \(i\) and \(j\), and \(x_i\) be the coordinates assigned to node \(i\). The total prediction error in the coordinates is given as follows:

\[
E = \sum_i \sum_j (L_{ij} - ||x_i - x_j||)^2
\]  

(B-1)

where \(||x_i - x_j||\) is distance between the coordinates of nodes \(i\) and \(j\). This error function corresponds to the energy stored in the spring network connecting nodes to each other is equivalent to minimizing the prediction error.
To minimize this prediction error, the algorithm models the motion of a node in direction of total spring forces on it. Define $F_{ij}$ to be the force vector that the spring between nodes i and j exerts on node i. From Hooke’s law $F$ is given by:

$$F_{ij} = (L_{ij} - ||x_i - x_j||) \times u(x_i - x_j).$$  (B-2)

The scalar quantity $(L_{ij} - ||x_i - x_j||)$ is the displacement of the spring from rest, and $u(x_i - x_j)$ is a unit vector in direction of the force on $i$.

To simulate the evolution of the spring network, the algorithm considers small intervals of time. At each interval, the algorithm moves each node $i$ a small distance in the direction of each force $F_{ij}$ and then recomputes all forces. The coordinates at the end of the interval are: $x_i = x_i + F_{ij} \times \delta$, where $\delta$ is the length of the interval.

Each node the network simulates its movement in the spring system. Each node maintains its current coordinates, starting with coordinates at the origin. Whenever a node communicates with another node, it measures the RTT to that node and also learns that node’s current coordinates. In response to such sample, a node pushes itself for a short time in the direction of force computed by Equation B-2; each such movement reduces the node’s error with respect to the other node in the system. As nodes communicate with each other, they converge to coordinates that predict RTT well.

**B.2 Considerations for Convergence and Accuracy**

This section describes the various enhancements that improve the convergence and accuracy of the algorithm. These include:

1. **Adaptive timestep**: The rate of convergence is governed by the $\delta$ timestep: large $\delta$ values result in oscillations while too small values cause slow convergence. Another issue is handling high error nodes (nodes that are still learning their coordinates), which should not cause big changes in coordinates of ones that predict RTTs well. Each node keep tracks its local prediction error using an exponentially moving average that updates the local error. Each RTT sample bears the prediction error at the remote node. The timestep $\delta$ is chosen as:

$$\delta = c_c \times \frac{\text{local error}}{\text{local error} + \text{remote error}}$$  (B-3)
where $c_c$ is a constant fraction ($< 1$). This choice of $\delta$ causes only small movements of node with low prediction errors compared to the ones that predict RTT badly.

2. **Sample noise**: Transport level (UDP and TCP) RTT samples between internet nodes exhibit a large variance. Therefore, [114] propose to use non-linear moving percentile within a fixed window of RTT samples. It removes noise and also responds to actual changes in RTT. Overall, this technique provides improved accuracy and stability.
APPENDIX C
RESOURCE DISCOVERY IN IPOP

In the simplest form, resource discovery is possible by querying a subset of nodes in the network for their attributes, gathering all the results at the source node, and then compute an aggregate result. The resource discovery framework in IPOP allows for parallel query execution and result aggregation by building a tree consisting of candidate nodes rooted at the source node, propagate the query down the tree in parallel and as the results propagate up the tree, do an aggregation of results at each intermediate node. Such a query can be described as a map-reduce computation, that executes in the following two phases (Figure C-1):

1. **Map phase**: The query initiates at the root node, and traverses down the tree (see Figure C-1 A). Each node in the tree computes a local result (called *map_result*), and uses it to initialize the *reduce_result*. It then dynamically computes the list of its children and initiates similar map-reduce computations at each child node, with possibly different parameters. The node then starts waiting for child computations to return. In case the node does not have any children, it returns the *reduce_result* to its parent.

2. **Reduce phase**: In this phase, the results of the query traverse up the tree, up to the root node (see Figure C-1 B), and aggregation takes place at each intermediate node. On getting result of a child computation, the parent updates its *reduce_result*. When all child computations have returned their results, the current *reduce_result* is returned back to the parent.

   C.1 Application Programmers Interface (API)

The map-reduce computations on the IPOP network can be expressed using the following three methods:

1. **Map(map_args)**: Computes the *map_result*, as the query traverses down the tree.

2. **GenerateTree(gen_args)**: Computes the list of immediate children nodes of the current node, based on the arguments *gen_args*. Returns a list of children, and arguments for their corresponding map-reduce computations. Returns an empty list if the node has no children.

3. **Reduce(reduce_args, current_reduce_result, child_result, [out] done)**: Invoked on getting a result from a child. Computes an aggregation using the current value of *reduce_result* and the *child_result*. Also returns an *out* parameter if certain
termination criteria is met, indicating that there is not need to wait for results from other children and the current reduce_result can be returned right away to the parent.

C.2 Tree Generation Algorithms

The following tree generation algorithms are used commonly used:

1. **Greedy tree**: Generates a unary tree rooted at the local node and ending at a node closest (in identifier space) to a destination address (specified in gen_args). This tree corresponds to the overlay route to a destination. The method returns a list containing single node that is closest to the destination in the local connection table. In case there is no node closer to the destination than the current node, it returns an empty list.

   This tree allows computing statistics about an overlay route between two nodes. For example, it is possible to aggregate all intermediate node addresses into a list, by specifying a Map function that returns a list containing current node address, and a Reduce function that simply does list concatenation. To count the number of tunnel edges in an overlay route, provide a Map function that returns 1 if the
child connection is based on a tunnel edge (and 0 otherwise), while Reduce simply computes a sum.

2. **Bounded broadcast**: This algorithm builds a tree consisting of IPOP nodes within a segment of the P2P ring \([A, B]\) (specified in \text{gen\_arg}\), starting at the current node \(A\) (see Figure C-2). To compute the children at each node, the following algorithm is used.

To broadcast over a region of ring starting at the current node \(A\) and ending at a node \(B\), the node determines all its connections in the region \([A, B]\), say \(c_1, c_2, c_3, \ldots, c_m\). The node then assigns to \(c_i\), the segment \([c_i, c_{i+1}]\). The process continues until the current node is the only node in its assigned range. It can be shown that given \(O(\log(n))\) connections at each node, the maximum depth of the tree is \(O(\log(n))\), for a range of size \(n\).

To execute the computation over an arbitrary range \([C, D]\) (\(C\) is not the current node), it is required to determine the first node \(C'\) in this range, which is doable by using greedy routing, and then initiate the computation at that node.

![Figure C-2. Bounded broadcast over a segment of the P2P ring](image)

C.3 Applications of Map-Reduce

The framework is extremely flexible and useful for executing different types of queries over the network, such as:

1. **Counting nodes in the range \([C, D]\)**: The Map function returns 1. The Reduce function adds the child result to the current reduce result.
2. **Finding nodes that store certain data in the range** $[C, D)$: The Map function returns a list containing the current node if the data is stored locally, an empty list otherwise. The Reduce function does list concatenation.

3. **Finding $K$ best nodes that match a certain job criteria in range** $[C, D)$: The Map function matches the job requirements with the local resources, computes a rank indicating the quality of the match, and generates an initial list containing a single tuple $(rank, local\_identifier)$. The Reduce function merges the child list of tuples with the current list to build a single list of (at most $K$) tuples with the best ranks.

4. **Execution of workflows**: The Map function does nothing. The GenerateTree computes dependencies for the local task and spawns child computations. Once child results are available, Reduce executes the local task and returns.
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