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Connected Dominating Set (CDS) has been a well known approach for constructing a virtual backbone to alleviate the broadcasting storm in Wireless Ad-hoc Network. Current research has focused on minimizing the size or diameter, or improving the fault tolerance of CDS. However, to our best knowledge, no existing research has considered these three important factors together in a single model. In this work, we introduce the fault tolerant model studying a joint optimization problem in which the objective is to minimize the CDS size as well as the diameter, leading to the decrease in network latency. This model also addresses the tradeoffs between the three objective functions. Simulation results show that our solutions can gain good tradeoffs between the three factors, which coincide with theoretical analysis. Moreover, our solutions could obtain a better performance than others’ work.
CHAPTER 1
INTRODUCTION

1.1 Wireless Ad-hoc Network

A wireless ad-hoc network is a decentralized wireless network. The network is ad-hoc because each node is willing to forward data for other nodes, and so the determination of which nodes forward data is made dynamically based on the network connectivity. This is in contrast to wired networks in which routers perform the task of routing. It is also in contrast to managed wireless networks, in which a special node known as an access point manages communication among other nodes.

As we know, the key to improve performance of computer networks is to organize the clients in network into hierarchy. However, due to the lack of topology of network, wireless ad-hoc network are flat in nature. In order to achieve high performance, some algorithms have appeared that rely on a virtual backbone, which groups all clients into a hierarchy. The virtual backbone is the first application of Connected Dominating Set (CDS) in wireless ad-hoc network [37].

1.2 Connected Dominating Set (CDS): A Virtual Backbone in Wireless Ad-hoc Network

CDS has been applied in wireless ad-hoc networks performing a lot of functions. For example, the CDS worked as virtual backbone to include media access coordination [1–3], unicast [4–6], multicast/broadcast [7–13], and location-based routing [14]; energy conservation [15–19]; and topology control [16, 20]. CDS can also be employed to achieve the discovery of resource in mobile ad-hoc network [21, 22].

In Section 3.1 and 3.2, we are going to survey the CDS construction algorithms in previous research work.

1.3 Work Overview

This work begins with a description of network model, CDS application, quality issues of CDS and contributions of work in Chapter 2, then followed by a survey of related work in Chapter 3. The detailed analysis of a joint optimization model that solves our problem,
are discussed in Section 4. The results of experiments from the proposed solutions and a
evaluation of the proposed solutions follow in Chapter 5. Finally, we present conclusions
and potential future work in Chapter 6.
CHAPTER 2
NETWORK MODEL, CDS QUALITY ISSUES

The following sections provide background information for the CDS in wireless
ad-hoc networks. We first present a mathematical model for the networks under
consideration and introduce useful terminology and definitions from graph theory. Then
we sketch the application of CDS in wireless ad-hoc network and talk about the quality
issues of CDS.

2.1 Network Model

Previous work focused on computing the minimum connected dominating set (will
be defined later) under the assumption that the transmission range of each node is equal.
However, in practice, the transmission ranges of all nodes are not necessarily equal.
Nodes in a network may have different powers due to differences in functionalities. The
node’s transmission range may be adjusted differently based on the node distribution
in a network and the requirements of the applications. In this case, a wireless ad-hoc
network can be modeled using a directed graph \( G = (V, E) \). The nodes in \( V \) are located
in the two dimensional Euclidean plane and each node \( v_i \in V \) has a transmission
range \( r_i \in [r_{\text{min}}, r_{\text{max}}] \). A directed edge \((v_i, v_j) \in E\) if and only if \( d(v_i, v_j) \leq r_i \) where
\( d(v_i, v_j) \) denotes the Euclidean distance between \( v_i \) and \( v_j \). Such graphs are called Disk
Graphs (DG). An edge \((v_i, v_j) \) is bidirectional if both \((v_i, v_j)\) and \((v_j, v_i)\) are in \( E \), i.e.,
\( d(v_i, v_j) \leq \min\{r_i, r_j\} \). In this work, we study the fault tolerant CDS problem in disk
graphs where all the edges in the network are bidirectional, called Disk Graphs with
Bidirectional links (DGB). In this case, \( G \) is undirected. Fig. 2-1 gives an example of DBG
representing a network. In Fig. 2-1, the dotted circles represent the transmission ranges
and the black nodes represent a CDS, we will give the definition of CDS in the following.

A number of definitions from graph theory are used in this section. Fig. 2-2 can help
to illustrate the following concepts:
Independent Set (Neighbor), is a subset of $V$ such that no two vertices within the set are adjacent in $V$. For example, $a, b, f, h, j$ is an independent set in Fig. 2-2.

Maximal Independent Set (MIS), is an independent set such that adding any vertex not in the set breaks the independence property of the set. Thus, any vertex outside of the maximal independent set must be adjacent to some nodes in the set. The previous independent set $a, b, f, h, j$ must have node $d$ added to become an MIS.

Dominating Set (DS), $S$, is defined as a subset of $V$ such that each node in $V - S$ is adjacent to at least one node in $S$. Thus, every MIS is a dominating set. However, since nodes in a dominating set may be adjacent to each other, not every dominating set is an MIS. Finding a minimum-sized dominating set is NP-Hard \cite{29}. 
**Connected Dominating Set (CDS)**, $C$, is a DS of $G$ which induces a connected subgraph of $G$. One approach to construct a CDS is to find MIS, and then add additional nodes to connect the nodes in the MIS. A CDS in Fig. 2-2 is $c, d, e, g$.

**Minimum Connected Dominating Set (MCDS)** is the CDS with minimum cardinality. Given that finding minimum sized DS is NP-Hard, it should not be surprising that finding the MCDS is also NP-Hard [29]. In Fig. 2-2, $c, j, g$ is a MCDS.

$k$-**Connected Graph** is a graph $G$ if it is connected and removing any $k − 1$ nodes from $G$ will not partition $G$, i.e., $G$ is still connected.

Fault Tolerant Connected Dominating Set ($k$-m-CDS) is a subset $C \subseteq V$ which satisfying the following two conditions: (i) the subgraph induced by $C$, i.e., $G[C]$, is a $k$-connected graph, and (ii) each node not in $C$ is dominated (adjacent) by at least $m$ nodes in $C$. In Fig. 2-2, $c, d, j, e, g$ is a 2-1-CDS.

**Diameter** of a connected graph $G$ is the number of hop counts in the longest shortest path between any pair of nodes in $G$. Denote $d_{ij}$ as the number of hops in the shortest path between node $i$ and node $j$. Then the diameter of a CDS $d(CDS) = max(d_{ij})$, where $i$ and $j$ are any two nodes in CDS. For example, in Fig. 2-2, the diameter of the graph is 4.

### 2.2 The Quality Issues of CDS

The major goal of many works is to determine a minimum CDS (MCDS) in unit disk graph (UDG) [23]. Thus, the major goal is to calculate the performance ratio. Minimizing the cardinality of the CDS can decrease the control overhead since broadcasting for route discovery [24, 25] and topology updates [26] is restricted to a small set of nodes [23]. Therefore, broadcasting storm problem [27] inherent to flooding can be greatly released.

Since the nodes in a CDS need to carry other nodes traffic, *fault tolerance* must be also considered. Unfortunately, CDS is often very vulnerable due to frequent node failure and link failure, which is inherent in wireless ad hoc networks. Therefore, constructing a
A fault tolerant CDS that continues to function during node or link failure is an important research problem.

A CDS by GK-algorithm

The CDS with smaller diameter

Figure 2-3. An example for the diameter of CDS

A CDS with large diameter often leads to an increase in the propagation error. On the other hand, a CDS with small diameter is certainly preferred for reliable message delivery and short delay in this case. For example, as discussed in [45], a CDS, shown in Fig. 2-3(a), produced by the well known GK-algorithm [28] has a relatively smaller size but larger diameter. However, the network admits a CDS with smaller diameter as shown in Fig. 2-3(b).

2.3 The Contributions of Work

Since a CDS problem is NP-hard [29] and it is easy to reduce the CDS problem to our model in polynomial time. Therefore, we expect that our model is also NP-hard.

As to our best knowledge, no existing research has considered these three important factors together in a single model. In this work, we first study the problem of constructing a CDS by considering the three factors together. The approximation algorithm for k-Connected m-Dominating Sets (k-m-CDS, also known as fault tolerant CDS) with bounded diameter is presented. We minimize the size and the diameter of k-m-CDS while maintaining its fault tolerance. The tradeoffs between objective functions are shown by proving its’ approximation ratios. Meanwhile, as 1-Connected Dominating Sets (1-CDS)
with bounded diameter is the prerequisite of our model, two distributed algorithms are addressed for constructing 1-CDS, which consider the size and diameter of it at the same time. Solid proofs for their approximation ratios are presented, which indicate the tradeoffs on size and diameter also exists in 1-CDS. Moreover, our model allows user-defined inputs to balance the size and diameter of 1-CDS. In the end, we evaluate our proposed algorithms through the experiments.

The contributions of this work are as follows:

An approximation algorithm for \( k-m \)-CDS with bounded diameter is proposed. Three factors are optimized at the same time and the tradeoffs between objective functions are presented in theoretical analysis and simulation. To our best knowledge, it is the first work to study this model.

Two approximation algorithms to minimize the size and diameter of 1-CDS in disk graphs are presented in distributed manner for our model as a whole. The benefits of proposed algorithm are either featured with low time complexity or effective in minimizing the size and diameter of 1-CDS.

The performance of our model is adjustable by the user-defined input. Through extensive simulation, we verify this fact and the results show our algorithms will have good tradeoffs between the three factors, which coincide with theoretical analysis.

Comparing with CDS-BD algorithm proposed in [47], the simulation results show that our algorithms outperform CDS-BD under the same network condition.
CHAPTER 3
RELATED WORK

In this section, we describe the main ideas of many related work on constructing a
CDS with their theoretical analysis results.

3.1 Basic Results

3.1.1 General Graph

Several work have been studied in general graph. In [28], two polynomial time
algorithms to construct a CDS in a general graph is proposed by the authors. The first
algorithm has performance ratio of $2(H(\delta) + 1)$, where $H$ is a harmonic function and \(\delta\) is
the maximum degree of $G$. The idea of the first algorithm is to identify the node with a
maximum degree as the root and then build a spanning tree $T$ at the root, grow $T$ until
all nodes are added to $T$. Then, all leaf nodes are cut off and the remaining nodes in $T$ are
a CDS. The second algorithm is a progress of the first algorithm. The second algorithm
consists of two steps. The first step is to construct a dominating set and the second step
is to connect the dominating set with a Steinter tree. With such improvement, the second
algorithm has a better performance factor of $H(\delta) + 2$. Later, the two algorithms were
simulated by Das et al. in [4, 30, 31].

3.1.2 Unit Disk Graph

In UDG, most of proposed algorithms are to find an MIS and then connect the MIS
with minimum number of nodes. In [32–34], the authors presented a distributed algorithm
with a constant performance ratio of 8. Later, Cardei et al. presented another distributed
algorithm in [35]. This algorithm has the same performance ratio as previous work.
However, the message complexity is lower than that of [32].

As we know that distributed algorithm has a better performance than localized
algorithms. In the localized algorithms, in [36], Alzoubi et al. proposed a localized
algorithms with a performance ratio of 192. Although the performance of [36] can
not compete with that of [32] and [35]. Their algorithm only need one hop neighbors
information. Therefore, once a node knows that it has the smallest ID among its neighbors, it becomes a dominator. Then, the dominators can be connected by the intermediate nodes in the next step. In [38], Li et al. proposed another localized algorithm with a performance ratio of 172, which is better than [36].

3.1.3 Disk Graphs with Bidirectional links

Since the specific geographical characteristics of DGB, not all CDS construction algorithms that are applicable in UDG can be applied to DGB. As far as we know, the algorithms in [32, 35] are applicable in DGB. In [39], Thai et al. first proposed the performance ratio of CDS on size in DGB and the two proposed algorithms can be implemented by distributed ways. However, the only difference between two algorithms is the strategy to select MIS, the first algorithm employed Wan’s algorithm [32] to choose the nodes in MIS, while the second algorithm used the greedy strategy, that is to include the minimum number of nodes in MIS, thus leading to a better performance than the first algorithm.

3.2 Recent Work

The main goal of above work is to minimize the size (the number of nodes) of CDS. In the following, we will discuss the recent work on quality issues of CDS: fault tolerance and diameter.

In [40], Wang et al. introduced the problem of constructing $k$-$m$-CDS in UDG and proposed a constant approximation algorithm. However, Wang et al. only studied a special case where $k = 2$ and $m = 1$, which is not general for the $k$-$m$-CDS problem. In [41], Shang et al. studied the $k$-$m$-CDS problem with $k = 2$ and $m$ is an arbitrary number. The results in [41] are still not general, since $k$ is restricted to a constant number. Based on the extension of [40], Thai et al. independently proposed an approximation ratio of $k$-$m$-CDS in general case [42], where $k$ and $m$ are not bounded to constant numbers.

Besides the approximation algorithms, several distributed algorithm without performance ratios are also proposed in [43, 44] for fault tolerant CDS. In [44], Dai et
address the problem of constructing $k$-connected $k$-dominating virtual backbone which is $k$-connected and each node not in the backbone is dominated by at least $k$ nodes in the backbone. They propose three localized algorithms. Two algorithms, $k$-Gossip algorithm and color based $k$-CDS algorithm, are probabilistic. In $k$-Gossip algorithm, each node decides its own backbone status with a probability based on the network size, deploying area size, transmission range, and $k$. Color based $k$-CDS algorithm proposes that each node randomly selects one of the $k$ colors such that the network is divided into $k$-disjoint subsets based on node colors. For each subset of nodes, a CDS is constructed and $k$-CDS is the union of $k$ CDSs. The deterministic algorithm, $k$-Coverage condition, only works in very dense network and no upper bound on the size of resultant backbone is analyzed. In [43], Wu et al. proposed one centralized heuristic algorithm CGA and two distributed algorithm, DDA which is deterministic and DPA which is probabilistic, to construct a $k$-$m$-CDS for general $k$ and $m$.

The diameter of CDS has not been studied extensively up till now. Mohammed et al. mentioned the problem of constructing CDS with small diameter [45]. they modified the stepping of GK-algorithm in breadth first manner mimicking the construction of the breadth first search (BFS) tree [46]. The algorithm starts the construction of the tree from a selected node as the root. The nodes are processed in the order of increasing hop distance from the root. However, they did not give a guaranteed performance in their model. In [47], Li et al. studied the CDS problem with bounded diameter in UDG and proposed a constant approximation algorithm, called CDS-BD. The main idea of CDS-BD is to select the nodes in MIS level by level and then connect the MIS by constant number of nodes and hops. The level of each node is defined as the number of hops from the root. However, their algorithm is centralized and can only be applied to UDG.
CHAPTER 4
JOINT OPTIMIZATION MODEL

As to our best knowledge, no existing research has considered these three important factors, size, fault tolerance and diameter of CDS, together in a single model. In this work, we first study the problem of constructing a CDS by considering the three factors together. The approximation algorithm for $k$-m-CDS (fault tolerant CDS) with bounded diameter and size is presented. We minimize the size and the diameter of $k$-m-CDS while maintaining its fault tolerance. The tradeoffs between objective functions are shown by proving its’ approximation ratios. Meanwhile, as 1-Connected Dominating Sets (1-CDS) with bounded diameter is the prerequisite of our model, two distributed algorithms are addressed for constructing 1-CDS, which consider the size and diameter of it at the same time. Solid proofs for their approximation ratios are presented, which indicate the tradeoffs on size and diameter also exists in 1-CDS. Moreover, our model allows user-defined inputs to balance the size and diameter of 1-CDS. In the end, we evaluate our proposed algorithms through the experiments.

The contributions of this work are as follows:

An approximation algorithm for $k$-m-CDS with bounded diameter is proposed. Three factors are optimized at the same time and the tradeoffs between objective functions are presented in theoretical analysis and simulation. To our best knowledge, it is the first work to study this model.

Two approximation algorithms to minimize the size and diameter of 1-CDS in disk graphs are presented in distributed manner for our model as a whole. The benefits of proposed algorithm are either featured with low time complexity or effective in minimizing the size and diameter of 1-CDS.

The performance of our model is adjustable by the user-defined input. Through extensive simulation, we verify this fact and the results show our algorithms will have good tradeoffs between the three factors, which coincide with theoretical analysis.
Comparing with CDS-BD algorithm proposed in [47], the simulation results show that our algorithms outperform CDS-BD under the same network condition.

4.1 Fault Tolerant Model

In this section, we introduce our problem and provide a solution for $k$-$m$-CDS with bounded size and diameter, under the condition that $1 \leq k \leq m + 1$.

4.1.1 Problem Definition

Before we introduce the definition of the problem, we need to give the following definitions: A *separating set or cut-vertex* of a graph $G = (V, E)$ is a set $S \subseteq V$, such that $G - S$ has more than one component. When $|S| = 1$, $S$ is called a cut vertex. A *$k$-block* of a graph is a maximal $k$-connected subgraph of $G$ that has no separating set. If $G$ itself is $k$-connected and has no separating set, then $G$ is a $k$-block. The $k$-$m$-CDS with bounded diameter problem could be formally defined as follows:

**Definition 1. $k$-$m$-CDS Problem with Bounded Diameter:** Given a DGB $G = (V, E)$ representing a network and two positive integers $k$ and $m$, find a subset $C_{km} \subseteq V$ satisfying the following three conditions: (1) the subgraph induced by $C_{km}$, i.e., $G[C_{km}]$, is $k$-connected, and (2) each node not in $C_{km}$ is dominated (adjacent) by at least $m$ nodes in $C_{km}$. (3) the size and diameter of $C_{km}$ are bounded.

4.1.2 Notations

Some notations for better understanding of the algorithm description are list below.

$I_i$ be any Maximal Independent Set (MIS) in $G - (I_1 \cup I_2 \cup ... \cup I_{i-1})$

$N_{ID}(u)$ be the independent neighborhood of node $u$

$V(L)$ denote the vertex set of subgraph $L$

$r$ be the transmission range ratio, i.e. $r = \frac{r_{max}}{r_{min}}$

In the previous work [39], Thai et al. have provided the upper bound on the size of the independent neighborhood of any node $u$ in DGB as follows:

**Lemma 1.** [39] In a DGB, the size of $N_{ID}(u)$ is bounded by $K$, i.e., $|N_{ID}(u)| \leq K$ where $K = 5$ if $r = 1$, otherwise, $K = 10\left(\left\lceil \frac{\ln(r)}{\ln(2\cos(\frac{\pi}{5}))} \right\rceil + 1\right)$
Note that when $r = 1$, a DGB is a UDG. Hence all the analysis in this work are also applied for a UDG.

### 4.1.3 Algorithm Description

For above problem, we will propose a general solution, where $1 \leq k \leq m + 1$, called Fault Tolerant Approximation Algorithm (FTAA). The main idea of FTAA is as follows. Given a network $G = (V, E)$, the algorithm consists of five main steps:

1. Use the CDSMIS (to be described later) algorithm to construct a $1$-Connected $m$-Dominating Set ($1$-$m$-CDS) of $G$.

2. Compute all the $k'$-block in $1$-$m$-CDS. Initially, $k' = 2$.

3. If there is more than one $k'$-block in $1$-$m$-CDS, find the shortest path in the original graph that satisfies the two requirements: (i) the path can connect a $k'$-leaf block in $1$-$m$-CDS to other portion of $1$-$m$-CDS. (ii) the path does not contain any nodes in $1$-$m$-CDS except the two end points. Then add all intermediate nodes in this path to $1$-$m$-CDS.

4. Repeat step 3) until there is only one $k'$-block in $1$-$m$-CDS.

5. Increase $k'$ by 1 at each iteration and repeat Step 3) until $C$ is $k$-$m$-CDS.

Based on an input of $1$-Connected $1$-Dominating Set ($1$-CDS), we first build a $1$-$m$-CDS by calling the function CDSMIS. Then merge all the $k'$-blocks in $1$-$m$-CDS into only one $k'$-block by adding extra nodes, where $k' = 2$ initially. Then, we increase $k'$ by 1 and repeat the above operation until $k' = k$. The formal presentation of FTAA is shown in Algorithm 2.

As just mentioned earlier, we will employ a function called Connected Dominating Set by Maximal Independent Sets (CDSMIS) to build a $1$-$m$-CDS. The main steps of CDSMIS is: (i) given a $1$-CDS with a bounded size and diameter. (ii) iteratively add nodes into a CDS to make it a $1$-$m$-CDS. As shown in Algorithm 1, the CDSMIS have two stages. At the first stage, we can use any $1$-CDS with bounded size and diameter as the input of Algorithm 1 such that the $1$-CDS includes an MIS $I_1$ of $G$. However, in order to make
the solution adjustable by the user, an \((\alpha, \beta)\)-CDS, to be introduced in Section 4.2.2, is preferred to be an input of Algorithm 1. Then, we remove \(I_1\) from \(G\) at this stage.

At the second stage, we iteratively find an MIS \(I_i\) in the remaining graph \(G - (I_1 \cup I_2 \cup \ldots \cup I_{i-1})\) by choosing a biggest transmission range and delete its neighbors until there is no nodes exists, then add \(I_i\) into the 1-CDS at current iteration. After running the second stage \((m - 1)\) times, the resulting CDS is 1-\(m\)-CDS.

**Algorithm 1** Connected Dominating Set by Maximal Independent Set Algorithm (CDSMIS) for 1-\(m\)-CDS

1: INPUT: An \(m\)-connected DGB \(G = (V, E)\) and a 1-CDS \(C_{11}\) with bounded diameter and size, \(C_{11}\) must include an MIS \(I_1\) of \(G\)
2: OUTPUT: A 1-\(m\)-CDS \(C_{1m}\) of \(G\)
3: \(C_{1m} = C_{11}\).
4: Remove \(I_1\) from the graph
5: for \(i = 2\) to \(m\) do
6: Construct an MIS \(I_i\) in \(G - (I_1 \cup I_2 \cup \ldots \cup I_{i-1})\)
7: \(C_{1m} = C_{1m} \cup I_i\)
8: end for
9: Return \(C_{1m}\) where \(C_{1m}\) is the 1-\(m\)-CDS

The intuition of this algorithm is that a \(k\)-\(m\)-CDS is also a 1-CDS, thus by given a 1-CDS with bounded size and diameter, we do not introduce any unnecessary nodes. Moreover, we only add nodes that are necessary to make the \(k\)-connected and \(m\)-dominating portion larger. In total, the size and diameter of \(k\)-\(m\)-CDS can be bounded, we will prove this in the following sections.

4.1.4 Correctness of FTAA

In the first step, we employ CDSMIS to build a 1-\(m\)-CDS \(C_{1m}\) of \(G\). Note that this guarantees \(C_{1m}\) is a \(m\)-dominating set. Therefore, to prove the correctness of FTAA algorithm, we need to prove \(C_{1m}\) is \(k\)-connected after the algorithm terminates and the algorithm runs in bounded time.

**Lemma 2.** In line 8 (of FTAA), a \(k'\)-leaf block always exists when \(C_{1m}\) is not \(k'\)-\(m\)-CDS.

**Proof:** By contradiction, suppose there is no \(k'\)-leaf block in \(C_{1m}\). According to the definitions of separating set and \(k\)-leaf block, the removal of any \((k' - 1)\) nodes will
Algorithm 2 Fault Tolerant Approximation Algorithm (FTAA)

1: INPUT: A $k$-connected graph $G = (V, E)$
2: OUTPUT: A $k$-$m$-CDS $C_{km}$ with bounded diameter and size
3: Construct a $1$-$m$-CDS $C_{1m}$ by calling CDSMIS
4: Initialize $k' = 2$
5: $B = \text{ComputekBlock}(C_{1m}, k')$; /* $B$ is a list of all $k'$-blocks in $C_{1m}$ */
6: while $k' \leq k$ do
7:   while $B$ contains more than one $k'$-block do
8:     $L = \text{findkLeafBlock}(B, k')$; /* $L$ is one $k'$-leaf block */
9:     for each node $v \in V(L)$ and $v$ is not a node in separating set do
10:       Construct $G'$ from $G$ by deleting all nodes in $C_{1m}$ (except $u$ and $v$) and all edges incident to those nodes;
11:       if there exist at least one $uv$-path in $G'$ then
12:         $P_{uv} = \text{shortestPath}(v, u, G')$; /* $P_{uv}$ is the shortest $uv$-path containing only those nodes not in $C_{1m}$ as the intermediate nodes */
13:     end if
14:     $P = P \cup P_{uv}$
15:   end for
16:   $P_{ij} = \text{the path with shortest length among all paths in } P$
17:   $C_{1m} = C_{1m} \cup \text{intermediate nodes on } P_{ij}$
18:   $B = \text{ComputekBlock}(C_{1m}, k')$
19: end while
20: $k' +=$
21: end while
22: Return $C_{1m}$ where $C_{1m}$ is a $k$-$m$-CDS $C_{km}$.

partition $C_{1m}$. Therefore, $C_{1m}$ is at least $k'$-$m$-CDS, which contradicts to the fact that $C_{1m}$ is not $k'$-$m$-CDS.

\[ \square \]

**Lemma 3.** In line 18, the shortest path $P_{ij}$ always exists.

**Proof:** Consider $C_{1m}$ such that $C_{1m}$ is not $k'$-connected. To prove $P_{ij}$ always exists, we prove that there always exists a path with only those nodes not in $C_{1m}$ to connect a $k'$-leaf block to a $k'$-block of $C_{1m}$. This is true because $G$ is $k$-connected and $k' \leq k$. If we delete the separating set of $C_{1m}$, there must exist a path $P$ in the original graph $G$ connecting the $k'$-leaf block to a $k'$-block. On the other hand, there are $(k' - 1)$ disjoint paths which
connect the \( k' \)-leaf block to other \( k' \)-blocks through the separating set with size of \( (k' - 1) \) in \( C_{1m} \), thus all nodes except the two endpoints on \( P \) are not in \( C_{1m} \).

\[ \square \]

**Lemma 4.** \([48]\) Two \( k' \)-blocks in \((k' - 1)\)-m-CDS share at most \((k' - 1)\) nodes.

When two \( k' \)-blocks of \((k' - 1)\)-m-CDS share \((k' - 1)\) nodes, it is straightforward that the set of \((k' - 1)\) nodes must be a separating set with the size of \((k' - 1)\).

**Lemma 5.** From line 7 to 21 (the inner while loop), a \( k' \)-leaf block is merged into a \( k' \)-block through path \( P_{ij} \) to form a larger \( k' \)-block without generating any new \( k' \)-block.

**Proof:** Consider a subgraph \( H \), which is composed of a \( k' \)-leaf block and a \( k' \)-block. At this step, \( H \) is \((k' - 1)\)-connected, with a separating set \( S \). Let \( H' \) be a subgraph obtained from \( H \) by adding a new path \( P_{ij} \). We argue that a separating set \( S' \) of \( H' \) must have size at least \( k' \), which means \( H' \) is at least a \( k' \)-block. There are two possibilities: (i) one or more nodes on \( P_{ij} \) exist in \( S' \). (ii) no node on \( P_{ij} \) falls into \( S' \).

For case (i), the way to separate \( H' \) with minimum size of separating set is to separate \( H \). Because if we separate any node on \( P_{ij} \), say \( x \), from the remaining part of \( H' \), \(|S'| \geq k' + 1\), since \( x \) is dominated by at least \( k' \) different nodes in \( H \) and at least one node on \( P_{ij} \) exists in \( S' \). If we separate \( H \), from Lemma 4, we have \(|S| \geq k' - 1\). Thus, \(|S'| \geq |S| + 1 \geq k' - 1 + 1 = k' \).

For case (ii), since no node on \( P_{ij} \) belongs to \( S' \) and assume \( y \) is any node in \( P_{ij} \), if \( N(y) \subseteq S' \), then \(|S'| \geq k \), because at this time \( y \) is not in \( H \), thus, \( y \) must have at least \( k' \) different neighbors in \( H \). Otherwise, \( y \) and \( N(y) - S' \) lie in a single component of \( H' - S' \). Thus \( S' \) must separate \( H' \) and \(|S'| \geq k' \). Therefore, \( H' \) is a \( k' \)-block.

\[ \square \]

From Lemma 5, at each iteration in the inner loop, the number of \( k' \)-block is decreased at least by one. Thus, when the inner loop terminates, \( C_{1m} \) must be \( k'\)-m-CDS. In the outer loop, we increase \( k' \) by 1 and construct a \( k'\)-m-CDS. Therefore, base on the induction method, we conclude that our obtained \( C_{1m} \) is a \( k\)-m-CDS at the end.
4.1.5 Theoretical Analysis

In this section, we first discuss the performance bound on size of $C_{km}$ constructed by FTAA, then the analysis of the diameter of $C_{km}$ is also proposed as well.

4.1.5.1 The analysis on size

It is easy to see that the union of 1-$m$-CDS and the number of nodes we will add in the 1-$m$-CDS so as to make it $k$-connected, will be the upper bound of $k$-$m$-CDS. Therefore, we will present the upper bounds of the two parts separately and add them together in the end.

The 1-$m$-CDS in CDSMIS is the union of $m$ MISs and a set $B$, where $B$ is a set of nodes that make $I_1$ connected. Note that the union of $I_1$ and $B$ is an input of 1-CDS with bounded size and diameter. To analyze the approximation ratio of CDSMIS, we first compare the size of any MIS in $G$ with the size of an optimal 1-$m$-CDS. Let $I$ denotes an MIS of a remaining graph $G$ at any step, $C_{1m}$ be our solution obtained from CDSMIS, $D_m^*$ be an optimal $m$-dominating set in $G$, and $C_{1m}^*$, and $C_{11}^*$ be the optimal solutions of 1-$m$-CDS and 1-CDS on size respectively. We have the following lemma:

Lemma 6. Let $G = (V, E)$ be any DGB with bounded transmission range ratio $r$, then $|I| \leq \left( \frac{K_m}{m} + 1 \right)|DS_m^*|$

Proof: Let us consider $I - DS_m^*$, there are two possibilities: (i) $I - DS_m^* = \emptyset$, that is $I \subseteq DS_m^*$, and (ii) $I - DS_m^* \neq \emptyset$.

Case (i): Because $I \subseteq DS_m^*$, we have: $|I| \leq |DS_m^*|.$

Case (ii): For all $u \in I - DS_m^*$, let $D_u = |DS_m^* \cap N(u)|$. As $DS_m^*$ is an $m$-dominating set of $G$, $D_u \geq m$ for each $u \in I - DS_m^*$ and we have:

$$\sum_{u \in I - DS_m^*} D_u \geq m|I - DS_m^*|$$
For all \( v \in DS_m^* \), let \( d_v = |(I - DS_m^*) \cap N(v)| \). From Lemma 1, for all \( v \in DS_m^* \) there are at most \( K \) independent nodes in its neighborhood and \( d_v \leq K \). Therefore, we have:

\[
K|DS_m^*| \geq \sum_{v \in DS_m^*} d_v
\]

However, note that:

\[
\sum_{u \in I - DS_m^*} D_u = |(u, v) \in E | u \in I - DS_m^*, v \in DS_m^*| = \sum_{v \in DS_m^*} d_v
\]

From the above, we have:

\[
m|I - DS_m^*| \leq \sum_{u \in I - DS_m^*} D_u
\]

\[
= \sum_{v \in DS_m^*} d_v \leq K|DS_m^*|
\]

Therefore,

\[
m|I - DS_m^*| \leq K|DS_m^*|
\]

Thus it follows that:

\[
|I| \leq (\frac{K}{m} + 1)|DS_m^*|
\]

Therefore in two cases (i) and (ii), we conclude that: \( |I| \leq (\frac{K}{m} + 1)|DS_m^*| \). \( \square \)

**Lemma 7.** The number of nodes added in \( m \) MISs is at most \((K + m)|C_{1m}^*|\).

**Proof:** The nodes added in \( m \) MISs are \( |I_1 \cup I_2 \cup ... \cup I_m| \). Clearly, \( |I_i| \leq |I| \) and from Lemma 6, we have:

\[
|I_1 \cup I_2 \cup ... \cup I_m| \leq m|I|
\]

\[
\leq m(\frac{K}{m} + 1)|DS_m^*|
\]

\[
\leq (K + m)|DS_m^*|
\]

\[
\leq (K + m)|C_m^*|
\]

\( \square \)
Suppose we already have an input of 1-CDS with $\alpha$-approximation ratio on size. Then, we will have the following important conclusion.

**Theorem 1.** If given an input of 1-CDS with $\alpha$-approximation on its size, CDSMIS can produce a 1-$m$-CDS with a performance bound of $(\alpha + K + m - 1)$.

**Proof:** From Lemma 7, we have:

$$|C_{1m}| = |B| + |I_1 \cup I_2 \cup ... \cup I_m|$$
$$\leq \alpha|C^*_1| + (K + m - 1)|C^*_m|$$
$$\leq (\alpha + K + m - 1)|C^*_m|$$

The above theorem concludes that if the transmission range ratio $r$ is bounded and the input of 1-CDS has constant approximation on size, then CDSMIS can construct a 1-$m$-CDS with approximation factor of $O(1)$.

In the following context, we will focus on the discussion on how to calculate the upper bound of the number of nodes we have to add in 1-$m$-CDS.

From Lemma 4, we have known that if two $k'$-blocks share at most $(k' - 1)$ nodes, the set of the shared $(k' - 1)$ nodes must be a separating set with the size of $(k' - 1)$. Now, we prove the following lemma:

**Lemma 8.** A $k'$-block and a $k'$-leaf block have only one separating set with the size of $(k' - 1)$.

**Proof:** By the contradiction method, assume that we have another separating set $S_2$ with the size of $(k' - 1)$ besides the separating set $S_1$, which is exactly the set of all $(k' - 1)$ shared nodes by the two blocks $B_1$ and $B_2$. When we delete $(k' - 1)$ nodes from $S_2$, what remains is connected, because we retain a path for any two nodes in $B_1 \cup B_2$. Thus, we must delete at least $k'$ nodes in $S_2$ to cause partition of the subgraph composed by $B_1$ and $B_2$. So, $|S_2| \geq k'$, contradicting our assumption that $|S_2| = (k' - 1)$.

\[\square\]
As mentioned before, the value of $k$ is in the range from 1 to $m + 1$. Then, given any positive number for $k$ and $m$, where $k \leq m + 1$, we will divide our discussion into two case: (1) $k \leq m$ and, (2) $k = m + 1$. For Case (1):

**Lemma 9.** When $k \leq m$, at most 2 new nodes are added into $C_{1m}$ at each augmenting step. That is, the shortest path $P_{ij}$ has at most 2 nodes not in $C_{1m}$.

**Proof:** Each node in $P_{ij}$ must be $m$-dominated because we first build a 1-$m$-CDS at the first step. From lemma 8, we have only one separating set $S$ with size of $(k' - 1)$. Therefore, each node on $P_{ij}$ must be dominated by at least 1 node in $C_{1m}$ but not in $S$. Hence, $P_{ij}$ has at most 2 nodes not in $C_{1m}$.

**Lemma 10.** We employ at most $|C_{1m} - 1|$ augmenting steps in each iteration to change $C_{1m}$ from $k'$-connected to $k' + 1$-connected.

**Proof:** Suppose the current $C_{1m}$ is $k'$-connected and FTAA has to run at least $|C_{1m}|$ augmenting steps to make $C_{1m}$ $k' + 1$-connected. We have to use at most $|C_{1m} - 1|$ steps to make all nodes in $C_{1m}$ to be $k' + 1$-connected. That results in the algorithm will employ at least one step to connect a node not in $C_{1m}$ to a $k' + 1$-leaf block to make them $k' + 1$-connected. However, by the definition of 1-$m$-CDS, each node not in $C_{1m}$ must be dominated by at least $m$ nodes in $C_{1m}$, where $k' + 1 \leq m$. Thus, each node not in $C_{1m}$ has been $m$-connected with the rest of the graph and the algorithm will not run the extra augmenting steps to connect the nodes not in $C_{1m}$ with the rest of graph. Therefore, we only need at most $|C_{1m} - 1|$ augmenting steps in each iteration.

**Theorem 2.** When $k \leq m$, the FTAA algorithm produces a $k$-$m$-CDS with size bounded by $(\alpha + K + m - 1)(2k - 1)$ in a DGB.

**Proof:** Let $C^*_{km}$ be an optimal solution for $k$-$m$-CDS and $C_{km}$ be the solution obtained from our FTAA algorithm. Note that the construction of $C_{km}$ can be divided into two parts: building a 1-$m$-CDS and adding some paths $P_{ij}$ with at most 2 nodes in it. Since we already have the bound on 1-$m$-CDS (theorem 1), we just need to analyze the number
of intermediate nodes we will add into $C_{1m}$ in the second part. From Lemma 9 and Lemma 10, at most 2 nodes are added in each step and we employ at most $|C_{1m}| - 1$ steps to change $C_{1m}$ from $(k' - 1)$-$m$-CDS to $k'$-$m$-CDS. In order to construct a $k$-$m$-CDS, we have to repeat this procedure $(k - 1)$ times. Therefore, we have:

$$|C_{km}| \leq |C_{1m}| + 2(k - 1)(|C_{1m}| - 1)$$
$$\leq (2k - 1)|C_{1m}|$$
$$\leq (\alpha + K + m - 1)(2k - 1)|C^*_{1m}|$$
$$\leq (\alpha + K + m - 1)(2k - 1)|C^*_{km}|$$

Now, we will consider the Case 2 in details.

In Lemma 9, when $k \leq m$, we prove that at most 2 new nodes are added into $C_{1m}$ at each augmenting step. However, when $k = m + 1$, at each augmenting step in the last outer iteration, the number of added nodes is quite different.

In Case 2, $m$ is one smaller than $k$. Let $C_{k'm}$ be the $k'$-$m$-CDS at the iteration $k' = k - 1$ (an iteration right before the last iteration, at this time $k' = m$). Thus, we first build a 1-$m$-CDS, and then run FTAA to make become a $k'$-$m$-CDS. Note that each node not in $C_{km}$ will be dominated by at least $(k - 1)$ different nodes in $C_{km}$. Therefore, Lemma 9 may not hold at the last iteration where $k' = k$. Instead, we have the following lemma:

**Lemma 11.** At the last iteration when $k' = k$, we add at most $2(K + 1)$ nodes to $C_{k'm}$ at each augmenting step in order to make it become a $k$-$m$-CDS, where $k = m + 1$.

**Proof:** Suppose we mark the nodes in $C_{k'm}$ with BLACK and the remaining nodes with GRAY. Suppose $L$ is a $k$-leaf block of $C_{k'm}$ and $S$ is the separating set. Suppose nodes $u$ and $v$, where $u \in V(L)$ and $v \in C_{k'm} - V(L)$, are the two black nodes connected by the shortest path without any black nodes, there are three possibilities that nodes $u$ and $v$ are connected, that is $u$ and $v$ are connected by one connector, two connectors, and more than two connectors. Fig. 4-1A illustrates the scenario of existing more than two connectors in the shortest path.
We claim that if the shortest path between $u$ and $v$, called $P_{uv}$, has more than two intermediate nodes, all intermediate nodes in the shortest path except $x$ and $y$ must be dominated by all nodes in separating set $S$. (See Fig. 4-1A) This is true because: the $C_{k'm}$ is $(k-1)$-dominating, suppose $P_{uv}$ is $u, x, ..., y, v$ and one of the intermediate nodes, let’s say node $z$ is dominated by one node in separating set $S$ (as illustrated in See Fig. 4-1B), $z$ must have another black node neighbor $p$ or else $z$ is not dominated by $(k-1)$ different nodes in the $C_{k'm}$, which is contrary to the fact that we build $1-(k-1)$-CDS at first. If so, the path between $pu$ or $pv$ has a shorter distance than $P_{uv}$, which contradicts that $P_{uv}$ has the shortest distance.

![Figure 4-1. All intermediate nodes are neighbors of the nodes in separating set](image)

We show that there exists a path connecting a $k$-leaf block to another $k$-block with a limited number of intermediate nodes. The position of nodes $u$ and $v$ has four possibilities: (i) nodes $u$ and $v$ are both neighbors of one node, says $s$, in separating set $S$. (ii) node $u$ is the neighbor of node $s$ in separating set $S$, but node $v$ is not. (iii) node $v$ is the neighbor of node $s$ in separating set $S$, but node $u$ is not. iv) neither node $u$ nor $v$ are neighbors of any node in separating set $S$. 

Case (i) is illustrated in Fig.4-2. From Lemma 1, we know that the size of $N_{ID}(u)$ is bounded by $K$. We can divide the neighborhood of node $s$ into $K$ subregions by using the same dividing strategy proposed in [39]. Therefore, in each subregion, there is at most one
independent neighbor of node $s$. The dash circle is the transmission range of nodes $u$ and $v$. All the interconnecting nodes are marked with a small white circle. To maximize the number of interconnecting nodes, we let the transmission range of nodes $u$ and $v$ be $r_{\text{min}}$ and the distance between $u$ and $v$ is slightly larger than $r_{\text{min}}$, so $u$ is not a neighbor of $v$, and vice versa. Note that if two nodes fall in the same subregion, they will be connected to be a path because each subregion can have at most one independent neighbor of node $s$. Therefore, there are at most 2 nodes to form a shortest path in each subregion. (If we have 3 or more nodes in each subregion, the path must not be the shortest.) Since we divide the neighborhood of $s$ into $K$ subregions and with some algebraic step, we can figure out there are at most $K(\frac{2\pi - \beta}{\pi})$, where $\beta = 2\arcsin \frac{r_{\text{min}}}{r_{\text{max}}} = 2\arcsin \frac{1}{2r}$.

Figure 4-2. $s$ is node in separating set, node $u$ and $v$ are both neighbors of node $s$

Case (ii) is illustrated in Fig. 4-3. Since $s$ is the node in separating set, there must exist another black node, called $a$ in the graph, that is a neighbor of $s$, otherwise the CDS is not connected anymore. Since $P_{uv}$ has the shortest length, then there could not exist interconnecting nodes in region $A$ and $B$, otherwise, there path $P_{ua}$ has a shorter a length than $P_{uv}$. Same as Case i), at most 2 nodes will form a shortest path in each subregion. There might be another interconnecting node which is a neighbor of $v$ but not
of $s$, called $y$ in Fig. 4-3. Thus, if only $u$ is in the transmission range of $s$, there are at most $K\left(\frac{2\pi - \beta - \delta}{\pi}\right) + 1$ interconnecting nodes, where $\beta = \delta = 2\arcsin\frac{1}{2r}$.

Similar to case (ii), case (iii) has the same number of maximal interconnecting nodes.

Case (iv) is illustrated in Fig. 4-4. Since $s$ is the node in separating set and neither $u$ nor $v$ is in its transmission range, there must exist two other black nodes, called $a$ and $b$ in Fig. 4-4, that are two neighbors of $s$. Since path $P_{uv}$ has the shortest length, then there could not exist interconnecting nodes in region $B$, $A$ and $C$, otherwise either path $P_{ab}$, $P_{ub}$ or $P_{va}$ has the shorter length than $P_{uv}$. Again, at most 2 nodes will form a shortest path in each subregion. There might be two other interconnecting nodes which are a neighbor of $u$ and $v$ but not of $s$ respectively, called $x$ and $y$ in Fig. 4-4. Thus if neither $u$ nor $v$ is in the transmission range of $s$, there are at most $K\left(\frac{2\pi - \beta - 2\delta}{\pi}\right) + 2$ interconnecting nodes between $u$ and $v$.

In summary, we prove that for all cases, at most $2(K + 1)$ interconnecting nodes are necessary to connect a $k$-leaf block to other $k$-blocks.

**Theorem 3.** The constructed $k$-$m$-CDS is of size at most $(2k + 2K - 1)(K + \ln K + k + 1)|C^*_k|\text{ in } DGB$, where $k = m + 1$ and $C^*_k$ is an optimal solution of $k$-$m$-CDS.
Figure 4-4. $s$ is node in separating set, $u$ is in its $k$-leaf block while $v$ is not in its $k$-leaf block and neither $u$ and $v$ are neighbors of $s$.

Proof: Again, let $C_{km}$ denote our obtained solution and $C_{1m}$ be the $1$-$m$-CDS obtained from CDSMIS. We have:

\[
|C_{km}| \leq |C_{1m}| + 2(k - 2)(|C_{1m}| - 1) \\
+ 2(K + 1)(|C_{1m}| - 1) \\
\leq (2k + 2K - 1)|C_{1m}| \\
\leq (2k + 2K - 1)(\alpha + K + m - 1)|C^*_m| \\
\leq (2k + 2m + 1)(\alpha + K + m - 1)|C^*_{km}|
\]

\[\square\]

From the discussion on the two cases, we can conclude that if the transmission range ratio $r$ is bounded and the input of 1-CDS has constant approximation on size, then FTAA has an approximation factor of $O(1)$ on size.

4.1.5.2 The analysis on diameter

Lemma 12. $D^* \leq D^*_{km}$, where $D^*_{km}$ and $D^*$ denote the optimal diameters of $k$-$m$-CDS and 1-CDS respectively.

Proof: It is straightforward that $D^* \leq D^*_{km}$, since a $k$-$m$-CDS is also a 1-CDS. Suppose $D^* > D^*_{km}$, $D^*$ is not the optimal diameter of 1-CDS. Thus, $D^* \leq D^*_{km}$. \[\square\]
Lemma 13. $d(C_{1m}) \leq d(C_{11}) + 2$.

Proof: Since each node not in $C_{11}$ is dominated by at least one node in $C_{11}$. Therefore, when we add more nodes into $C_{11}$ in order to make it to be $C_{1m}$, we only increase $d(C_{11})$ by at most 2 hops. □

Lemma 14. $d(C_{km}) \leq d(C_{1m}) + 2$.

Proof: Suppose two nodes $u$ and $v$ are in $C_{km}$. The position of node $u$ and $v$ has three possibilities: (1) $u, v \in C_{1m}$. (2) $u \in C_{km} - C_{1m}$, $v \in C_{1m}$. (3) $u, v \in C_{km} - C_{1m}$. For case (1), the number of hops between $u$ and $v$ is bounded by $d(C_{1m})$. For case (2), $u$ must be dominated by a node in $C_{1m}$. Therefore, $u$ is only one hop away from its dominator in $C_{1m}$ and the number of hops between $u$ and $v$ is bounded by $d(C_{1m}) + 1$. For case (3), $u$ and $v$ are dominated by different nodes in $C_{1m}$. However, $u$ and $v$ are only one hop away from their dominators. Thus, the number of hops between $u$ and $v$ is bounded by $d(C_{1m}) + 2$. □

Theorem 4. If the diameter of input 1-CDS is bounded by $\beta D^*$, the approximation ratio of the constructed $k$-m-CDS on diameter is $\beta D^*_km + 4$.

Proof: From Lemma 12, 13 and 14, we have the following inequality:

\[
d(C_{km}) \leq d(C_{1m}) + 2 \leq d(C_{11}) + 2 + 2 \leq \beta D^* + 4 \leq \beta D^*_km + 4
\]

□

In conclusion, If given an $(\alpha, \beta)$-CDS as the input, where $\alpha$ is the approximation ratio of 1-CDS on size and $\beta$ is that on diameter, then the $k$-m-CDS obtained from FTAA has constant approximation factors of $O(\alpha(K + m))$ on size and $O(\beta)$ on diameter.

4.1.5.3 Time complexity

Theorem 5. Suppose $n$ is the number of nodes in original graph, the time complexity of FTAA is $O(kn^3)$.

Proof: Time complexity of constructing a 1-m-CDS is easy to analyze, since computing an MIS takes $O(n)$ time [32]. Therefore, the time complexity of CDSMIS is dominated by finding $m - 1$ MISs, which is $O(mn)$. 
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In the second step, the way we compute $k'$-block is based on the distributed strategy. Each node in $C_{1m}$ collects multi-hop-away neighborhood information till a $k'$-block can be built. This strategy is reasonable, although we need multi-hop-away neighborhood information. If at least one $k'$-block exists in $C_{1m}$, we can always find it. The worst case is that we need all nodes’ information in $C_{1m}$. Then, all the nodes who found the same $k'$-block identify each other by broadcasting and return the $k'$-block as a whole. Therefore, the complexity for second step is $O(n^2)$.

The time complexity of third step is dominated by the \textit{ShortestPath} function, which runs in $O(n^2)$. The second and third step are executed at most $n - 1$ (the maximum number of $k'$-blocks) times in the fourth step. Therefore, the time complexity of fourth step is $O(n^3)$.

The fifth step repeats the second, third and fourth step $k - 1$ times, Therefore, the total time complexity of FTAA is $O(kn^3)$. \hfill $\square$

Now, we have completed the analysis for FTAA. If positive $k$, $m$ and $\alpha$ are given, we will get the constant performance guarantee on size.

### 4.2 Basic Model

In this section, we introduce two algorithms for 1-CDS (also known as CDS) with bounded size and diameter. One is called Basic Distributed Approximation Algorithm (BDAA) and another is called Progressive Distributed Approximation Algorithm (PDAA). The two algorithms could be used as an input of FTAA. The benefit of BDAA is the low time complexity on constructing CDS, while PDAA performs well on optimizing the size and diameter of CDS.

#### 4.2.1 Problem Definition

The CDS problem with bounded diameter could be formally defined as follows:

\textbf{Definition 2. CDS Problem with Bounded Diameter:} Given a DGB $G = (V, E)$ representing a network, construct a CDS $C$ such that: (1) each node in $V$ is either in $C$
or has at least one neighbor in C, the subgraph induced by C, i.e., $G[C]$, is connected, (2) minimize the diameter of $C$, and (3) minimize the size of $C$.

To construct a CDS, we often employ an Maximal Independent Set (MIS) which is also a subset of all the nodes in the network. The nodes in MIS are pairwise nonadjacent and no more nodes can be added to preserve this property. Therefore, each node which not in MIS is adjacent to at least one node in MIS. Therefore, an MIS is indeed a DS. If the nodes in MIS are connected by adding more nodes to the MIS, a CDS can be constructed.

### 4.2.2 Basic Distributed Approximation Algorithm

#### 4.2.2.1 Algorithm description

The main idea of BDAA is as follows:

1. Using Wan’s distributed MIS algorithm [32] to construct an MIS. Color all the nodes in MIS black.

2. Randomly choose a black node as the root, and assign a level to each node, which is based on the number of hops away from the root.

3. Connect the nodes in MIS from low level to high level with minimum number of hops.

One existing distributed algorithms for MIS [32] is executed to obtain a DS. The obtained MIS satisfies the following lemma:

**Lemma 15.** Any pair of complementary subsets of a constructed MIS has a distance of exactly two hops. [32]

In order to implement this algorithm in distributed manner, each node maintains a local status which is initialized to unexplored and set to explored after proceeded by the algorithm. Each node also maintains a local variable which stores the ID of message sender and is initially empty.

The following operations for connecting the nodes in MIS with minimum number of hops may be conducted as described in the algorithm below:
Algorithm 3 Basic Distributed Approximation Algorithm (BDAA)

1: INPUT: A connected DGB $G = (V, E)$ and an MIS computed by Wan's algorithm \[32\]
2: OUTPUT: A CDS $T_{CDS}$ with minimum diameter
3: Each node maintains a unique node ID and a status of unexplored initially
4: Color all nodes in MIS black and color every node adjacent to a black node in grey
5: Randomly choose a root $r$ in MIS and set $r$ to explored. Each node $y$ is assigned a level $k$ such that $k = \text{HopCount}(r, y)$, where $0 \leq k \leq k^*$. Suppose $k^*$ is the maximum value of $k$.
6: $r$ broadcasts EXPLORE messages to its neighbors at level 1, where $r$ is at level 0
7: Upon receiving EXPLORE messages, an unexplored grey node $z$ at level $i$ sets itself explored and check if it has a black neighbor $y$ at level $i$ or $i + 1$, if true, its color is set blue, the ID of the message sender is stored, and sends EXPLORE messages to its black neighbors at level $i$ and $i + 1$, if possible.
8: Upon receiving an EXPLORE message, an unexplored black node $y$ at level $i (i \geq 2)$ sets itself explored and the ID of the message sender is stored, then it employs the stored node IDs to trace a 2-hops-away black node $x$ at level $i - 2$ or level $i - 1$ via a blue node $z$, add the path $(x, z, y)$ into $T_{CDS}$ and then sends EXPLORE messages to its grey neighbors at level $i$ and $i + 1$, if possible.
9: The algorithm stops until there is no node changed from grey to blue.
10: The union of black and blue nodes is a CDS.

4.2.2.2 Theoretical analysis

Note that if a black node $x$ at level $(i - 2)$ do not have a 2-hops-away black node $y$ at level $i$, then $x$ must have a 2-hops-away black node $y$ at level $(i - 1)$, since Lemma 15 holds. Therefore, for each black node $y$ we color exactly one grey node in blue to make $x$ and $y$ connected. So, the number of nodes changed from grey to blue is exactly $|MIS| - 1$.

Note that the CDS constructed by BDAA is the union of MIS and a set of blue nodes that connects MIS. Thus, We have the following theorem:

**Theorem 6.** Denote $T_{CDS}$ as our solution obtained from BDAA, then $|T_{CDS}| \leq 2K|CDS^*| - 1$ and $d(T_{CDS}) \leq 4D^* + 4$ in a DGB.

**Proof:** It is known that for an MIS in a DGB, $|I| \leq K|CDS^*|$ [39]. From the observation that the number of nodes we have to add to connect the nodes in MIS is exactly $|I| - 1$, thus, $|T_{CDS}| \leq 2|I| - 1 \leq 2K|CDS^*| - 1$. For diameter of CDS, every black node at level $k$ is away from $r$ within a distance at most $2k$ hops. Suppose $G$ has diameter $D$, then $D \geq k^*$, and the minimum diameter of CDS is at least $D - 2$. 
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In the worst case, two nodes in $T_{CDS}$ at $k^*$ level are separated by $2 \times 2k^*$ hops since each node is away from $r$ at most $2k^*$ hops. In addition, we note that no black node exists at level 1, the black nodes in level 2 can connect with $r$ with 2 hops. Therefore, $d(T_{CDS}) \leq 2 \times 2(k^*-2) + 4 \leq 4D^* + 4$

4.2.2.3 Time complexity

**Theorem 7.** The BDAA has $O(n)$ time complexity and $O(n \log n)$ message complexity.

**Proof:** Construction of an MIS takes $O(n)$ time complexity and sends $O(n \log n)$ messages [32]. After that, we use linear message and take at most linear time to connect the nodes in MIS. Overall, BDAA has $O(n)$ time complexity and $O(n \log n)$ message complexity.

4.2.3 Progressive Distributed Approximation Algorithm

In this section, we introduce $(\alpha, \beta)$-CDS into our model to be the input of FTAA. Also, it can solve the CDS problem with bounded diameter. It approximately satisfies the size constraint and the diameter constraint by constructing a CDS. As we intent to balance the size and diameter, the definition of $(\alpha, \beta)$-CDS is given in wireless networks as follows:

**Definition 3.** $(\alpha, \beta)$-CDS: For a fixed $\alpha > 1$ and $\beta \geq 1$, a CDS $C$ of $G$ meeting the following two requirements is called an $(\alpha, \beta)$-CDS.

- **(Size)** The size of $C$ is at most $\alpha$ times the minimum CDS size.
- **(Diameter)** For any pair of vertex $u$ and $v$ in $C$, $d(C)$ is at most $\beta$ times the minimum diameter of CDS plus a constant number.

In $(\alpha, \beta)$-CDS, $\beta$ is an user-defined input, and usually $\alpha$ is a function of $\beta$. Therefore, the value of $\alpha$ depends on the user-defined input $\beta$. In the following, we will describe how to generate an $(\alpha, \beta)$-CDS and study the tradeoff between the size and diameter.
Since an \((\alpha, \beta)\)-CDS might be used as an input of FTAA, the tradeoff is still preserved for \(k-m\)-CDS.

4.2.3.1 Algorithm description

The general idea of our PDAA is as follows.

1. Construct a CDS \(T_{CDS}\) root at \(r\) by using BDAA. Root \(r\) should locate at the center of network, which is the mid-point of the longest shortest path between two nodes in graph \(G\).

2. Construct a Shortest Path Tree (SPT) \(T_{SPT}\) rooted at \(r\), which only includes all the shortest paths from \(r\) to every other node in \(T_{CDS}\).

3. Traverse \(T_{CDS}\) in a depth-first manner. When visiting a node \(u\), if the number of hops from \(r\) to \(u\) in \(T_{CDS}\) is larger than a user-defined threshold \(\beta\) times the number of hops from \(r\) to \(u\) in \(T_{SPT}\), then a new path from \(r\) to \(u\) in \(T_{SPT}\) is added in \(T_{CDS}\).

If we denote \(D_{CDS}(u, v)\) as the number of hops from \(u\) to \(v\) in \(T_{CDS}\) and \(D_{SPT}(u, v)\) as the number of hops from \(u\) to \(v\) in \(T_{SPT}\). The details of PDAA is as follows:

- **Root Selection and CDS Tree Construction**: With Dijkstra’s algorithm [46], which is used to solve the single-source shortest-paths problem, and a global variable, which stores the maximum shortest path in the graph \(G\), we could find the mid-point of the longest shortest path by running Dijkstra’s algorithm on each node and regard the root \(r\) as the mid-point. While constructing \(T_{CDS}\) rooted at \(r\) by using BDAA, each node \(u\) needs to maintain a pointer \(\pi[u]\) for its parent on the tree \(T_{CDS}\) and an upper bound \(d[u]\) for the number of hops to \(r\). We use the INITIALIZE and RELAX algorithms in [49] to initialize and maintain both of these attributes.

- **Shortest Path Tree Construction**: \(T_{SPT}\) rooted at \(r\) is constructed by using Dijkstra’s algorithm. It only contains all the shortest paths from the root \(r\) to every other node in \(T_{CDS}\).

- **Depth First Search (DFS)**: Traverse the \(T_{CDS}\) in a DFS manner beginning from the root \(r\) along the paths from \(r\) to all the other nodes in \(T_{CDS}\). When node \(u\) is reached for
Algorithm 4 Progressive Distributed Approximation Algorithm (PDAA)

**PDAA(β)**

1. Locate the center of network and choose \( r \) at the center.
2. Build a \( T_{CDS} \) based on \( r \)
3. Use Dijkstra’s algorithm to construct an SPT \( T_{SPT} \)
4. \( C = \text{FIND} \left( T_{CDS}, T_{SPT}, r, \beta \right) \)
5. return \( C \)

**FIND** \( (T_{CDS}, T_{SPT}, r, \beta) \)

1. \( \text{INITIALIZE} \left( T_{CDS}, r \right) \)
2. \( \text{DFS} \left( r \right) \)
3. return a desired CDS \( C \)

**INITIALIZE** \( (G, r) \)

1. \( \text{for} \) each vertex \( v \in T_{CDS} \) \( \text{do} \)
2. \( d[v] \leftarrow \infty \)
3. \( \pi[v] \leftarrow \text{NIL} \)
4. \( \text{end for} \)
5. \( d[r] \leftarrow 0 \)

**RELAX** \( (u,v) \)

1. \( \text{if} \ d[v] > d[u] + D_{CDS}(u,v) \) \( \text{then} \)
2. \( d[v] = d[u] + D_{CDS}(u,v) \)
3. \( \pi[v] \leftarrow u \)
4. \( \text{end if} \)

**DFS** \( (u) \)

1. \( \text{if} \ d[u] > \beta D_{SPT}(r,u) \) \( \text{then} \)
2. \( \text{ADD-PATH} \left( u \right) \)
3. \( \text{end if} \)
4. \( \text{for} \) each child \( v \) of \( u \) in MSA \( \text{do} \)
5. \( \text{RELAX} \left( u, v \right) \)
6. \( \text{DFS} \left( v \right) \)
7. \( \text{RELAX} \left( v, u \right) \)
8. \( \text{end for} \)

**ADD-PATH** \( (v) \)

1. \( \text{if} \ d[v] > D_{SPT}(r,v) \) and \( parent_{SPT}(v) \neq \text{NIL} \) \( \text{then} \)
2. \( \text{ADD-PATH} \left( parent_{SPT}(v) \right) \)
3. \( \text{RELAX} \left( parent_{SPT}(v), v \right) \)
4. \( \text{end if} \)
the first time, if \( d[u] \) is greater than \( \beta \cdot D_{SPT}(r,u) \), then the shortest \( P_{ru} \) in \( T_{SPT} \) is added to \( T_{CDS} \) and \( d[u] \) and \( \pi[u] \) are updated. After this, node \( u \)'s parent \( v \) needs to be checked if the updated path from \( r \) to \( u \) will result in reducing the number of hops from \( r \) to \( v \). If so, then \( v \)'s parent will be checked and so on until the root \( r \) is reached.

With the execution of BDAA, distributed SPT (dSPT) (e.g.\cite{50}), and distributed DFS (dPFS) (e.g.\cite{51}), \( T_{CDS}, T_{SPT} \) and a DFS traversal order could be achieved. In this way, with a Manager (e.g. root node), PDAA could be easily initiated and terminated according to the details illustrated in Algorithm 4.

To evaluate the correctness of the PDAA, we examine whether the two constraints in the definition has been satisfied. Taking \( \beta \) as an user-defined input, we derive a relationship between \( \alpha \) and \( \beta \), which shows the relationship between the size of the constructed CDS and the optimal solution of CDS on size. We also analyze the time complexity of the PDAA.

4.2.3.2 Theoretical analysis

Define \( w(T_{CDS}) \) as the total weight of \( T_{CDS} \) in \( G \), where we assume each edge has been assigned the unit weight of 1. Then \( D_{SPT}(u,v) \) and \( D_{CDS}(u,v) \) are equal to the weight of \( T_{SPT}(u,v) \) and \( T_{CDS}(u,v) \) respectively. Another observation is that \( |T_{CDS}| = w(T_{CDS}) + 1 \), since the number of node in a tree equals to the total number of edges, which also equals to \( w(T_{CDS}) \) plus 1. Meanwhile, as we mentioned before, the lower bound of minimum diameter of CDS is \( D - 2 \). Actually, the upper bound for the minimum diameter of CDS is \( D \), i.e., all the nodes in \( G \) are in CDS, therefore, \( D^* = D \).

Due to the specific structures of CDS, we will classify the following proofs into two cases. Case (1): the diameter of SPT \( T \) rooted at \( r \) that spans all nodes in \( G \) is equal to \( D \) and all other situations are classified into Case (2).

**Lemma 16.** For any pair of nodes \( u \) and \( v \) in \( C \), the number of hops between \( u \) and \( v \) is at most \( \beta \) times \( (D^* + 2) \), when \( d(T) = D \).
Proof: When a vertex $v$ is visited, if $d[v] > \beta D_{SP}(r, v)$, then shortest path between $r$ and $u$ is added into $T_{CDS}$ by calling $ADD-PATH$. Also, we know that the maximum value for $D_{SP}(r, v)$ is the height $h$ of $T_{SP}$, we will prove that $2h \leq D^* + 2$ in the following. After $v$ is visited, $d[v]$ is at most $\beta D_{SP}(r, v)$, which is less or equal to $\beta h$ and subsequently never increases. For $u$, the same analysis can also be applied. Therefore, the total number hops between $v$ and $u$ in $C$ is at most $2\beta h$, therefore at most $\beta(D^* + 2)$.

Now, we prove that $2h \leq D^* + 2$. First, it is easy to see that $2h \leq d(T)$ and $d(T) = D$. Then we have the following:

$$2h - 2 \leq d(T) - 2 \leq D - 2 \leq D^*$$

Therefore, we prove that $2h \leq D^* + 2$.

Lemma 17. In case (2), for any pair of nodes $u$ and $v$ in $C$, the number of hops between $u$ and $v$ is at most $2\beta$ times $(D^* + 1)$.

Proof: If $d(T) \neq D$, the worst case is that $d(T) = 2D^*$. A simple example to illustrate that is a ring, the degree of each node in the ring is only 2 and all the nodes in $G$ are included in CDS, see Fig. 4-5. Therefore, $h \leq D^* + 1$, then the maximum number of hops between $u$ and $v$ is at most $2h$, that is $2\beta(D^* + 1)$.

Figure 4-5. All the nodes in the ring are a CDS with diameter of 8

In real wireless network, case (2) rarely happens, since it requires all the hosts (nodes) are uniformly deployed, such as a ring. However, in most cases, they are deployed
randomly. Therefore, the diameter of CDS returned by PDAA is bounded by $\beta(D^* + 2)$ in most cases.

**Lemma 18.** The total number of nodes on the added shortest paths is at most $\frac{(5-\beta)K}{\beta-1}|C^*_{11}| + 3$.

*Proof:* Let $v_0 = r$ and $v_1, v_2, \ldots, v_k$ be the vertices that caused shortest path to be added during the traversal, in the order they were encountered. When the shortest path from $r$ to $v_i (i \geq 1)$ was added, the number of hops of the added path was $D_{SPT}(r, v_i)$. Also, the nodes on the path to $v_i$ has been relaxed in order, so that $d[v_i] \leq D_{SPT}(r, v_{i-1}) + D_{CDS}(v_{i-1}, v_i)$. The shortest path to $v_i$ was added because $\beta D_{SPT}(r, v_i) < d[v_i]$. Combining the inequalities,

$$\beta D_{SPT}(r, v_i) \leq D_{SPT}(r, v_{i-1}) + D_{CDS}(v_{i-1}, v_i)$$

Summing over $i$ bounds from 1 to $k$, the number of hops of the added paths:

$$\beta \sum_{i=1}^{k} D_{SPT}(r, v_i) \leq \sum_{i=1}^{k} (D_{SPT}(r, v_{i-1}) + D_{CDS}(v_{i-1}, v_i))$$

and therefore

$$(\beta - 1) \sum_{i=1}^{k} D_{SPT}(r, v_i) \leq \sum_{i=1}^{k} D_{CDS}(v_{i-1}, v_i)$$

The DFS traversal traverses each edge exactly twice, and hence the sum on the right-hand side is at most twice $w(T_{CDS})$, since one hop corresponds to a unit weight of 1, i.e.,

$$\sum_{i=1}^{k} D_{CDS}(v_{i-1}, v_i) \leq 2w(T_{CDS})$$

We note that the number of new nodes on the added shortest path is exactly equal to $D_{SPT}(r, v_i) - 1$ and $|T_{CDS}| = w(T_{CDS}) + 1$. Therefore,
Here, we intend to maximize $k$ in order to have a tighter bound on $\sum_{i=1}^{k}(D_{SP T} - 1)(r, v_i)$, which is the total number of new nodes on the added shortest paths. Let denote $\sum_{i=1}^{k}(D_{SP T} - 1)(r, v_i)$ as $P_{size}$ for clear representation.

Intuitively, $k$ is at most $|I|$ since all black nodes in MIS of $T_{CDS}$ may cause shortest paths to be added during the traversal. However, the root $r$ and at least two black nodes at level 2 will not be counted in $k$. Therefore, $k$ is at most $|I| - 3$.

$$(\beta - 1)P_{size} \leq 2|T_{CDS}| - 2 - (|I| - 3)(\beta - 1)$$

$$\leq 4|I| - 4 - (|I| - 3)(\beta - 1)$$

$$\leq (5 - \beta)|I| + 3\beta - 7$$

Since $|I| \leq K|C_{11}^*|$ [39], we have:

$$P_{size} \leq \frac{(5 - \beta)K}{\beta - 1}|C_{11}^*| + 3$$

\[\square\]

**Theorem 8.** Given the value of $\beta$, the approximation ratio $\alpha$ of CDS on size is $\frac{\beta+3}{}$.

**Proof:** From the above analysis, $C$ is the union of $T_{CDS}$ and the added shortest paths. Therefore, combining the Theorem 6 and Lemma 18,

$$|C| = |T_{CDS}| + P_{size}$$

$$\leq 2K|C_{11}^*| - 1 + \frac{(5 - \beta)K}{\beta - 1}|C_{11}^*| + 3$$

$$\leq \frac{(\beta + 3)K}{\beta - 1}|C_{11}^*| + 2$$

\[\square\]
4.2.3.3 Time complexity

Theorem 9. The time complexity of the PDAA algorithm is $O(n^2)$, and the message complexity of the PDAA algorithm is $O(n^2)$.

Proof: From Theorem 7, the time complexity and message complexity for BDAA are $O(n)$ and $O(n \log n)$ respectively and dSPT and dDFS run at most $O(n^2)$ time complexity and send $O(n^2)$ messages [50] [51]. Now, we analyze the procedure of finding the center of network. The dSPT is executed at each node $x$ simultaneously, after that, $x$ needs to broadcast the longest path in SPT rooted at $x$ and compare it with the longest paths returned by other nodes. Therefore, this procedure needs $O(n^2)$ time complexity and $O(n^2)$ message complexity. Since all other operation only take at most $O(n)$ time complexity and $O(n)$ message complexity, the overall message complexity and time complexity of PDAA are $O(n^2)$ and $O(n^2)$.

$\square$
CHAPTER 5
SIMULATION RESULTS

In this section, we conduct the simulation experiments to measure the diameter and size of CDS constructed by our proposed algorithms. Moreover, we are interested in comparing the CDSs returned by CDS-BD [47] and PDAA. Since the running time for PDAA and BDAA has been discussed in Section 4.2, we also would like to verify the running time of the two algorithms in practice. In addition, we do various experiments by adjusting the user-defined parameter $\beta$ in PDAA, in order to see how the CDS size and diameter could be balanced. At last, we evaluate the performance of FTAA (Algorithm 2) by comparing to PDAA so that the tradeoff between the three factors could be systematically discovered.

5.1 Network Parameters

We simulate the network with the following tunable parameters that may affect the algorithm performance:

- $n$, the number of nodes in a given network
- $r$, the transmission range ratio, i.e., $r = \frac{r_{max}}{r_{min}}$ The network density, i.e., the number of nodes per area

5.2 Effects of Number of Nodes

To evaluate the performance of the proposed algorithms under different number of nodes, we randomly deployed $n$ nodes to a fixed area of 3,000m x 3,000m. $n$ changed from 100 to 300 with an increment of 10. Each node $v_i$ randomly chose the transmission range $r_i \in [r_{min}, r_{max}]$ where $r_{min} = 100$m and $r_{max} = 300$m. For each value of $n$, 1,000 network instances were investigated and the results were averaged.

5.2.1 Simulations for BDAA and PDAA

The purpose of this simulation is to evaluate the performance of our proposed algorithms under different number of nodes and verify the importance of root selection at the same time. In order to highlight the root selection, we use a variation of BDAA, called BDAA-Mid, as a reference. Compared to BDAA, BDAA-Mid selects the center of network
Figure 5-1. Simulations for BDAA and PDAA

as the root instead of choosing randomly. Also, we admit PDAA into this simulation and $\beta$ is set to 1.

Fig. 5-1A compares the diameter of CDS constructed by the three algorithms. It is shown that, under different number of nodes deployed in networks, the CDS built by PDAA has the smallest diameter. We observe that the gap between BDAA and BDAA-Mid is shown clearly, which indicates that the CDS could achieve small diameter with the root locating at the center of the network. On the other hand, the difference between BDAA-Mid and PDAA is small, which highlights an important fact that if the center of network is detected, the diameter of CDS rooted at the center will be nearly
optimal, even using an algorithm that only guarantees a loose bound on diameter, such as BDAA. In order to see how far the diameter of CDS returned by BDAA-Mid from the optimal solution, we set $\beta$ to 1 in PDAA. Since with $\beta = 1$, PDAA will produce a CDS with minimum diameter mostly.

In Fig. 5-1B, we present the size of CDS obtained from all three algorithms, depending on the number of nodes deployed. The sizes of CDS generated from the three algorithms are quite close to each other and they all increase with the increase of number of nodes. Also, considering the same number of nodes, BDAA returns a larger size of CDS than PDAA and BDAA-Mid. Although the gaps between these algorithm look small in Fig. 5-1B, the difference between BDAA and BDAA-Mid is clear to observe in the comparison of real data, which illustrates that the size of CDS can be reduced by choosing the center of network as the root. Therefore, the center of network appears to be an important issue in the construction of CDS.

In Table 5-1, we present the running time for the three algorithms. As the complexity analysis indicates, the runtime of BDAA-Mid and PDAA are much higher than that of BDAA. This is due to the long time spent on detecting the center of network. Moreover, we show in Table 5-1 that the BDAA-Mid still runs faster than PDAA, since PDAA needs to compute $T_{SP}$ to shorten the diameter. When the number of nodes increases, PDAA and BDAA-Mid spend more time on detecting the center of network. Therefore, it is a tradeoff between the size (diameter) of CDS and running time of the proposed algorithms.

5.2.2 Simulations for CDS-BD and PDAA

We also conducted simulations to compare the performance of CDS-BD and PDAA. CDS-BD is an algorithm proposed in [47] to construct a CDS with bounded diameter and size. It selects a root randomly and spans a CDS from the root. The approximation ratios of CDS-BD are 11.4 and 3 on size and diameter respectively. For the purpose of fairness, we set $\beta = 3$ (the approximation ratio of PDAA on diameter) in PDAA and also choose the root of CDS randomly.
<table>
<thead>
<tr>
<th>Number of Node</th>
<th>BDAA Runtime</th>
<th>BDAA-Mid Runtime</th>
<th>PDAA Runtime</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>0.0030</td>
<td>1.2640</td>
<td>1.6460</td>
</tr>
<tr>
<td>110</td>
<td>0.0040</td>
<td>1.8270</td>
<td>2.3550</td>
</tr>
<tr>
<td>120</td>
<td>0.0035</td>
<td>2.6260</td>
<td>3.4025</td>
</tr>
<tr>
<td>130</td>
<td>0.0040</td>
<td>3.6260</td>
<td>4.6545</td>
</tr>
<tr>
<td>140</td>
<td>0.0065</td>
<td>4.8320</td>
<td>6.2470</td>
</tr>
<tr>
<td>150</td>
<td>0.0055</td>
<td>6.4380</td>
<td>8.3000</td>
</tr>
<tr>
<td>160</td>
<td>0.0080</td>
<td>8.3955</td>
<td>10.790</td>
</tr>
<tr>
<td>170</td>
<td>0.0095</td>
<td>10.732</td>
<td>13.783</td>
</tr>
<tr>
<td>180</td>
<td>0.0105</td>
<td>13.612</td>
<td>17.588</td>
</tr>
<tr>
<td>190</td>
<td>0.0135</td>
<td>16.688</td>
<td>21.450</td>
</tr>
<tr>
<td>200</td>
<td>0.0150</td>
<td>20.604</td>
<td>26.650</td>
</tr>
<tr>
<td>210</td>
<td>0.0185</td>
<td>25.342</td>
<td>32.406</td>
</tr>
<tr>
<td>220</td>
<td>0.0195</td>
<td>30.427</td>
<td>38.916</td>
</tr>
<tr>
<td>230</td>
<td>0.0235</td>
<td>41.962</td>
<td>54.045</td>
</tr>
<tr>
<td>240</td>
<td>0.0245</td>
<td>49.698</td>
<td>63.839</td>
</tr>
<tr>
<td>250</td>
<td>0.0280</td>
<td>58.496</td>
<td>74.494</td>
</tr>
<tr>
<td>260</td>
<td>0.0350</td>
<td>78.144</td>
<td>100.67</td>
</tr>
<tr>
<td>270</td>
<td>0.0345</td>
<td>90.052</td>
<td>116.11</td>
</tr>
<tr>
<td>280</td>
<td>0.0385</td>
<td>104.91</td>
<td>134.48</td>
</tr>
<tr>
<td>290</td>
<td>0.0460</td>
<td>134.32</td>
<td>172.55</td>
</tr>
<tr>
<td>300</td>
<td>0.0480</td>
<td>155.49</td>
<td>197.78</td>
</tr>
</tbody>
</table>

Table 5-1. Running time(ms) for BDAA, BDAA-Mid and PDAA

Fig. 5-2A shows that the diameters of CDS built by the two algorithms are quite close to each other and the two curves intersect with each other when different number of nodes deployed in the network. For example, when the number of nodes deployed is 130, PDAA achieves smaller diameter than CDS-BD, while at 140, CDS-BD has smaller value. The reason why they look close to each other is that they all guarantee a constant approximation ratio of 3 on diameter. Even though PDAA does not always outperform CDS-BD from this result, out of the 21 points in Fig. 5-2A, PDAA outperforms CDS-BD at 16 points, which is around 76% in probability. So statistically, if the number of nodes deployed in the network is within the range of 100 to 300, which is the simulation environment in our model, PDAA is still better than CDS-BD in reducing the diameter.
Figure 5-2. Simulations for CDS-BD and PDAA

Fig. 5-2B provides the performance comparison of the two algorithms on the size of CDS. It shows PDAA always constructs a CDS with smaller size than CDS-BD, which is much better than theoretical analysis we gave in Section 4.2. Therefore, we can conclude that PDAA outperforms CDS-BD on size and on diameter with high probability as well.

5.2.3 Simulations Based on Different $\beta$

In the above simulations, $\beta$ is set to 1 or 3. In this section, we conduct the simulations with different values of $\beta$. We study the relationship between $\beta$ and the size of CDS and the relationship between $\beta$ and diameter of CDS. As the root selection will not affect the comparison, we randomly choose the root of CDS in this group of simulations. Results are shown in Fig. 5-3.
In Fig. 5-3A, each line represents the diameter of CDS based on one of different values of $\beta$. When $\beta$ is set to 1, PDAA adds a shortest path from $v$ to $r$ if $D_{CDS}(r, v)$ is larger than $D_{SPT}(r, v)$. Therefore, PDAA with $\beta = 1$ returns a CDS with the smallest diameter. When $\beta$ is set to 4, PDAA will not cause the shortest paths to be added in, since PDAA only adds the path from $v$ to $r$ in $T_{CDS}$ under the condition that $D_{CDS}(r, v)$ is greater than 4 times of $D_{SPT}(r, v)$, however, the upper bound of PDAA on diameter is 4. Thus, the CDS by PDAA with $\beta = 4$ has the largest diameter. For $\beta = 2$, the corresponding line is in the middle. Therefore, as we expected, the diameter of CDS built by PDAA could be controlled by adjusting the values of $\beta$. 

Figure 5-3. Simulations based on different $\beta$
In Fig. 5-3B, each line represents the size of CDS based on one of different values of \( \beta \). When \( \beta \) is set to 1, if \( D_{CDS}(r, v) \) is larger than \( D_{SPT}(r, v) \), PDAA adds a shortest path from \( v \) to \( r \). This strategy will incur more nodes to be added. On the opposite, when \( \beta \) is set to 4, no shortest path is needed, which results in a CDS with smaller size. For \( \beta = 2 \), the corresponding line is in the middle, the same situation as in Fig. 5-3A. In conclusion, the performance of PDAA can be balanced depending on the value of \( \beta \) and the tradeoff between size and diameter is clear.

### 5.2.4 Simulations for \( k-m \)-CDS

![Graph A: Compare the Diameter of CDS](image)

![Graph B: Compare the Size of CDS](image)

Figure 5-4. Simulations for \( k-m \)-CDS

In this section, we are interested in evaluating the performance of FTAA. We intend to illustrate that FTAA improves the fault tolerance of 1-CDS by adding marginal
overhead (in terms of the number of nodes added into 1-CDS). We generate a 1-CDS using PDAA with random root selection and $\beta$ is set to 2 here. We take the 1-CDS generated using PDAA as the input of FTAA afterwards, and we set $k=2$ and $m=1$.

Fig. 5-4A compares the performance of FTAA and PDAA in terms of the diameter of CDS. As we expected, there is little difference on the diameter of CDS based on the two algorithms, which perfectly matches our theoretical analysis for the diameter of $k$-$m$-CDS. Therefore, FTAA enhances the fault tolerance of CDS without affecting its diameter greatly.

Meanwhile, as observed from Fig. 5-4B, the size of $k$-$m$-CDS obtained from FTAA is certainly larger than 1-CDS by PDAA. Specifically, the performance of the two algorithms is relatively proportional. As observed from our experiments, the size of $k$-$m$-CDS obtained from FTAA is almost 1.06 times the size of CDS returned by PDAA. The results indicate that considering the fault tolerance will increase the size of the CDS at the same time. However, the increase in size is still bounded and predictable. Therefore, it is clear to see the tradeoffs between the three factors.

5.3 Effects of Transmission Ratio

We also conducted simulations to compare the performance of all algorithms when changing the transmission range ratio $r$ as well as to see how this change affects the size and diameter of an obtained CDS. To change $r$, we fixed $r_{\text{min}} = 100m$ and changed $r_{\text{max}}$ from 100m to 300m with an increment of 20. In this experiment, we randomly deployed 100 nodes into a fixed area of size 3,000m x 3,000m. Each node randomly chose a transmission range in $[r_{\text{min}}, r_{\text{max}}]$. For each network instance, we ran the test for 1000 times.

Fig. 5-5A compares the performance of the proposed algorithms in terms of the CDS diameter. As shown in Fig. 5-5A, PDAA is the best. In particular, the CDS diameter obtained from PDAA is only 5 % smaller than that of BDAA-Mid and 27 % smaller than
Figure 5-5. Effects of transmission ratio

that of BDAA. Again, these results reveal that selecting the center of the network as the CDS root can reduce the CDS diameter.

As we expected, in Fig. 5-5B, the CDS produced by PDAA has a bigger size than BDAA-Mid and BDAA, since PDAA need to add more nodes in CDS in order to achieve a shorter diameter. Apparently, BDAA performs much better than the two others, just because it puts less concern on CDS diameter.

Fig. 5-5 illustrates how the transmission ranges affect the CDS size and diameter. As can be seen in Fig. 5-5, three curves show obvious trend of decrease. In other words, the CDS size and diameter decrease when the maximum transmission range increases.
It is due to the fact that the larger the transmission range, the more nodes a node can dominate.

5.4 Effects of Network Density

Simulations were also carried out to compare the performance of all three algorithms when changing the network density as well as to see how this change affects the CDS size and diameter. To change the network density, we fixed the number of nodes \( n = 100 \) and increased the area from \( 500\text{m} \times 500\text{m} \) to \( 1,500\text{m} \times 1,500\text{m} \) with an increment of 20. In this experiment, we randomly generated 50 nodes in an area with the size changing as described. Each node randomly chose a transmission range in \([r_{\text{min}}, r_{\text{max}}]\) where \( r_{\text{min}} = 100\text{m} \) and \( r_{\text{max}} = 300\text{m} \). For each network instances, we ran the simulations for 1000 times and the results were averaged.

Fig. 5-6A provides the performance comparison of three algorithms in terms of the CDS diameter. As revealed by Fig. 5-6A, PDAA still outperforms the other two in this case. And BDAA-Mid outperforms BDAA. Specifically, the CDS diameter obtained from PDAA is only 1.3 % less than that of BDAA-Mid and 15.8 % less than that of BDAA.

As predicted, Fig. 5-6B indicates that BDAA can build up a CDS with smaller size than BDAA-Mid and PDAA. The difference between BDAA and PDAA is obvious when the network density is high. However, the three curves begin to merge as the network density decreases.

In addition, Fig. 5-6 shows the obvious trend of increase of three curves, which implies that the CDS size and diameter get bigger when the network density decreases. This is because when the network density decreases, the number of neighbors of each node decreases as well. Thus the CDS size and diameter need to be larger to dominate all nodes in a network.

5.5 Summarization

The simulation results can be summarized as follows:
Figure 5-6. Effects of network density

The CDS rooted at the center of network always has a nearly minimum diameter and smaller size compared with all other CDSs, which choose the root randomly. However, the tradeoff between diameter (size) and running time of proposed algorithms exists, since time complexity of finding the center of network is high.

Under the same network conditions, the results shows PDAA performs better than CDS-BD proposed in [47] in most of time, even though we select the root randomly.

PDAA offers a method to balance the diameter and size of CDS through an user-defined input by adjusting the value of $\beta$. 
The simulation results show that FTAA improves the fault tolerance of 1-CDS with only marginal extra overhead. Therefore, the tradeoffs between the three factors are shown clearly.
CHAPTER 6
CONCLUSION AND FUTURE WORK

6.1 Conclusion

In this work, we investigate the fault tolerant CDS problem with bounded diameter in wireless networks. We propose an approximation algorithm for a general case of the $k$-$m$-CDS with bounded diameter, and two approximation algorithms for 1-CDS, which could be applied into the solution of the $k$-$m$-CDS model. We analyze the approximation ratios of the these algorithms in DGB and they guaranteed constant ratios for those factors considered. Moreover, the proposed algorithms for 1-CDS can be implemented in distributed manner and the analysis of time and message complexities is presented as well. Through extensive simulations, we verify that our proposed algorithms can effectively reduce the diameter and size of CDS and outperform CDS-BD [47].

6.2 Future Work

Besides extending our results in this work to the directed graph, we are also interested in finding a number of CDSs to balance the energy consumption. Most of the research work on the CDS problem focuses on constructing a single CDS. However, as nodes in the CDS will be used heavily, they can quickly run out of power, thereby shortening the network lifetime. Therefore, it is natural to find a number of different CDSs, and dynamically rotate the roles of these CDSs to carry out the network tasks.
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