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Thermal transport properties of UO$_2$ and diamond are investigated using atomic level simulation techniques. In particular, the effects of point defects and GBs are investigated. A nonequilibrium molecular dynamics technique is used to calculate the thermal conductivities of UO$_2$ and diamond. The correct treatment of anharmonicity is found to be important for accurate prediction of thermal transport in crystalline solid. The thermal transport properties of polycrystalline UO$_2$ are investigated. Three effective medium approaches are compared and used to derive the interfacial conductance from our simulation results. The temperature and grain size dependence of the interfacial conductance is also characterized.

Defect concentration dependence of the thermal conductivity of UO$_{2+x}$ is obtained. In the effort to understand the nature of vibrational modes in UO$_2$ with point defects, the theory of highly disordered solid is applied. To address the defect production and annihilation mechanisms in UO$_2$, a radiation-damage simulation code has been developed and validated.

Thermal transport properties of diamond GBs are investigated and characterized. Connections to the experimental work or collaborators are made.
CHAPTER 1
GENERAL INTRODUCTION

Challenges in the Materials Science of Heat Transfer

Heat transfer is a fundamental mode of energy transport. It is so fundamental that it can be observed at the atomic and molecular levels and also at the astronomical scale. Controlling heat transfer has been technologically important for more than a century. Thus, relentless efforts have been made to tailor the thermal transport properties of materials for specific applications. This is often very challenging because of the complexity of the transport mechanisms. Heat can propagate by means of conduction, convection, and radiation, and any combinations of these three mechanisms. In addition, the range of thermal conductivities of materials is quite narrow. For instance, the electrical conductivity accessible in materials is roughly 20 orders of magnitude; however, the thermal conductivity of materials ranges only over about 5 orders of magnitude.\textsuperscript{1,2}

Despite the challenge, the demand for better management of the heat transfer has been continuously intensifying. In the effort to gain better control, one must look at the materials on both ends of the spectrum; namely, very high and low thermal conductivity materials. UO\textsubscript{2} is a good example of a low thermal conductivity ceramic material. It is also the standard nuclear fuel for light water reactors for power generation. Its the thermal conductivity is roughly 2-7 W/mK depending on its temperature and microstructure\textsuperscript{3}. In a nuclear reactor, the energy released from the fission reactions is converted to the thermal energy. For efficient transfer of the thermal energy, it is desirable for the fuel to have a high thermal conductivity. Improving the thermal conductivity of UO\textsubscript{2} is a significant challenge; for example, see the literatures on cermet materials.\textsuperscript{4,5}
An example of the other end of the spectrum is diamond. Diamond has the highest thermal conductivity among the naturally occurring materials at room temperature.\textsuperscript{2, 6} There are a number of applications which require very high thermal conductivity, including heat spreader in microelectronics, coating for high wear machining devices, and high power IR laser windows. Because of this and its other unique properties, diamond, is being used in numerous applications.\textsuperscript{6, 7}

Both UO\textsubscript{2} and diamond are electronic insulators, with band gaps of \textasciitilde 2 eV\textsuperscript{8, 9} and \textasciitilde 5.5 eV\textsuperscript{1, 10}, respectively. Thus, the main mechanism of the transport of heat is by the vibration of the crystalline lattice. The quantized lattice vibrations are called phonons and they are the main carriers of thermal energy in these materials. Thermal conductivity in an electronic insulator is determined by the scattering of phonons with other phonons and with defects. Thus the means to control phonon mediated heat transfer is to control point defects, grains, and addition of other materials. The detailed scattering mechanisms of phonon with other phonons and defects are quite complicated. Although there are some analytical models available, there are severe approximations made and the results are often in poor agreement with the observed data. Difficulties are not only in the theoretical understanding, but also in experiments. In experiments, numerous effects coexist in a single sample, as a result not straightforward to separate the mechanisms in clear manner.

In order to provide the necessary background to the work discussed in this thesis, in the following sections, the fundamentals of the defects in crystalline solids are introduced. In addition, the basic properties of UO\textsubscript{2} and diamond are presented. In particular, point defects and GBs present in these two materials are introduced.
Defects in Crystalline Solids

Solid materials with crystalline structure can contain a number of structural defects including point defects, dislocations, GBs, pores, second phases, and surfaces. In the work discussed here, we describe the effect of point defects and GBs on the thermal transport properties. Thus in this section, the basic features of point defects and GBs are introduced.

Point defects in crystalline solid can be divided into two major categories: intrinsic and extrinsic point defects. Intrinsic point defects are defects of the original matrix material, including vacancies, interstitials, Frenkel pairs, and Schottky defects: see Figure 1-1 for an illustration of these defects.

The probability that a vacancy will form in thermal equilibration is proportional to the Boltzmann factor, \( \exp(-E_v/k_B T) \), where \( E_v \) is the vacancy formation energy, \( k_B \) is the Boltzmann constant, and \( T \) is the temperature. Thus the equilibrium number, \( n_v \), of vacancies in a crystal of \( N \) atoms is given by,

\[
\frac{n_v}{N} = \exp\left(\frac{-E_v}{k_B T}\right).
\]

A typical value of \( E_v \) is of the order of \( \sim 1 \) eV. Assuming \( T = 1000 \) K and \( E_v = 1 \) eV, this yields \( n_v/N \approx 10^{-5} \). The equilibrium number of interstitials, Frenkel pairs, and Schottky defects can be obtained in a similar fashion.

Extrinsic point defects are atom species different from the perfect solid itself and can take the form of interstitials and substitutional defects.

Intrinsic and extrinsic defects often coexist in the same solid and they are extremely useful in many applications, such as ion transport in doped oxides. Intrinsic defects such as vacancies and interstitials can be created by doping of extrinsic defect. For example, in UO\(_2\), doping Gd\(_2\)O\(_3\) can create vacancies in the crystal:
\[ \text{Gd}_2\text{O}_3 \rightarrow 2\text{Gd}^0 + 3\text{O}_2^0 + \text{O}_2^0. \] (1-2)

Gd is commonly doped in UO₂ to control the activity of the fuel in boiling water reactors¹¹,¹². The vacancies created by the Gd₂O₃ doping are known to increase the electrical conductivity of the UO₂ fuel¹³,¹⁴, but the reduce thermal conductivity by enhanced phonon-defect scatterings¹⁵,¹⁶. The theory of phonon scattering mechanisms is discussed in Chapter 2.

There are a number of models proposed to describe the structure and properties of GBs.¹⁷ We will cover discuss only rather simple grain boundary (GB) structures, namely, twist and tilt GBs in some detail since they are the most relevant to the rest of this thesis. However, a grain boundary in general can also be a combination of tilt or twist. (For more details, see reference ¹⁸.)

Twist GBs can be viewed simply as follows. Take a block of single crystal and cut into half. Twist one half of the block by \( \theta \) about an axis perpendicular to the interface; the bring the two half blocks back into contact. The resulting interface is a twist GB; see Figure 1-2 for an illustration. Twist GBs can also be viewed as a crystal with a number of screw dislocations aligned in an atomic plane. The illustration in Figure 1-2 is a relaxed twist GB between two simple cubic crystals. The plane of the interface is (100) in this case.

Tilt GBs can be constructed by the relative rotation of the two blocks forming the GB about a rotation axis along the plane of the interface. If the atomic planes parallel to the GB on either side are the same, then the GB is symmetric. If the atomic planes are not the same, it is an asymmetric GB. Figure 1-3 is an example of an asymmetric tilt GB. Just as twist GBs consist of screw dislocations, tilt GBs can be viewed as a series of edge dislocations situated in the plane of GB.
A useful physical quantity associated with a GB is the GB energy. The GB energy can be defined as the energy difference between the single crystal and crystal with the GB per area:

\[ E_{\text{GB}}(\theta) = \frac{E(\theta) - E_0}{A} \]  

(1-3)

\( E(\theta) \) is the energy of the structure with the GB, \( E_0 \) is the energy of a single crystal with the same number of atoms, and \( A \) is the area of the GB. The GB energy is a function of the rotation angle about the rotation axis. Figure 1-4 is an example of the calculated and measured energies of tilt GBs in aluminum.\(^{17}\) Some of the notable features are the rapid increase and decrease with the rotation angle near 0 degree and 90 degree. There are also cusps at certain angles, corresponding to particular small unit cells (the \( \Sigma \) values on each figure). Twist GBs generally have much shallower cusps than those of tilt GBs. Read and Shockley\(^{19}\) first proposed a model of \( E_{\text{GB}}(\theta) \) for the low angle GBs based on the dislocation models. Later Wolf\(^ {18}\) extended the model to the higher angles using phenomenological model. This latter model is called the extended Read-Shockley model and will be used in Chapter 8 to analyze our results on heat transport in diamond GBs.

One of the useful models to describe the GB structures is the coincident site lattice (CSL) model. The CSL model utilizes the fact that the two overlapping two dimensional lattices form a periodic pattern of the coincident lattice points. See Figure 1-5 for an example. The open and closed symbols in the figure are the atoms at simple cubic lattice site in two adjacent planes. The squares are used to show the two dimensional unit cells in each lattice. Imagine that the lattice made of the filled symbol is above the plane consisting of the open symbols. When the top plane is rotated by certain angles \( \theta \) relative to the bottom plane, some atoms in the top and bottom plane coincide. In Figure 1-5 the rotation angle is 36.5° and the plane is (100). This interface is called the \( \Sigma 5 \) (100) GB: \( \Sigma \) denotes the fact the area of the two dimensional repeat pattern has an
area that is 5 times larger than the original unit cell in the simple cubic lattice. This model is a very useful way to catalog different types of GBs. Tilt GBs can be cataloged in a similar manner. More detailed explanations are widely available in the literature.\textsuperscript{17, 18}

**Uranium Dioxide**

Uranium dioxide has been a technologically important material for more than half a century,\textsuperscript{11} particularly as a nuclear fuel in fission reactors for electrical power generation. Uranium is a rather common element and is generally found in the form of U\textsubscript{3}O\textsubscript{8} ore. Major producers of uranium ore are Australia, Canada, Kazakhstan, the United States, South Africa, in order of decreasing amount of reserves.\textsuperscript{20} Perhaps the single most important reason that uranium is used for the nuclear fission reactors is the natural occurrence of \textsuperscript{235}U. \textsuperscript{235}U is the only naturally occurring stable fissile elements. After physical and chemical processing of the ore, the UO\textsubscript{2} form used in reactors, is obtained.\textsuperscript{11}

The main reasons why uranium is used in the form of UO\textsubscript{2} for fission reactor fuel are: i) its high melting point \(\sim 3000\) K, ii) its chemical stability with common cladding materials and coolant, iii) its fluorite structure, which can relatively easily accommodate fission products.\textsuperscript{11} UO\textsubscript{2} of course is not without disadvantages in nuclear fuel applications: i) low thermal conductivity \((\sim 5\) W/mK at 800 K), ii) lower density of fissile elements than its metallic form, and iii) the relative difficulty of processing compared to its metallic form.\textsuperscript{11} Other phases of uranium oxides were also used for colorants for glasses and glazes until the 1940s.\textsuperscript{21}

The crystalline structure of UO\textsubscript{2} is the cubic fluorite structure (space group of \(\text{Fm\bar{3}m}\)) with the lattice parameter of 5.4698 Å at 300 K.\textsuperscript{22-25} Figure 1-6 is the unit cell of UO\textsubscript{2}. Uranium atoms sit at the face centered cubic (FCC) sites (4a Wycoff positions), while oxygen atoms occupy the tetrahedral positions (8c sites) in the FCC U lattice. The ionic radii of U\textsuperscript{4+} and O\textsuperscript{2-} are \(r(\text{U}^{4+})=0.95\) Å and \(r(\text{O}^{2-})=1.35\) Å.\textsuperscript{26} Therefore the radius ratio, \(r(\text{U}^{4+})/r(\text{O}^{2-})\), is 0.704. The
structure is consistent with Pauling’s rule\textsuperscript{27} since the oxygen sublattice forms a simple cubic structure around the cations. The electronegativities of U and O are 1.7 and 3.5,\textsuperscript{1} thus the difference is 1.8. According to the Pauling’s law of electronegativity\textsuperscript{28}, this means that the bonding in UO\textsubscript{2} is \textasciitilde55 \% ionic.

Figure 1-7 is the binary phase diagram of U-O system obtained from the thermodynamic calculation by Lewis \textit{et al.}, based on available experimental data.\textsuperscript{29} There is only a single phase in stoichiometric UO\textsubscript{2} from room temperature to the melting point.\textsuperscript{29-31} The UO\textsubscript{2+x} phase is fairly wide especially at high temperature. With a high concentration of oxygen in UO\textsubscript{2+x}, the U\textsubscript{4}O\textsubscript{9} phase can form, but the exact phase boundary is still under debate.\textsuperscript{29} By contrast, UO\textsubscript{2-x} phase is very limited.

UO\textsubscript{2} can accommodate a number of point defects, especially when it is used in the nuclear reactor fuel. Intrinsic defects are V\textsubscript{U}, U\textsubscript{I}, V\textsubscript{O}, and O\textsubscript{I} with various charge states. U itself can take a wide variety of oxidation states: U\textsuperscript{2+}, U\textsuperscript{3+}, U\textsuperscript{4+}, U\textsuperscript{5+}, and U\textsuperscript{6+}.\textsuperscript{32, 33} U\textsuperscript{2+}, however, is very rare. The predominant intrinsic point defects in UO\textsubscript{2} are the anti-Frenkel pair.\textsuperscript{3, 34-36} In addition to the intrinsic defects, a large number of extrinsic defects exists in the nuclear fuel, and many of them are produced during the nuclear reactions.\textsuperscript{11} Figure 1-8 gives the yields of elements produced as extrinsic defects during the nuclear fission reactions in a typical pressurized water reactor (PWR).\textsuperscript{37} The effects of these extrinsic defects on properties depend on the type and on their concentrations. The study of the effects of fission products themselves is a large area of research and is beyond the scope of this work.

Point defects in UO\textsubscript{2} are known to affect its thermophysical properties. For instance, Ronchi and Hyland\textsuperscript{35} analyzed the available heat capacity data of UO\textsubscript{2}. They found that below 1000 K the heat capacity is determined by the harmonic lattice vibrations and that the Debye
model applies very well. Between 1000 and 1500 K, the anharmonic interactions play an important role and as a result the heat capacity continues to increase with increasing temperature. From 1500 to 2760 K, defect formation (mainly Frenkel defects - or is it anti-Frenkel?) increase the rate of rise in the heat capacity. Finally above 2760 K, other point defects such as Schottky defects also become important and the heat capacity increases further. Thus different types of defects operate in different range of temperature and influence the thermodynamic property.

In addition to the point defects in UO$_2$, electronic defects can be important. Electrons in dielectric materials like UO$_2$, in which the ions are highly polarizable, can propagate when strongly coupled with lattice vibrations. The quasiparticles associated with this phenomenon are called polarons. In particular, so-called ‘small’ polarons, are common in UO$_2$ and are involved in the charge transfer at high temperature. In the small polaron model, electrons hop from ion to ion, unlike the electrons in the conduction band. Small polarons also contribute to the thermal conductivity of UO$_2$ at high temperature. However, the contribution is rather small (at 2000 K, the thermal conductivity by polaron is the 0.31 W/mK while by phonon is about 1.87 W/mK) and will not be considered further.

GBs in UO$_2$ also play very important roles in nuclear fuel. As mentioned earlier, GBs contribute to the thermal resistance of crystalline solids. However, there has been no systematic study of the grain size effect on the thermal transport of UO$_2$. The reason may be that the grain size in UO$_2$ fuel at beginning of life is fairly large (size in a typical UO$_2$ fuel pellet is of the order of 10 µm) and the interfacial resistance is not a significant factor in thermal transport. However, it is know that the grain subdivision occurs in high burnup structures, and the grain size can decrease to ~150 nm on average. At this grain size, the interfacial thermal resistance may be significantly enhanced. Experimentally it is difficulty to determine the effect
of grain size because the high burnup structures also contain a large number of point defects and pores which also decrease the thermal conductivity.\textsuperscript{40, 41}

Other than the thermal transport, GBs also have a number of other effects. One such example is the segregation of fission products. Pores formed during the usage in the nuclear reactor are generally found at the GBs.\textsuperscript{42, 43} Pores smaller than 2 µm are removed in fine grain (<6 micron) sample, but pores are stable if the grain size is large (>20 µm).\textsuperscript{44-46} The amount of fission gas release and the rate of swelling can be reduced by increasing grain size.\textsuperscript{47} Mechanical properties such as hardness\textsuperscript{47}, elastic\textsuperscript{44}, and creep\textsuperscript{48} properties are also affected by the presence and the size of the grains in the sample.

**Diamond**

Diamond is an allotrope of carbon and has a number of unique properties. It is the hardest of known materials (hardness of roughly ~137-167 GPa).\textsuperscript{49} It has the highest thermal conductivity of ~2200 W/mK at 300 K among naturally occurring materials\textsuperscript{6}. The refractive index of diamond is 2.417 making it ideal for some optical applications\textsuperscript{7}, and the brilliant refraction is appreciated for a gem stone.

In diamond, carbon atoms are covalently bonded in the diamond structure with the space group of $Fd\overline{3}m$. Figure 1-9 is the unit cell of the diamond structure. There are 8 carbon atoms in a unit cell at 8a sites, and each atom has 4 nearest neighbors. The lattice parameter determined by X-ray diffraction is 3.5673 Å.\textsuperscript{50}

Naturally occurring diamond contains less than 1 % nitrogen impurities and possibly much lower concentrations of hydrogen and boron. These diamonds are categorized into type-Ia, Ib, IIA, IIB and other rare types, based on the concentration and the types of the impurities. Type IIA diamond is often used in technological applications,\textsuperscript{6} for which most important and the naturally occurring impurity is nitrogen. Nitrogen atoms reside in diamond as substitutional defects, strain
the lattice and also modify the electronic structure. In addition to the impurities, natural diamond contains isotopic defects; in particular $^{13}$C appear at concentration of ~1.1%. Synthetic methods such as chemical vapor deposition (CVD) are often used to prepare diamonds of high purity. Beside the single crystals, polycrystalline diamond is technologically important because of its unique physical properties. In particular, ultrananocrystalline diamond (UNCD) is a very promising multifunctional material.

**Objective and Scope of Study**

The objective of this thesis is to elucidate the mechanisms by which atomic level defect structures influence thermal transport properties in UO$_2$ and diamond. Atomic level simulation techniques are used to accomplish this task. A methodology for the simulation of radiation damage in UO$_2$ is also developed.
Figure 1-1. Point defects in crystalline solid. Black and grey symbols represent atoms of different types; × represents a vacant site.
Figure 1-2. Pure relaxed single twist grain boundary (GB) between two cubic lattices. The GB is in the plane of the page. Region A and B are the region of coherent and incoherent interfaces, respectively. [Adapted from the reference 17 (Page 317, Figure 13.10).]
Figure 1-3. Asymmetric tilt GB between two cubic lattices. The GB is shown by the dashed line. Symbol $\uparrow$ is used to indicate the core of the edge dislocation. [Adapted from the reference 17 (Page 316, Figure 13.9).]
Figure 1-4. The GB energy as a function of rotation angle in $<100>$ (a,b) and $<110>$ (c,d) symmetric tilt GBs of aluminum. (a,c) are calculated values and (b,d) are measured data. [Adapted from reference 17 (Page 315, Figure 13.8).]
Figure 1-5. Lattice structure in $\Sigma 5$ (001) $\theta=36.5^\circ$ GB. Dotted circles (●) and open circles (○) represent atoms in two adjacent layers. Black dot (●) indicates the coincident sites of the two atomic layers. Black solid and dashed lines are used to indicate the cubic unit cell in each crystal. The dash-dot line shows the unit cell of $\Sigma 5$ GB. [Adapted from reference 17 (Page 334, Figure 13.19) with minor modification.]
Figure 1-6. Fluorite structure of UO$_2$ unit cell. Blue and red denote uranium and oxygen atoms, respectively.
Figure 1-7. Phase diagram of U-O system. S and L in subscripts are used to indicate the solid and liquid phase. The numbers indicated in each phase are used in their reference for models of partial pressure of oxygen. [Adapted from reference 29 (Figure 4).]
Figure 1-8. Fission product yield as a function of atomic number in a pressurized water reactor (PWR) after 2.9% burnup. [Adapted from reference 37 (Figure 1).]
Figure 1-9. Unit cell structure of diamond. The bars are used to guide for the eyes.
CHAPTER 2
INTRODUCTION TO THERMAL TRANSPORT IN MATERIALS

Basic Concepts of Thermal Transport

Heat transfer is a fundamental mode of energy transport in nature. It is so fundamental that it exists everywhere from the interactions of molecules to the radiation of the cosmic microwave background of the universe. In today’s world of technology, understanding the mechanism of heat transfer is more important than ever.

One example of the application of thermal energy management is in electronic devices. The size of logic circuits continues to shrink, and the length scale of a transistor is reaching ~45 nm today.\(^\text{55, 56}\) Accordingly, the energy density of the device is also increasing. For example, chip level power densities as of Fall 2006 were estimated to be the order of 100 W/cm\(^2\).\(^\text{57}\) When the temperature of the transistor rises, the performance of the chip degrades: mobility and threshold voltage lowers and the leakage current increases.\(^\text{58, 59}\) Therefore, such high power density electronic devices require better heat removal technologies.

Another example is in the generation of electrical power. Both scientific and technological advances today require an increasing supply of energy. In addition, the need for minimizing the dependence on foreign sources for energy production is naturally diversifying the field of power generation technologies. As a result nuclear energy is again receiving considerable attention. Nuclear power technology has the advantage of high power density per weight of the fuel, and no emission of the greenhouse gases. However, the concerns for the safety of radioactive waste have been a major issue. Therefore the continuous improvement of the technologies involved in the nuclear materials is imperative. Both fuel and structural materials used in nuclear power generation are under extreme conditions of radiation and temperature. For example, as discussed in Chapter 1, UO\(_2\) is the standard nuclear fuel material today. A typical ~1cm diameter fuel pin
in a PWR under operating conditions experiences a temperature of \( \sim 800 \, \text{K} \) at the surface and nearly \( 1600 \, \text{K} \). Ideally, all the heat generated by the nuclear fission reactions is quickly released to the coolant so that the thermal energy can be converted to create the steam which drives the turbine and generates electricity. However, because of the high temperature of the material, the fuel pins experience physical and chemical changes in their properties that often result in undesirable effects such as deformation and cracking of fuel pellet, and possible chemical interaction with coolant.\(^{11}\) Therefore, understanding the heat transfer mechanisms in nuclear fuel materials is particularly important.

In this chapter a general discussion on the types of heat transfer and mechanisms in solids is given, with particular emphasis on phonon-mediated thermal transport.

**Three Modes of Heat Transfer - Conduction, Radiation, Convection**

Heat transfer in materials can occur through three distinct mechanisms: conduction, radiation and convection. Conduction occurs by the motion of the energy carriers such as electrons, lattice vibrations; radiation takes place via electromagnetic waves. By contrast, convection involves the mass transport of the constituent atoms. In solid materials, convection is therefore not relevant and will not be discussed further.

In electronic conductors, electrons are the major thermal energy carriers. The electronic contribution to thermal transport depends on the electrical conductivity and temperature. This is captured in the relation in Wiedemann-Franz law:

\[
\frac{\kappa}{\sigma T} = \eta_L. \tag{2-1}
\]

\( \kappa \) and \( \sigma \) are the thermal and electrical conductivities, and \( T \) is the temperature. \( \eta_L \) on the right hand side is a constant called the Lorenz number, \( (3/2)(k_B/e)^2 \approx 1.11 \times 10^{-8} \, \text{W} \Omega \text{K}^{-2} \), where \( k_B \) is the
Boltzmann constant and \( e \) is the electron charge. This law holds to a good approximation if the collisions of the electrons are elastic.\(^6\)

For intrinsic semiconductors and insulators, lattice vibrations (phonons) are the major carrier of thermal energy. This mechanism will be discussed in detail. It should be noted that the conduction through electrons and phonons can couple and operate simultaneously; they are not, however, relevant for the materials of interest here.

Whatever the carrier may be, once the system reaches steady state and the temperature distribution across the system is known, one can apply Fourier’s law:

\[
\vec{J} = -\kappa \nabla T .
\]

\( \vec{J} \) is the heat current, \( \kappa \) is the thermal conductivity of the medium, and \( T \) is the temperature. Notice that \( \vec{J} \) and \( \nabla T \) are vectors; therefore, \( \kappa \) is a second-rank tensor. The negative sign indicates the fact that the heat flows from higher to lower temperature regions. The assumption here is that the medium is a continuum such that temperature can be defined every point within the volume of interest, and that the change of temperature is linear in space.

Radiation is another form of heat transfer involving the transmission of electromagnetic waves. Every material emits radiation at finite temperature because of the thermal oscillation of ions and electrons.\(^6\) The oscillating charged particles emit electromagnetic waves of the corresponding energy.\(^6\) The spectrum of the radiation follows the Planck distribution of a black body radiation.\(^6\) The total emissive power is:

\[
J = \varepsilon \sigma T^4 ,
\]

\( \sigma \) is the Stefan-Boltzmann constant, \( 5.670 \times 10^{-8} \text{ W/m}^2\text{K}^4 \), and \( \varepsilon \) is the emissivity of the material. This mechanism is important at high temperature because of the \( T^4 \) dependence. A good example is the thermal transport in thermal barrier coating. Yttria stabilized zirconia (YSZ) is a
commonly used for thermal barrier coating of gas turbine engine blade\textsuperscript{64,65}. At the surface of YSZ layer, the temperature is \(~2000\) K or so, and at the inner interface with the bond coating it is above \(1300\) K depending on the way the coating is applied. Although heat transfer in YSZ is dominated by the conduction mechanism, the radiative component cannot be ignored at these high temperatures. For example, for a single layered 8 wt.% YSZ the radiation heat current density can be almost \(25\) % of the total heat flux for YSZ between the surface temperature of \(~1700\) K and bond coating temperature of \(1400\) K with 250 micron thick coating.\textsuperscript{66} (The previous sentence is too complicated – please simplify) In the case of UO\(_2\), Hyland\textsuperscript{67} estimated the radiation contribution to the thermal conductivity at very high temperature (\(>2900\) K). His estimate suggests that the radiation component in the thermal conductivity is much less than other contributions. Bakker et al.\textsuperscript{68} and Hayes et al.\textsuperscript{69} also made estimates of the contribution of radiation to heat transfer in porous UO\(_2\) using finite element methods. Their calculations gave \(~1\) % of the total thermal conductivity at \(3000\) K is due to radiation. Because of this reason, the radiative thermal transport in UO\(_2\) is normally excluded from the analysis\textsuperscript{3}.

In many situations, heat is transferred not only by a single mechanism but by more than one simultaneously. Effects of the individual modes must be taken into account to understand the entire processes.

**Phonon Heat Transfer in Electronic Insulators**

As described above, in electronic insulators, phonons are the major carriers of the thermal energy. A model of phonon mediated heat transfer can be derived from the scattering of a phonon gas. The following discussion is based on standard discussions in solid state physics texts.\textsuperscript{38,60,70}

To describe phonon-mediated heat transfer, the thermal conductivity of a solid can be considered as follows. Imagine phonons as particles behaving like gas molecules. Assume that
there is a container having a number of phonons with concentration, \( n \). Suppose the system is in steady state between a temperature drop, \( \Delta T \). If \( c \) is the specific heat per phonon, a phonon will lose energy \( c \Delta T \) by moving from the hot end to the cold end is, \( c \Delta T \). If the local temperature gradient is \( dT/dx \) and \( l \) is the mean free path of the particles, then the temperature drop over distance \( l \) in direction \( i \) is \( \Delta T=(dT/dx)l \). (The Einstein summation convention is assumed on repeated indices from here on unless explicitly stated otherwise.) Then, the net flux of the energy carried by the phonons is,

\[
J_i = -n v_i c \frac{\partial T}{\partial v_i} l_i = -c_v v_i \tau \frac{\partial T}{\partial x_i}, \tag{2-4}
\]

where \( v_i \) is the mean velocity of the particles, \( l_i \) is the mean free path, \( c_v \) is the volumetric specific heat, and \( \tau \) is the average time between two collision events of phonons, and is known as the relaxation time. By Fourier’s law, the thermal conductivity is the given by,

\[
\kappa_q = c_v V, \tag{2-5}
\]

If the system is isotropic, the mean velocity of the phonons is \( v = \bar{v}/3 \). Therefore, the thermal conductivity is given by,

\[
\kappa = \frac{1}{3} c_v \bar{v} l, \tag{2-6}
\]

As discussed above, phonons, i.e. lattice vibrations, can be the major carrier of thermal energy. Despite the simplicity of the expression, this kinetic formula is very useful. Indeed, it will be the foundation for our phenomenological analyses of phonon-mediated thermal transport.

To understand the mechanisms of the thermal resistance to heat flow, two types of phonon scattering processes must be introduced. Phonons propagating in a crystalline lattice have wave vectors which are constrained by the periodic nature of the crystalline structure. A structure that is crystalline in a real space exhibits periodicity in the reciprocal (or momentum) space. This
periodicity in the momentum space is given by the reciprocal lattice vector, $\vec{K}$. For example, an FCC structure in real space has a BCC structure in reciprocal space, and vice versa. Just as a real space lattice structure has a primitive cell given by the Wigner-Seitz cell construction, a reciprocal space has a corresponding primitive cell given by the first Brillouin zone (BZ). The reciprocal lattice structure can be reproduced by replicating the first BZ and applying translational symmetry. The physical importance of the lattice structure in the reciprocal space is that it places constraints on the momentum conservation of phonons during the scattering processes. Consider a three-phonon scattering process:

$$\vec{p}_1 + \vec{p}_2 = \vec{p}_3 + \vec{K}. \quad (2-7)$$

This can be seen as two phonons with momenta, $\vec{p}_1$ and $\vec{p}_2$, colliding to form a single phonon with momentum $\vec{p}_3$. Because of this conservation law of the crystal momentum, there are two possible processes: normal (N) and umklapp (U) processes. An N-process is a phonon scattering event in which the total phonon momentum is conserved, i.e., $\vec{K} = 0$; this is analogous to the scattering processes of particles such as gas molecules. A U-process, however, is a scattering process in which total phonon momentum changes by a reciprocal lattice vector, i.e., $\vec{K} \neq 0$. Since the 1st BZ is defined by the reciprocal lattice vector, the sum of all the phonon momenta for a U-process must be outside of the first BZ. U-processes play distinct roles in the thermal transport. In N-processes, the total crystal momentum is conserved. This means that, if phonons are created on one end, the same number of phonons must disappear on the other end to conserve the net flow. Since phonon-phonon scattering conserves phonon energy, there cannot be any thermal resistance. Therefore, N-processes cannot contribute to the thermal resistance. On the other hand, in U-processes, the crystal momentum is not conserved, so that there can be a net heat flow and energy can dissipate.
As the thermal conductivity expression, Equation 2-6 include the specific heat, it is helpful to introduce the commonly used approximation to gain insight to its behavior.

The internal energy from the vibration of the atoms for each polarization is given by,

\[ U = \int_{0}^{\infty} d\omega D(\omega) \langle n(\omega) \rangle, \quad (2-8) \]

where \( D(\omega) \) is the density of state (DOS) of phonons and \( \langle n(\omega) \rangle \) is the ensemble averaged number density of phonons, which follows Bose-Einstein statistics:

\[ \langle n(\omega) \rangle = \frac{1}{\exp(h\omega/k_B T) - 1}. \quad (2-9) \]

The internal energy can be used to calculate a number of thermodynamic quantities through the Maxwell’s relations. However, this is not a straightforward task; the main complication being that \( D(\omega) \) is a rather complicated function of \( \omega \) and is singular. In order to gain physical insight through simpler analytic expression, there are two commonly used approximations: the Einstein approximation and Debye approximation.

The Einstein model assumes \( \omega(k) = \omega_0 \); that is the atoms in the lattice all vibrate independently of each other with the same frequency. Thus \( D(\omega) = N \delta(\omega - \omega_0) \), where \( \delta(\omega) \) is the Dirac delta function. Because of the simple expression of \( D(\omega) \), Equation 2-8 can be directly integrated. From the simple thermodynamics relation \( c_v = (\partial U/\partial T)_V \), we get,

\[ c_v = 3 N k_B x^2 e^x \left( e^x - 1 \right) \quad (2-10) \]

Here we introduced dummy variable \( x = h\omega/k_B T \). It is well known that the Einstein model underestimate the specific heat at low temperatures \((T << \theta_D)\).38, 60 (Shouldn’t there be an integral here – the Einstein model gives \( c_v \) vs \( T \) as the final result). At high temperature, \((T >> \theta_D)\), it predict the Dulong-Petit law, as it must to be consistent with classical thermodynamics.
The Debye approximation assumes $\omega = v k$, where $v$ is the speed of phonon assumed to be independent of $k$. Under the Debye approximation, the density of state is simply,

$$D(\omega) = \begin{cases} \frac{V \omega^2}{2 \pi^2 v^3}, & \omega < \omega_D, \\ 0, & \omega > \omega_D \end{cases},$$

(2-11)

where $V$ is the volume of the solid. The maximum frequency, $\omega_D$ of phonons is limited by the size of the primitive cell, which is determined by the number density of atoms, $n$:

$$\omega_D = 2\pi^3 v' n.$$

(2-12)

Now the internal energy can be written as,

$$U = 9 k_s T \left( \frac{\theta_D}{T} \right)^{\frac{3}{2}} \int_0^{\infty} dx \frac{x^3}{e^{x} - 1},$$

(2-13)

where,

$$\theta_D = \frac{\hbar \omega_D}{k_s} = \frac{2\pi^2 \hbar}{k_s} v' n,$$

(2-14)

is the Debye temperature. Finally the volume specific heat can be given by the,

$$c_v = 9 N k_s \left( \frac{\theta_D}{T} \right)^{\frac{3}{2}} \int_0^{\infty} dx \frac{x^4 e^x}{(e^x - 1)^3}. $$

(2-15)

The integral is called the Debye integral of 4th order, and in general it must be computed numerically. However, it is instructive to consider the limiting cases of low and high temperature relative to the Debye temperature:

$$c_v = \begin{cases} \frac{12\pi^4}{5} N k_s \left( \frac{T}{\theta_D} \right)^{\frac{3}{2}}, & T << \theta_D, \\ \frac{3 N k_s}{3 N k_s}, & T >> \theta_D \end{cases}. $$

(2-16)

The high temperature value is the same as the Dulong-Petit law.

Although both of these models are rather oversimplified, they are useful approximations that can be used to gain insight of the actual behavior of phonons of different modes.
Using the above results for the specific heat, the temperature dependence of thermal conductivity in solid can be described based on the phonon model. At high temperature ($\theta_D \ll T$), the specific heat of a solid is constant, taking the Dulong-Petit value of $c_v = 3k_B$. The velocity of sound in a solid is not a strong function of temperature (unlike the classical gas) and does not control the temperature dependence of $\kappa$. Therefore, the only temperature dependence of the thermal conductivity comes from the mean free path. A simple analysis based on Boltzmann equation of phonon transport, yields a $1/T$ dependence of the mean free path at high temperature, although the exact solution cannot be obtained. Using the Boltzmann equation, the scattering rate can be written in term of the change in occupation number of phonons, which can be given as a sum of all the scattering processes possible under given kinematics. The change in the occupation number turns out to be linear in the perturbation of the occupation numbers for three phonon processes. The perturbation is linear in temperature, $T$, of the system and therefore the scattering rate is also linear in $T$. Thus knowing that the mean free path is inversely proportional to the scattering rate, $l$ is proportional to $1/T$. More sophisticated analysis shows that in fact the temperature dependence is quite generally, $1/T^n$, where $n$ is between 1 and 2; this is confirmed experimentally. The precise value of $n$ is determined by the competition between the cubic and quartic anharmonic phonon-phonon interactions.

At the extreme of low temperature ($\theta_D >> T$), the phonon mean free path due to phonon-phonon scattering becomes extremely long. In fact, it can become so long that it is comparable to the dimensions of the solid; as a result the thermal conductivity is essentially independent of the mean free path. This limit of the mean free path is known as the Casimir limit, and the scattering is dominated by the surfaces. In this limit, the mean free path is almost temperature independent. However, at low temperatures the specific heat has the temperature dependence of
under the Debye approximation. As a result, the thermal conductivity thus also has the same $T^3$ dependence. This behavior agrees with a number of experimental observations.

In the intermediate range of temperature ($T \sim \theta_D$), the situation is rather complicated and we have to resort to extending the behavior from the high and low temperature limits. When U-processes are the only source of the thermal resistivity, $\kappa$ rises exponentially with decreasing $T$, $\sim \exp(\theta_D/T)$, because of the quantization of the energy levels. Since the specific heat rises as $T^3$ at low temperature, $\kappa$ is commonly expressed as,

$$\kappa = A \left( \frac{T}{\theta_D} \right)^n \exp \left( \frac{\theta_D}{bT} \right).$$

(2-17)

A, b, n are to be determined by fit. This function has the maximum at $T = \theta_D/nb$, where the value of $nb$ is typically about 15-35. (Table 2-1.)

For summary, the temperature dependence the heat capacity of a pure crystalline solid is given by the Debye approximation. The temperature dependence of thermal conductivity varies from $\sim T^3$ to $T^n \exp(\theta_D/bT)$, then $\sim 1/T$. Figure 2-2 illustrates this temperature dependence using data on Ge.

**Point Imperfections**

A crystalline solid can contain a variety of point defects such as interstitials, vacancies, isotopic defects, and substitutional defects. These defects can differ from the ions in solid with regards to their mass, size, and interactions with other atoms. In order to understand the contribution to the thermal resistance from point defect scattering, we must return to the original expression of the thermal conductivity in Equation 2-6:

$$\kappa = \frac{1}{3} c_r \bar{v} l, $$
Here, it is useful to think the conductivity as a sum of the contribution from each mode of wave vector \( \vec{k} \),

\[
\kappa = \frac{1}{3} \sum \int c_{r,j}(k) v_j(k) t_{j,k} d\vec{k} = \frac{1}{3} \sum \int c_{r,j}(k) v_j^2(k) \tau_j(k) d\vec{k},
\]

(2-18)

where \( \tau_j(k) \) is the relaxation time. The main problem one faces in calculation of \( \kappa \) is to calculate the relaxation time. This may be done by solving the Boltzmann transport equation. Exact solutions are generally unattainable due to mathematical complexity, and approximations must be used.

Klemens\(^74\) applied second-order perturbation theory to the scattering of phonons by point imperfections. The point defect in this analysis is assumed to be a generic atomic defect with mass \( M_i \), force constant \( f_i \), and radius \( R_i \) such that the difference from the corresponding values of crystalline host material are given by, \( \Delta M_i = M_i - M_0 \), \( \Delta f_i = f_i - f_0 \) and \( \Delta R_i = R_i - R_0 \), where \( M_0, f_0 \) and \( R_0 \), are the mean values. The derivation of the formal expression is rather lengthy and the details are not central for this study. The basic procedure is following. Write the transition rate of phonon level by the phonon-defect scattering using the Fermi’s golden rule\(^75\). Then give Hamiltonian in terms of the defect properties such as the differences in masses, radii, or force constants. Then the rate of the number of phonons created by the scattering can be obtained by integration the transition rate in momentum space. Finally the scattering rate can be written in terms of the change in the number of phonons. In the end, the scattering rate by the static point imperfections in the long wave length limit at low temperature (\( T << \theta_D \)) is given by,

\[
\frac{1}{\tau_j(k)} \sim \frac{\omega_j^2(k)}{v_j^2(k)} \sum \kappa \left[ \frac{1}{12} \left( \frac{\Delta M_i}{M_0} \right)^2 + \left( \frac{\Delta f_i}{\sqrt{6} f_0} - \frac{2}{3} \frac{\Delta R_i}{R_0} \right)^2 \right].
\]

(2-19)
The overall numerical constants are suppressed since they are not relevant to the discussion. The summation is over the atomic species. \( x_i \) is the fraction of each defect species. Notice the mass, force constant, and radius difference comes into the scattering rate. Another important point is the dependence of the scattering rate on \( \omega^4 \). Since \( \omega = vk \), and the original formal expression for the mean free path is proportional to the ratio of 4th order and 8th order Debye integrals, the mean free path is proportional to \( T^4 \) at \( T << \theta_D \). This in turn gives \( \kappa \sim 1/T \) dependence since the specific heat contribution gives \( T^3 \) at \( T << \theta_D \). Equation 2-19 also suggests that the thermal resistance is linear in the concentration of defects, but this dependence is rather artificial and introduced purely for the sake of mathematical convenience. A similar analysis shows that, at high temperature, the thermal resistance from point imperfections is independent of temperature\(^{70, 76}\).

**GBs and Surfaces**

GBs and surfaces are also sources of thermal resistance for phonon mediated heat transfer. In order to quantify the thermal transport property of an interface, a phenomenological relationship analogous to Fourier’s law is generally used:\(^ {77, 78}\)

\[
J = G_K \Delta T .
\]  
\( (2-20) \)

\( G_K \) is the interfacial thermal conductance, also known as Kapitza conductance. \( \Delta T \) is the temperature drop at the interface. There are two widely used phenomenological models for studying the interfacial resistance. The first is the acoustic mismatch model (AMM). In this model, the crystal is treated as a continuum while the interfacial resistance arises due to the acoustic impedance mismatch between the two solids on both side of the interface\(^ {79}\). A key weakness of this approach is that this model does not take into the discrete lattice structure of ions consisting of solid. Thus, this approach cannot be justified if the phonon wavelength is comparable to the lattice parameter of the crystal. Furthermore, this model does not convey any
information of the effect of the interfacial structure on the thermal transport. Because of these limitations, AMM predicts zero interfacial resistance in GB structures, a result that is in qualitative disagreement with experiment. The second model is the diffuse mismatch model (DMM). DMM assumes independent scattering of phonons with the interface. In addition, all phonons are assumed to be randomly scattered at the interface such that they do not have any memory of their origin. Thus the fraction of energy transferred across the interface is given by the ratio of the phonon density of states (DOS) on either side of the GB. The DMM has been shown to work in some cases, but predicts that the phonon transmission coefficient for all twist grain boundaries should be 50%, a result that disagrees with simulation results.

There is also an analytical approach by Klemens for GB scattering. However, this approach is severely limited by the approximations which are needed to make the calculation tractable. Klemens’s model assumes that the GB consists of multiple edge dislocations. He has shown that the for low angle scattering of long wavelength phonon at low temperature, the scattering rate is proportional to the square of the phonon frequency, $1/\tau \sim \omega^2$. He argued that the thermal conductivity of a solid with GBs and surfaces should increase with $T^3$ below $\theta_D$, following the specific heat but should be constant at higher temperatures. Based on the Klemens’ work, Stoner and Maris gave the maximum limit to the Kapitza conductance in the form of the Debye integral. However, their experimental data on heterogeneous interfaces were in poor agreement with their calculation.

Because of the lack of a satisfactory theoretical model, extensive work in the theory of interfacial thermal transport is still needed.

**Thermal Transport in Disordered Solids**

In crystalline solids, the thermal transport is limited either by phonon-phonon scattering or phonon-defect (point defects, dislocations, GBs, surfaces) scattering. In highly disordered solids,
including amorphous materials, the thermal transport mechanism is fundamentally different from
that in crystalline solids. In non-crystalline, the atomic arrangement is so disordered that the
mean free paths of phonons are extremely short and are independent of temperature. However, the specific heat is almost linear in temperature at low temperature. Above the Debye temperature, \( c_V \) increases slowly with \( T \) and eventually becomes almost temperature independent. Therefore, assuming the form of Equation (2-6), the thermal conductivity of disordered solid follows that of its specific heat. Slack calculated the thermal conductivity of the Debye solid, assuming that the mean free path of the phonon is half of its wavelength for each mode. Under this assumption, he defined the minimum thermal conductivity of glasses. Cahill and Pohl made the same assumption and gave the minimum thermal conductivity of amorphous solids in terms of a Debye integral. Although these models give reasonable agreement for the thermal conductivity of highly disordered solids, the physical basis of describing thermal transport in an amorphous solid using phonon gas model is questionable because the phonon mean free path in these materials is so short (on the order of the interatomic distance) that the concept of phonons itself seem inappropriate.

Allen et al. took a different approach to this problem, and developed a model for the thermal conductivity of amorphous materials at high temperatures. Their model is based on a harmonic approximation analysis of the vibrational modes of the system. They demonstrated that the majority of the thermal energy is transferred through diffusive modes termed “diffusons”. In their simulations of amorphous Si, approximately 93 % of the vibrational modes correspond to the diffuson modes. Other modes in the higher frequency bands are called “locons” due to the fact that they are truly spatially localized. At the other extreme of the phonon spectrum, the low frequency modes are similar to phonons, having well defined wave
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vectors and polarization vectors. They are called “propagons” and constitute only about ~3 % of the entire vibrational modes for a-Si. Although the propagons are very efficient in transfer of thermal energy, their contribution to thermal conductivity is small because of the small population. Within this approach, the temperature dependence of the thermal conductivity mostly comes from the temperature dependence of specific heat. This in turn agrees with the temperature independent behavior at high temperature. The approach developed by Allen et al. is useful not only in analyzing amorphous solids, but in analyzing the thermal conductivity in heavily doped crystalline materials,87 we will use this framework to understand the thermal conductivity of UO$_{2-x}$.
<table>
<thead>
<tr>
<th>Material</th>
<th>$\theta_D$ (K)</th>
<th>$T_{\text{max}}$ (K)</th>
<th>$\theta_D/T_{\text{max}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>NaF</td>
<td>492$^{60}$</td>
<td>20$^{38}$</td>
<td>24.6</td>
</tr>
<tr>
<td>LiF</td>
<td>730$^{60}$</td>
<td>20$^{60}$</td>
<td>36.5</td>
</tr>
<tr>
<td>C (diamond)</td>
<td>2200$^6$</td>
<td>70$^2$</td>
<td>31.4</td>
</tr>
<tr>
<td>Si</td>
<td>625$^{60}$</td>
<td>40$^{88}$</td>
<td>15.6</td>
</tr>
<tr>
<td>Ge</td>
<td>360$^{60}$</td>
<td>15$^{89}$</td>
<td>24.0</td>
</tr>
<tr>
<td>MgO</td>
<td>940$^{90}$</td>
<td>30$^{2, 63}$</td>
<td>31.1</td>
</tr>
<tr>
<td>$\alpha$-Al$_2$O$_3$</td>
<td>900$^{91}$</td>
<td>30$^{70}$</td>
<td>30.0</td>
</tr>
</tbody>
</table>

$T_{\text{max}}$ is an estimate from the plot of $\kappa(T)$. 

---
Figure 2-1. Temperature dependence of the thermal conductivity of selected materials.\textsuperscript{92}
Figure 2-2. Temperature dependence of the thermal conductivity of Ge. Temperature dependence given by the Debye approximation is shown in the figure. The two data sets are used to compare the effect of isotopic defects. The enriched Ge has 96 % $^{74}$Ge. Normal Ge has 37 % $^{74}$Ge and the rest consists of $^{72}$Ge (27 %), $^{70}$Ge (20 %), $^{73}$Ge (8 %), and $^{76}$Ge (8 %).
CHAPTER 3
SIMULATION METHODS

Introduction

There are a number of ways to simulate materials in condensed phases. There are several types of simulations which involve electronic structure calculations such as density functional theory (DFT) and Hartree-Fock method. Molecular dynamics (MD) and Monte-Carlo (MC) treat atoms as the fundamental entities. Finite-element and phase field methods are continuum approaches that can handle >μm in size. The simulation method must be chosen based on the process of interest. For example, if one is interested in understanding the electronic structure of materials, DFT or HF may be appropriate. If equilibrium behavior is required, MC is a common choice.

MD is particularly useful in the study of nonequilibrium dynamic processes at the atomic level. MD treats atoms as point particles with no internal structure. For each atom, mass and charge are assigned. All atoms are treated classically and their dynamics are obtained by solving the Newton’s equation of motion. Details of how to integrate the equation of motion are described in the following section. Since the electronic degrees of freedom of atoms are ignored, MD is capable of handling a large number of atoms and molecules. With today’s computational power, MD can handle approximately $10^7$ atoms on parallelized small workstation computers. With a super computer, simulation of $10^9$ atoms is possible. The only physical input required by the MD simulation is the interatomic potential. This has a significant implication. It means that if the quality of interatomic potential is good, the calculated properties of the material as a whole should be reproduced to a reasonable extent. Unfortunately, while a given interatomic potential may describe well some aspects of the physical behavior of a material, no interatomic potential has been found to capture all the properties of a material in realistic manner.
Numerical Integration

As mentioned in above, MD simulation requires integration of Newton’s equation of motion, which is a second order ordinary differential equation. There are a variety of methods available to integrate such equation.96, 97 Here, we focus only on the Gear predictor-corrector method since it is the algorithm used in our in-house MD code.

The 5th order Gear predictor-corrector method96 uses a high order Taylor expansion of atomic position about the current position, $x(t)$, up to the 5th derivative. Using the current velocity, $v(t)$, acceleration, $a(t)$, and higher order derivatives of $x(t)$, the next position of the atoms are predicted:

$$
\ddot{x}_p(t + dt) = \ddot{x}(t) + \ddot{v}(t)dt + \frac{1}{2} \dddot{a}(t)dt^2 + \frac{1}{3!} \dddot{\dddot{x}}(t)dt^3 + \frac{1}{4!} \dddot{\dddot{x}}(t)dt^4 + \frac{1}{5!} \dddot{\dddot{x}}(t)dt^5.
$$

Once the next positions of the atoms are predicted, the force on each atom is calculated using the predicted positions. With the new predicted force, the atomic positions are corrected by the corrector step:

$$
\ddot{x}_c(t + dt) = \ddot{x}_p(t + dt) + c_i \{ \dddot{x}_p(t + dt) - \dddot{x}_c(t + dt) \}.
$$

The superscript $(i)$ is used to indicate the order of derivative of the trajectory. Thus,

$$
\dddot{x}_c(t) \equiv \frac{1}{n!} \frac{d^n \dddot{x}_c(t)}{dt^n}.
$$

is implied. $c_i$ is an array of numerical constants: $c_0=3/20$, $c_1=251/360$, $c_2=1$, $c_3=11/18$, $c_4=1/6$, and $c_5=1/60$.96 $\dddot{x}_c(t + dt)$ is obtained by the plugging $\dddot{x}_c(t + dt)$ into the equation of motion.

$$
\ddot{x}_c(t + dt) = \frac{1}{m} \dddot{F}(\dddot{x}_c(t + dt)).
$$

Periodic Boundary Condition

Although MD simulation technique can handle a large number of atoms, the number of atoms is quite small compared to that in real physical systems, which contain of the order of $10^{24}$
Therefore in order to simulate a large bulk material, periodic boundary condition (PBCs) are used. Figure 3-2 illustrates PBCs in 2 dimensions. The actual simulation cell is the central shaded cell of size $L \times L$. Suppose, for simplicity, that the simulation cell contains only 5 molecules as shown in the figure. When molecule 1 crosses the boundary of the simulation box, its periodic image re-enters the cell from the other side. Clearly this is not what actually happens in a real materials; however but if there are a large number of atoms in the simulation cell, the environment any atom experience will resemble to that of an infinitely large system.

Another important effect of the PBCs is in the collective vibrations of atoms and molecules and pressure waves. If the PBC is not used, the simulation cell boundaries are terminated by the surfaces and only standing vibrational waves are allowed. Having PBCs actually allow traveling waves in the system allowing the material to behave like a large medium. It should be noted, however, that even if traveling waves are allowed in the simulation cell, their maximum wavelength is limited by the size of the cell, with longest wavelength being twice the length of the simulation cell size. As we shall see, these constraints are very important for thermal conductivity calculations.

**Interatomic Potentials**

The interatomic potential is perhaps the most important piece in the MD simulation technique. As mentioned in the introduction to this chapter, the interatomic potentials are the only model input for MD simulations, and all the physical properties are determined by it. It is quite intriguing that even the rather crude models of interatomic interactions typically used can reproduce physical properties with reasonable accuracies.

**Long-range Interaction**

Evaluation of the long-range $1/r$ electrostatic interactions in ionic systems is one of the trickiest problems in MD simulations. We wish to compute the electrostatic energy by,
\[ E_{ES} = \frac{1}{4\pi\varepsilon_0} \sum_{i\neq j} \frac{q_i q_j}{r}, \]  \hspace{1cm} (3-5)  

where \( q_i \) and \( q_j \) are the charges of ions \( i \) and \( j \) separated by a distance \( r \), and \( \varepsilon_0 \) is the electric permittivity of vacuum. The crux of the problem is that this sum is conditionally convergent. There have been several approaches proposed to get around this problem.\(^{96,98} \) In following, two methods used in hour in-house MD code are described. The discussion focuses mainly on the idea behind the methodology rather than the details of derivation. Efficiency of the methods will also be discussed for the later purpose.

**Ewald sum**

The idea of Ewald sum is to rewrite the summation in Equation (3-2) in terms of the electric charge density and express these densities by a sum of delta functions. If we assume every point charge \( q_i \) is surrounded by a diffused charge of opposite sign, \( q_i \) cancels exactly (Figure 3-3). The potential energy due to charge \( q_i \) is the fraction of charge \( q_i \) that is not cancelled, and it goes to 0 rapidly at large distances. Using this approach, the conditionally convergent sum may be determined as:

\[ E_{ES} = \frac{1}{2V} \sum_{k\in\mathbb{Z}^3} \frac{4\pi}{k^2} \rho(k) \exp \left( -\frac{k^2}{4\alpha} \right) - \sqrt{\frac{\alpha}{\pi}} \sum_{\tau=1}^{\infty} q_i^2 + 1 \sum_{\tau=1}^{\infty} \frac{q_i q_j}{r} \text{erfc} \left( \sqrt{\alpha r} \right). \]  \hspace{1cm} (3-6)  

The first term is the potential energy due the charge distribution \( \rho(r) \) given in reciprocal space. The second term is the correction for self-interaction. The third term is the electrostatic energy of the point charges screened by oppositely charged Gaussians given in real space.

Equation (3-6) is clearly complicated and the implementation of this in an MD code is not straightforward. Furthermore, for the application of this method to non-3D periodic system, further modifications are required.
In terms of efficiency, the time required for the evaluation of electrostatic interaction by Ewald summation scales as $N^{3/2}$ where $N$ is the number of atoms in the system. This is better than a straight forward evaluation of $N^2$ scaling (Equation (3-5)); there are alternative methods which scale much better with the system size.\cite{96, 98, 99}

**Direct summation**

The $1/r$ truncated summation method developed by Wolf *et al.* is a powerful alternative method to the Ewald summation.\cite{99} From here on this method is referred to as direct summation. The idea is based on the two key observations:

1. The electrostatic energy by the double sum of Equation 3-5 depends strongly on the environment of the atoms.
2. The electrostatic energy of an ionic crystal (Madelung energy) is short-ranged.

Consider the case of NaCl crystal, for example. Imagine a sphere of radius $R_c$ in the crystal. If one calculates the electrostatic energy using Equation 3-5, the values depend significantly on the choice of $R_c$. (Figure 3-4) Assuming that the net charge of the ions in the sphere is $\Delta q$, there is a clear linear dependence in the electrostatic energy on $\Delta q$. The Madelung energy of the crystal corresponds to the electrostatic energy for a charge neutral system. Thus, if it is possible to find the volume of the sphere such that $\Delta q=0$, a reasonably good value of the Madelung energy can be obtained. This can always be accomplished by smoothly compensating each charge in the sphere of $R_c$ by equal and opposite charges at the surface of the volume. However, this itself is not sufficient for the direct application because of the slow oscillatory decay of the potential as a function of $R_c$. Additional damping of the pair potential is required for the method to be practically useful.

With all these in the consideration the electrostatic energy of the ionic crystal of N atoms can be written as,
where $\alpha$ is the damping constant, whose value is chosen to produce the most efficient, yet accurate, results. This method is also shown to work with highly disordered condensed phase such as liquid or amorphous solid.

The major advantage of this method is the computational efficiency. Because of the spherical truncation and fast convergence, the computation of the energy and forces is order $N$. This high efficiency is necessary for simulations of very large systems. The direction summation method is used in all of the simulations described in this thesis.

**Short-range Interactions**

The short-range interaction is determined from the type of material. Two commonly used short-range interatomic potentials for ionic and covalent solids are the Buckingham\textsuperscript{100} and Tersoff\textsuperscript{101,102} potentials. They are used here for the description of UO$_2$ and diamond respectively.

The simplest form of the Buckingham potential is given by,

$$V(r) = A_i \exp\left(-\frac{r}{\rho_i}\right) - \frac{C_{ij}}{r^{6}}. \quad (3-8)$$

Subscript $i$ and $j$ are used to indicate the type of interaction between atom $i$ and $j$. $A_{ij}, \rho_{ij}, c_{ij}$ are fitting parameters. The first term represents the repulsive potential from the overlap of the electron clouds of the two atoms. The second term is the Van der Waals attraction. There are a large number of the set of parameters for ionic solids; see the work of Lewis and Catlow\textsuperscript{103,104}, for instance. We will use a variant of this potential in Chapters 4-7.
The Tersoff potential was developed to describe covalent materials, taking into account the fact that the interatomic bonds depend on the environment of the atoms. The total energy $E$ of a covalent solid is given by,

$$
E = \frac{1}{2} \sum_{\nu} V(r_\nu) \\
V(r_\nu) = f_c(r_\nu) \left[ A_\nu \exp(-\lambda_\nu r_\nu) - B_\nu \exp(-\lambda_2 r_\nu) \right] \\
B_\nu = B_0 \exp(-z_\nu / b) \\
z_\nu = \sum_{\mu \neq \nu} \left[ w(r_{\mu}) \right]^{1/2} \left[ c + \exp(-d \cos \theta_{i\mu}) \right]^{1/2} \\
w(r_\nu) = f_c(r_\nu) \exp(-\lambda_2 r_\nu)
$$

(3-9)

Here, $A_{ij}$, $B_0$, $b$, $c$, $d$, $n$, $\lambda_1$, and $\lambda_2$ are parameters fitted to some bulk properties of the solid. $\theta_{ijk}$ is the angle between the bond $ij$ and $jk$. $f_c(r_{ij})$ is given by,

$$
f_c(r_\nu) = \begin{cases} 
1, & r < R - D \\
\frac{1}{2} - \frac{1}{2} \sin \left[ \frac{\pi (r_\nu - R)}{D} \right], & R - D < r < R + D \\
0, & r > R + D
\end{cases}
$$

(3-10)

$R$ and $D$ are the fitting parameters. It is not easy to give physical meaning to all these terms except that $A_{ij}$ and $B_{ij}$ terms in $V(r_{ij})$ are repulsive and attractive terms. The potential parameters for carbon are, $A_{ij}=1393.6$ eV, $B_0=346.74$ eV, $b=38049$, $d=4.3484$, $\lambda_1=3.4879$ Å, $n=0.72751$, $\lambda_2=2.2119$ Å, $R=1.95$ Å, and $D=0.15$ Å.\textsuperscript{101} This potential is used to simulate diamond in Chapters 8 and 9.

**Thermostat**

In order to simulate materials properties under realistic condition, it is necessary to control the temperature of the material. There are several commonly used techniques for controlling the temperature. The simplest of all is the velocity rescaling thermostat. The idea of this method is to simply modify the velocity of all or a restricted number of atoms in the system such that
their mean temperature matches the target temperature. The kinetic energy of a solid consisting
of \( N \) atoms in the system is related to the temperature by,
\[
\sum_i \frac{1}{2} m_i \tilde{v}_i^2 = \frac{3}{2} N k_b T ,
\]  
(3-11)
where \( m_i \) and \( v_i \) are the mass and velocity of atom \( i \), \( T \) is the current temperature. To set the
temperature of the thermostat to target temperature \( T_t \), the velocity of the atom is scaled by,
\[
\tilde{v}_i(t) = \sqrt{\frac{T}{T_t}} \tilde{v}_i(t) .
\]  
(3-12)
A discussion of some of the issues associated with velocity rescaling thermostat is given in
Chapter 7 in the context of our development of methodologies for simulations of radiation
damage, along with a discussion of alternative methods.

**Constant Pressure Algorithm**

Materials generally expand on heating. This implies that the size and shape of the
simulation cell needs to be adjusted in realistic manner depending on the temperature and
external pressure. In our MD simulations, this is done using a constant pressure algorithms.\(^96,98\)
There are several available methods depending on the constraint on the pressure.

One of the methods called method of extended system first proposed by Andersen.\(^105\) To understand this method, imagine a system of volume \( V \) to which a piston of mass \( Q \) is attached.
Thus, with the motion of the piston, the volume of the system changes. If the volume of the
simulation cell is \( V \), then kinetic and potential energies of the piston are,
\[
K.E. = \frac{1}{2} Q \left( \frac{dV}{dt} \right)^2 .
\]
\[
P.E. = PV
\]  
(3-13)
Here \( P \) is the pressure of the system. Now define variable, \( s_i(t) \), for atom \( i \) in terms of atomic
position \( x_i(t) \):
\[ \ddot{x}_i(t) = V^{1/3} \ddot{s}_i(t). \] (3-14)

Thus, \( s_i(t) \) is the reduced coordinate of atom \( i \). Then the kinetic and potential energies of all the atoms in the simulation cell are,

\[
K.E. = \frac{1}{2} V^{2/3} \sum_i m_i \left( \frac{d\ddot{s}_i}{dt} \right)^2,
\]

\[
P.E. = U(V^{1/3} \ddot{s}_i). \tag{3-15}
\]

Now using either Hamiltonian or Lagrangian formalism of classical mechanics, one can arrive at the two couple equations of motion:

\[
\frac{d^2 \ddot{s}_i}{dt^2} = \frac{\ddot{F}_i(t)}{m V^{1/3}} - \frac{2}{3V} \frac{d\ddot{s}_i}{dt} \frac{dV}{dt},
\]

\[
\frac{d^3 V}{dt^2} = \frac{p - P}{Q}. \tag{3-16}
\]

Here \( F_i \) is the force on atom \( i \). \( p \) is the instantaneous pressure, and it can be calculated from,

\[
p = \frac{1}{3} \sum_i m_i \ddot{v}_i^2 - \frac{1}{3V} \sum \dddot{r} \cdot \dddot{F}. \tag{3-17}
\]

Notice that in this scheme the pressure is isotropic; it means that the pressure is hydrostatic. However, it is easy to allow all the pressure components to evolve independently. To do so, we need to define matrix, \( H \), such that,

\[
x_i^a(t) = H_{ab} s_i^b(t), \tag{3-18}
\]

instead of Equation (3-14). \( a \) and \( b \) here indicates the Cartesian directions. This expression implies that \( V = \det(H) \). Now the equation of motion, Equation (3-16), can be rewritten in terms of \( H \) instead of \( V \). This will give the constant stress simulation method developed by Parinello and Raman.\(^{106}\) This method has no restriction in the evolution of the components of the pressure or the shape of the simulation cell. This Andersen (and Parinell-Rahman) methods are used throughout the work presented in this thesis.
Nonequilibrium Thermal Conductivity Simulations

The thermal conductivity of a material can be obtained from the non-equilibrium MD simulation. This approach used here is called direct method and was first developed by Jund and Jullien. The simulation cell used in this method is a square cylinder, long in the $z$ direction, and narrow in the $x$ and $y$ directions: see Figure 3-5. Prior to the thermal-transport simulation, the system is heated to the temperature of interest using a constant temperature, constant pressure (NPT) simulation algorithm for thermal and strain equilibration. After the system has equilibrated, two regions in the simulation cell are designated for the heat source and heat sink. The simulation cell dimensions are then fixed, and the heat source and heat sink are turned on to create a steady state heat flow. Once the system reaches steady-state, the temperature gradient is determined from an average over some duration of simulation time. The thermal conductivity is then calculated from Fourier’s law, $J = -\kappa \frac{dT}{dx}$, where $J$ is the heat current, $\kappa$ is thermal conductivity tensor, and $\frac{dT}{dx}$ is the temperature gradient. Some specific setup and condition such as length of the simulation, heat current, simulation cell size, etc. may depend on the material of interest.

In a previous study on silicon, it was shown that the calculated thermal conductivity depends weakly on the cross sectional area. The same study on Si also showed that the calculated thermal conductivity depends strongly on the length of the simulation box. In Chapter 2, using the elementary kinetic theory for a phonon gas, it was shown that, (Equation 2-6)

$$\kappa = \frac{1}{3} c_v \bar{v} l,$$

where $c_v$ is the volumetric specific heat, $\bar{v}$ is the mean sound velocity, and $l$ is the effective mean free path of phonons. The appropriate specific heat above the Debye temperature is given by the Dulong-Petit value for a non-interacting gas:
\[ c_v = (3/2) k_B n, \]  

(3-19)

where \( k_B \) is the Boltzmann constant, and \( n \) is the number density of the ions. For a cubic lattice with \( N_c \) atoms in the unit cell, \( n=N_c/a^3 \). \( v_s \) can be estimated by \( v=(v_L+2v_T)/3 \), where \( v_L \) and \( v_T \) are the longitudinal and transverse sound velocities. These values are given by \( v_L = \sqrt{\rho/C_{\text{ii}}} \) and \( v_T = \sqrt{\rho/C_{\text{tt}}} \) for a cubic lattice. The effective mean free path can be written as, using Matthiessen’s rule for the relaxation time \(^{108}\) as,

\[ l_{\text{ef}} = l_{\infty}^{-1} + l_{\text{bc}}^{-1}, \]  

(3-20)

where \( l_{\infty}^{-1} \) and \( l_{\text{bc}}^{-1} \) are the mean free path of phonon-phonon scattering in an infinite media and phonon-boundary scattering, respectively. If the length of the simulation cell is \( L_z \), \( l_{\text{bc}} \) is approximated by \( L_z/4 \) since the heat source and sink are separated by \( L_z/2 \).

Finally the thermal conductivity can be written as a function of system length as:

\[ \frac{1}{\kappa} = \frac{2a^2}{k_s N_c v} \left( \frac{1}{l_\infty} + \frac{4}{L_z} \right). \]  

(3-21)

This means that the best estimate for the infinite size bulk thermal conductivity can be obtained from MD simulations by the extrapolation of the conductivity values to \( 1/L_z=0 \). This approach was previously applied to Si and diamond single crystals \(^{108}\), and will be used here.
Figure 3-1. The root mean square of the total energy as a function of time for velocity Verlet (circles), 4th order Gear (squares), 5th order Gear (triangles), and 6th order Gear (diamond) algorithms. The steep slopes of the Gear method indicate that it has high accuracy if a small time step size is used. [Adapted from reference 96 (Page 83, Figure 3.3).]
Figure 3-2. Two dimensional periodic system in simulation. The actual simulation cell is the central shaded cell of the size $L \times L$. All the other cells labeled A-H are its periodic image. The arrows indicate the molecule 1 is moving out of the simulation cell and coming in from the other size because of its periodic image. [Adapted from reference 96 (Page 24, Figure 1.9).]
Figure 3-3. A system of point charges as a sum of screened point charges and smeared charge density with opposite sign. [Reproduction from reference 96 (Page 30, Figure 1).]
Figure 3-4. (a) Electrostatic energy per ion as a function of cutoff, $R_c$. Dash line is used to indicate the Madelung energy of NaCl. Electrostatic energy show no systematic convergence even at large $R_c$. However, there are a few value of $R_c$ that gives near the Madelung energy. (b) Electrostatic energy per ion as a function of the net charge, $\Delta q$, in the sphere. Approximate linear relation is clear between the energy and the net charge of the sphere. The Madelung energy coincide with point, $\Delta q=0$. [Adapted from reference 99 (Figure 1).]
Figure 3-5. Simulation cell setup for the direct method for simulating thermal conductivity. The heat source and sink are located at a quarter of the cell length away from the center of the cell. The same amount of energy, $\Delta \varepsilon$, is added to the atoms in the heat source, and removed from those in the heat sink. This setup results in two equivalent heat currents $J$ in opposite directions along the z axis.
Molecular Dynamics Simulation of UO₂

As discussed in Chapter 1, the thermal conductivity is one of the most important performance metrics for a nuclear fuel material. UO₂ is used as the primary fuel in nuclear power reactors, and its thermal conductivity has been determined in a number of experiments. Therefore, it is an ideal material to test theoretical models. Once the validity of the model is established, simulations with point defects and GBs are possible.

Potential Models

The interatomic interactions (Chapter 3) consist of a long-range electrostatic component and short-range interactions which describe the materials specific largely-repulsive component. In this work, the results obtained from two short-range interaction models: those due to Yamada and the Busker. The Busker potential is a traditional Buckingham potential (Equation 3-8),

\[ V(r_{ij}) = A_{ij} \exp(-r_{ij}/\rho_{ij}) - \frac{C_{ij}}{r_{ij}}. \]

The values of the parameters are given in Table I. One of the advantages of Busker model is the transferability of the potential between a variety of elements – it also has parameters for U³⁺ and U⁵⁺, thereby allowing the effects of off-stoichiometry to be studied. (Chapter 6) The Busker potential was originally developed to study defect properties in UO₂ and ZrO₂. By contrast, the Yamada model is a Bushing-Ida type potential given by:

\[ V(r_{ij}) = A_{ij} \exp(-r_{ij}/\rho) - \frac{C_{ij}}{r_{ij}} + D_{ij} \left[ \exp(-2\beta(r_{ij} - r_{ij}^*)) - 2 \exp(-\beta(r_{ij} - r_{ij}^*)) \right]. \]

The first two terms are the same as in the Buckingham potential. The last two terms are the Morse term, which provides a “covalent” component. However, this term is not strictly
covalent in the sense that it does not have directionality. Due to the assumption of partial covalency, the charges of the ions are given by non-formal values intended to represent the partial charge transfer between ions (Table I). Unlike the Busker potential, the Yamada potential was fit specifically to the U-Pu-O system.

To avoid the prohibitive computational expense associated with the calculation of the electrostatic interaction through the Ewald method, particularly for systems with large numbers of ions, the electrostatic interactions are calculated using the direct summation method. (Chapter 3)

Table II summarizes the structural parameters and elastic properties determined using the two potentials. By construction, both give good values for the lattice parameters. The General Utility Lattice Program (GULP)\textsuperscript{113, 114} is used to determine the elastic properties at 300K. GULP uses a static method based on the quasi-harmonic approximation\textsuperscript{113, 114} and thus provides a slightly lower estimated value for the elastic constants than does the direct MD simulation, which includes the dynamical motion of the ions. We can see that while the Busker potential reproduces the value of \( C_{12} \) rather well, it overestimates \( C_{11} \) and \( C_{44} \). By contrast, the Yamada potential gives good estimates of \( C_{11} \) and \( C_{44} \), but severely underestimates \( C_{12} \). As a result one overestimates and the other underestimates the bulk modulus \( B = (C_{11} + 2C_{12})/3 \).

There are numerous other interatomic potentials for UO\(_2\) in the literature. Recently, Govers \textit{et al.} undertook an extensive comparison of a number of empirical potentials for UO\(_2\), including the two used in this study\textsuperscript{115}. Their assessment included both rigid-ion and shell models, and they calculated the cohesive energy, lattice parameter, elastic constants, dielectric constants, \( \Gamma \) point phonon frequencies, and defect formation energies. While some potentials seemed to give a better physical description than others, their results showed that no single
potential faithfully reproduces all of the physical properties of UO₂. The two potentials used here are thus representative of other UO₂ potentials with regards to their materials fidelity.

**Thermal Expansion**

Another metric of the fidelity of a potential is to compare the thermal expansion of the system with experiment. The simulations to determine the thermal expansion are performed using Andersen’s constant pressure scheme. The simulation cell contains 6×6×6 unit cells (2592 atoms), and the temperature of the system is controlled by velocity rescaling. In order to reach equilibrium, the simulations are run for 7.5 ps with 0.25 fs time steps. The temperature is varied from 0 K to 2000 K at 100 K intervals. The lattice parameter at each temperature is obtained by the simulation cell volume average of the last 5.5 ps of the simulation.

Figure 4-1 shows the normalized lattice parameter as a function of temperature; the experimental values are taken from Fink’s critical assessment of the experimental data. Yamada’s potential shows good agreement with the experimental thermal expansion up to about 1000 K, above which it is systematically lower. The Busker potential gives a systematically lower thermal expansion at all temperatures. At low temperatures, the thermal expansions are essentially temperature independent with \( \alpha_{Yamada} = 8.4 \times 10^{-6} \text{ K}^{-1} \) and \( \alpha_{Busker} = 6.2 \times 10^{-6} \text{ K}^{-1} \). The discrepancy between our calculated value for the Yamada potential and the previously published value of \( 10.1 \times 10^{-6} \text{ K}^{-1} \) is at least in part due to the Wigner-Kirkwood correction to the free energy used in analyzing their simulations. The thermal expansion calculated with the two potentials are both smaller than the experimental value of \( \alpha_{Expt} = 11.8 \times 10^{-6} \text{ K}^{-1} \).

The thermal expansion coefficient is a result of the anharmonicity of the interactions in the material. This is encapsulated in the Grüneisen relation:
\[
\alpha = \frac{c_v}{3B},
\]  
(4-2)

where \(c_v\) and \(B\) are the specific heat and bulk modulus respectively, and \(\gamma\) is the Grüneisen parameter, which measures the dependence of the phonon frequencies on system volume, and thus a direct measure of the anharmonicity of the interactions in the system.\(^{60}\) If the interatomic interactions were purely harmonic, then the Grüneisen parameter would be zero and there would be no thermal expansion. Thus the higher thermal expansion of the Yamada model can be interpreted as a result of higher anharmonicity in the potential compared to the Busker potential.

An estimate of the lattice thermal conductivity in terms of the Grüneisen parameter was first given by Leibfried and Schloemann\(^{117}\), and refined by Klemens\(^{118}\),

\[
\kappa \sim \frac{24 \sqrt{4} (k_B h)^3 M v \theta^3}{10 \gamma^2 \theta^2 (h)}.
\]  
(4-3)

Here \(k_B\) is the Boltzmann constant, \(h\) is the Planck constant, \(v\) and \(M\) are the volume and the mass per atom. The only two materials constants that enter into Equation 4-3 are \(\theta\), the Debye temperature, and \(\gamma\) the frequency-averaged Grüneisen parameter. From this relation, it is clear that the thermal conductivity decreases with increasing anharmonicity.

Through their dependences on the Grüneisen parameter, we can use Equations 4-2 and 4-3 to give a simple relationship between the thermal conductivity and thermal expansion, in terms of the Debye temperature, the bulk modulus and the specific heat:

\[
\alpha \kappa = \chi \frac{\theta c_v^2}{B}.
\]  
(4-4)

The constant \(\chi\) subsumes all of the non-materials constants in Equation 4-2 and 4-3. In classical simulations at temperatures above the Debye temperature (370K for UO\(_2\)), the specific heat is
essentially equal to the Dulong-Petit value of $3k_B$. Also the Debye temperatures for the two potentials are assumed to be the same. Hence we find:

$$\kappa = \frac{\chi'}{\alpha B},$$  \hspace{1cm} (4-5)

where $\chi' = \chi \theta^4 C_v^2$.

Using the values of $\alpha$ and $B$ determined above for the two potentials, we then predict the following:

$$\kappa_{\text{Busker}} \approx 10.1 \times 10^{-2} \chi', \quad \kappa_{\text{Yamada}} \approx 8.1 \times 10^{-2} \chi'.$$  \hspace{1cm} (4-6)

Using the experimental values of $B$ and $\alpha$, Equation (4-5) gives $\kappa_{\text{Expt}} \approx 3.4 \times 10^{-2} \chi'$, which is considerably smaller than the predictions for the Busker and Yamada potentials. Thus, based on this very naïve analysis, we expect the direct simulations with the two potentials to give thermal conductivities for the Busker and Yamada potentials that are 3.0 and 2.4 times larger respectively than the experimental values; as we shall see in the next section, these estimates are quite accurate..

**Thermal Conductivity of Single Crystal UO$_2$**

The temperature dependence of the thermal conductivity of single crystal UO$_2$ is calculated using the direct method (Chapter 2). In this approach a heat current is set up; the resulting temperature gradient is identified from which the thermal conductivity is calculated from Fourier’s Law.

Using the description given in Chapter 3, the system is heated to the temperature of interest using a constant temperature, constant volume simulation algorithm before the thermal-transport simulation. We determined that 12.5 ps. is sufficient for thermal equilibration. The heat source and heat sink are then turned on, so as to create a steady state heat flow. Once the
system reaches steady-state, which takes about \( \sim 500 \) ps, the temperature gradient is determined from an average over 250 ps.

Thermal conductivity depends weakly on the cross sectional area (Chapter 2).\(^{108}\) Therefore the cross-section area is set to be \( 4 \times 4 \) unit cells, which is the smallest size that can be simulated with the cutoff values used in these potentials of \( R_c = 1.98a \), where \( a \) is the lattice parameter.

Since our simulation cell size is limited by the number of atoms that the available computational resources can reasonably handle, an analysis of the finite size length of the simulation cell must be taken into account to obtain the bulk thermal conductivity (Chapter 3). The thermal conductivity of single crystal UO\(_2\) between 300 K and 2000 K is shown for the two potentials in Figure 4-3 as \( 1/\kappa \) vs. \( 1/L_z \) plots, in accordance with Equation 3-21. The results for the two potentials are similar at all temperatures and system sizes.

The thermal conductivity for infinite system size is determined by linear fits to the data in Figure 4-3. These infinite size limit thermal conductivities, which are the best estimates of the intrinsic thermal conductivity of UO\(_2\) described by these potentials, are shown for the two potentials in Figure 4-4(a) as a function of temperature. Although the error bars overlap, it does appear that the Yamada potential gives a somewhat higher estimated thermal conductivity at low \( T \) than does the Busker potential, but has a somewhat stronger temperature dependence. This result is reasonably consistent with the only small difference in thermal conductivity predicted by our simple anharmonicity analysis.

The higher values for the estimated thermal conductivity derived using the Yamada potential compared to those previously published for this potential\(^ {109}\) mainly arise from the finite size effects which are particularly important at low temperatures when the phonon mean-free path is long, and which were not addresses in the earlier simulations. A secondary effect is that
in this study we have not used the Wigner-Kirkwood correction to the temperature, which has a significant effect below the Debye temperature.

As Figure 4-4(a) indicates, both potentials give significantly higher thermal conductivities at low temperatures than the experimental values. Figure 4-4(a) shows the thermal conductivity corrected according to the anharmonicity analysis in the previous section; as we can see the match between the simulation and experiment is now much better especially above 750K, the temperature range of interest for nuclear-fuel applications. It is worth stressing that this agreement is not the result of fitting the simulation results to the experiments, but comes from a physical analysis of the anharmonicity in the experimental and simulated systems, via quantities that are both computationally easy to calculate and generally experimentally available, even for materials in which thermal transport data are lacking. It thus attributes the majority of the difference between the experimental and simulation values as arising from the differences in the bulk modulus, which measures the harmonic properties of the system, and the thermal expansion, which measures the anharmonic properties of the system.

As discussed in Chapter 3, the anharmonic Umklapp processes lead to the temperature dependence of the thermal conductivity. Debye showed that $\kappa \sim T^n$, with $n \sim 1-2$. Figure 4-4 is a log-log plot of the data in 4-4(b). In each case, the thermal conductivity shows power-law behavior with temperature. The experimental results are fitted by $\alpha_{Expt} \sim 0.79$, while the simulations yield $n_{Yamada} \sim 1.14$ and $n_{Busker} \sim 1.30$ respectively, which are consistent with the Debye analysis.

The systems simulated are structurally much simpler than the experimental systems; this also contributes to the discrepancy between the simulation and experimental results. In particular, in the simulations there are no isotopic defects, no off-stoichiometry, and no
microstructural defects (GBs, dislocations, second phases etc.) Characterization of the effects of polycrystalline microstructures is given in the next chapter; the effects of point defects are analyzed in Chapter 6.

**Discussion**

The simulation approaches used here are well suited to the characterization of the thermal transport properties of electrically insulating materials such as UO₂ in which heat is transported by atomic vibrations. However, even in a relatively poor thermal conductor such as UO₂, finite system size effects can lead to a significant underestimate of the thermal conductivity: the systematic variation in system size coupled with a finite-size scaling analysis does appear to offer a viable method for taking these effects into account.

The power low behavior of thermal conductivity from experimental data gives an exponent less than unity; this is in contradiction with the Debye model. The origin of this discrepancy is not clear. One possible origin of the disagreement is the effects of point defects or grain boundaries, although grain size in typical reactor fuel may be too large to show significant influence. It is well known that defects can reduce the thermal conductivity and temperature dependence. We will return to this issue in later chapters.

Neither potential can quantitatively match the experimental thermal conductivity without the consideration of the anharmonic effects. Based on the analysis of Govers et al., the two potentials used in the study are of a similar level of materials fidelity as others in the literature. The simple relationship, Equation (4-5), relating the elastic properties, thermal expansion and elastic constants, suggests that a potential with correct elastic properties and thermal expansion, should well reproduce the thermal-transport properties. A truly general purpose potential would also need to well reproduce the point defect properties. Govers et al. showed that none of the
twenty-one potentials they examined could satisfactorily reproduce the formation and migration energies. There is thus considerable need for potentials which better describe UO$_2$. 
<table>
<thead>
<tr>
<th></th>
<th>Busker</th>
<th></th>
<th></th>
<th></th>
<th>Yamada</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>O$^{2-}$-O$^{2-}$</td>
<td>U$^{3+}$-O$^{2-}$</td>
<td>U$^{4+}$-O$^{2-}$</td>
<td>U$^{5+}$-O$^{2-}$</td>
<td>U-U</td>
<td>O-O</td>
<td>U-O</td>
</tr>
<tr>
<td>$A_{ij}$ (eV)</td>
<td>9547.96</td>
<td>1165.65</td>
<td>1761.775</td>
<td>2386.42</td>
<td>442.208</td>
<td>2346.149</td>
<td>1018.571</td>
</tr>
<tr>
<td>$\rho_{ij}$ (Å)</td>
<td>0.2192</td>
<td>0.3786</td>
<td>0.35643</td>
<td>0.3411</td>
<td>0.32</td>
<td>0.32</td>
<td>0.32</td>
</tr>
<tr>
<td>$C_{ij}$ (eV·Å$^6$)</td>
<td>32</td>
<td>0</td>
<td>0</td>
<td>4.1462</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$D_{ij}$ (eV)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0</td>
<td>0</td>
<td>0.7810</td>
<td></td>
</tr>
<tr>
<td>$\beta_{ij}$ (1/Å)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0</td>
<td>0</td>
<td>1.25</td>
<td></td>
</tr>
<tr>
<td>$R_{ij}^*$ (Å)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2.369</td>
</tr>
<tr>
<td>$Z_U$ (e)</td>
<td>+4</td>
<td></td>
<td></td>
<td></td>
<td>+2.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$Z_O$ (e)</td>
<td>-2</td>
<td></td>
<td></td>
<td></td>
<td>-1.2</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 4-2. Lattice parameter and elastic constants at 300 K.

<table>
<thead>
<tr>
<th></th>
<th>GULP Busker</th>
<th>Yamada</th>
<th>MD Busker</th>
<th>Yamada</th>
<th>Experiment$^3, 23, 120-122$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a$ (Å)</td>
<td>5.481</td>
<td>5.482</td>
<td>5.479</td>
<td>5.481</td>
<td>5.478</td>
</tr>
<tr>
<td>$C_{11}$ (GPa)</td>
<td>526</td>
<td>409</td>
<td>547</td>
<td>418</td>
<td>389-396</td>
</tr>
<tr>
<td>$C_{12}$ (GPa)</td>
<td>118</td>
<td>55.0</td>
<td></td>
<td></td>
<td>119-121</td>
</tr>
<tr>
<td>$C_{44}$ (GPa)</td>
<td>118</td>
<td>53.4</td>
<td></td>
<td></td>
<td>59.7-64.1</td>
</tr>
<tr>
<td>$B$ (GPa)</td>
<td>257</td>
<td>174</td>
<td></td>
<td></td>
<td>209-213</td>
</tr>
</tbody>
</table>
Figure 4-1. Normalized lattice parameter as a function of temperature from experiment, Busker and Yamada potentials.
Figure 4-2. Specific heat of UO$_2$ from GULP, MD and experiment. The Dulong-Petit value is shown as a reference.
Figure 4-3. Size dependence of thermal conductivity for both the Busker (a) and Yamada (b) potentials.
Figure 4-4. Thermal conductivity of UO₂ from the compilation of experimental data by Fink and simulations using the Busker and Yamada potentials (a) before and (b) after the anharmonic correction.
Figure 4-5. The same thermal conductivity data as in Figure 4-4(b) in log-log scales.
CHAPTER 5
THERMAL TRANSPORT IN POLYCRYSTALLINE UO₂

Introduction

Grain boundaries offer a significant obstacle to the transport of heat in phonon conductors as discussed in Chapter 3. Grain boundaries are present in typical fission reactor fuel material. (Chapter 1) Although the average grain size in such materials may be too large (order of 10 µm)\(^3\)\(^4\) to significantly influence thermal transport in UO₂, finer grains (~150 nm on average) are also present in high burnup structures.\(^4\)\(^0\), \(^4\)\(^1\) However, there has been no systematic study of the grain size dependence of thermal transport properties in UO₂. In this chapter, the thermal conductivity of a model fine-grained polycrystal of UO₂ is determined. Predictions for the grain-size dependence of its thermal conductivity are also made.

Structure of Model Polycrystal

Experimental grain sizes of the range of tens or hundred of microns are not accessible to MD simulation, since each grain would contain \(~10^{13} – 10^{16}\) ions. In this study considerably smaller systems with grain sizes from 3.8 – 6.5 nm are considered; these small sizes maximize the area of the GB in the system, thereby amplifying the interfacial effects.

The polycrystalline structures used in the simulations consisted of 24 hexagonal columnar grains. When constructing the polycrystalline structure, identical close-packed hexagons are arranged to form a completely periodic structure. Each hexagon is filled with single-crystal UO₂ oriented with [001] along the columnar direction. The in-plane orientations are chosen in such a way that the GBs between the grains are high energy tilt GBs, which ensures that the microstructure is stable against coarsening during the simulation. Because of the way each grain is constructed, initially there are always a small number of atoms in the GBs which are extremely close to each other: See Figure 5-1. To address this issue, if any two ions
are closer than 1.5 Å (66% of the nearest neighbor distance between U⁴⁺ and O²⁻, 2.29 Å), one of the atoms is removed. This removal of atoms is carried out with care to ensure the charge neutrality of the entire system. Once the structure is created, it is quenched at 0 K to equilibrate all of the atom positions and to eliminate any in-plane stress on the system. It is found that no ions have anomalously high energies, indicating that the bonding in the system is physically reasonable. The system is then annealed with a constant-pressure, constant-temperature simulation at 2000 K and slowly relaxed to 0 K to ensure that the structure is equilibrated. Figure 5-2 shows the final relaxed polycrystalline UO₂ structure for a grain size of 3.8 nm.

The columnar microstructure used here allows the simulation cell to be thin along the columnar direction. The cutoff to the potentials is 10.4 Å, which would allow the thickness to be as small as 4 unit cells: in our simulations, 5 unit cells thickness is used so as to minimize any effects of the system size in that direction.

Since all the grains are equiaxial and of equal size, it is easy to calculate the GB area and volume fraction. For a grain size of 3.8 nm, the area of the GB is 439.10 nm². Assuming that the GBs have a thickness of one unit cell, the volume which the GB region occupies is approximately 30 % of the entire volume. The structural disorder at the GBs leads to a total volume expansion of 5.5 % and 5.3 % for Busker and Yamada potentials respectively. The corresponding average GB energies are 2.73 J/m² and 1.89 J/m², which are consistent with the GB energies of other ceramic materials.¹²³,¹²⁴

After the preparation of the equilibrated structure, the thermal expansion of these models of polycrystalline UO₂ were determined at 300 K. The values obtained were 7.57×10⁻⁶ K⁻¹ with the Busker potential and 8.92×10⁻⁶ K⁻¹ for the Yamada potential, which are almost
indistinguishable from the corresponding bulk single crystal values of $7.50 \times 10^{-6}$ K$^{-1}$ and $8.83 \times 10^{-6}$ K$^{-1}$.

**Thermal Conductivity of Polycrystalline UO$_2$**

The thermal conductivity of polycrystalline UO$_2$ is calculated using the direct method described in Chapter 2. Figure 5-3 shows the temperature dependence of $\kappa$ for a polycrystal with a grain size of 3.8 nm, as described by both potentials. These calculated thermal conductivities are considerably lower than those of the corresponding the perfect crystals, attesting to the significant resistance of GBs to the flow of heat through the system. Unlike single crystalline UO$_2$, the effects of the finite size of the simulation cell itself are small in polycrystals because the GB scattering dominates over the phonon-phonon scattering; simulations have directly shown that the effect of the size of the simulation cell in polycrystalline MgO is weak$^{125}$.$^,$. Since UO$_2$ has a significantly lower single-crystal thermal conductivity than MgO (UO$_2$: 7 W/mK and MgO 40 W/mK at 300 K)$^{3,126}$ the effect is expected to be even less important in UO$_2$.

The thermal conductivity for the polycrystal is considerably higher for the Busker potential than for the Yamada potential. Since the GB energy is a measure of the structural disorder at the interfaces, we would expect that the higher the energy associated with the GBs, the higher the interfacial thermal resistance would be, and the lower the thermal conductivity of the polycrystal would be. The GB energies obtained using the Busker and Yamada potentials are 2.73 J/m$^2$ and 1.89 J/m$^2$, which appears to be inconsistent with this argument. However, the Busker potential is a full charge model, while the Yamada potential is a partial charge model, resulting in cohesive energies of -104.482 eV/UO$_2$ and -45.54 eV/UO$_2$ respectively. Thus, when normalized to the bulk cohesive energies, the GB energies are 0.0026 Å$^{-2}$ and 0.0016 Å$^{-2}$ for Yamada and Busker, respectively. That is, when described by the Busker potential, the GBs
actually offer less of an obstacle to heat transport than for the Yamada potential, which is consistent with the higher thermal conductivity for the Busker potential than for the Yamada potential.

The ensemble-averaged interfacial (Kapitza) resistance of the GBs in the polycrystal can be extracted from the thermal conductivity using simple models. There have several effective medium models proposed, including those of Nan and Birringer \(^{127}\), Yang \textit{et al.} \(^{78}\), and Amrit.\(^{128}\)

The model by Nan and Birringer assumes that the grains are identical ellipsoids and embedded in a continuum medium. The orientations of the grains can be random or aligned. The ratio of the single crystal thermal conductivity to that of the polycrystalline solid of identical columnar grains is,

\[
\frac{\kappa_0}{\kappa} = 1 + \frac{l_K}{d} .
\]  

(5-1)

d is the grain size and \(l_K\) is called Kapitza length given by the ratio of the single crystal conductivity over the interfacial conductance. The physical interpretation of \(l_K\) is as the thickness of perfect crystal that would offer the same thermal resistance as the interface; thus a long Kapitza length corresponds to a high interfacial resistance.

The model by Yang \textit{et al.} assumes a one dimensional super-lattice type structure. They assume that there is a temperature drop at the interface. The ratio, \(\kappa_0/\kappa\), is then given by,

\[
\frac{\kappa_0}{\kappa} = 1 + \frac{l_K}{d} + \mu ,
\]  

(5-2)

where \(\mu\) is a correction term, which accounting for the conditions where the wavelength of the dominant phonon mode approaches the grain size. This can be taken safely to zero for high temperatures.
Amrit’s model assumes the polycrystalline structure consists of identical square grains. This model assumes that the GBs along the direction of heat flow do not contribute to the thermal resistance. $\kappa_0/\kappa$ in this model is,

$$\frac{\kappa_0}{\kappa} = 1 + \frac{n - 1}{n} \frac{l_k}{d}.$$  \hspace{1cm} (5-3)

Here $n$ is the number of grains in the region of interest.

Although these three approaches assume different models for the polycrystalline structures, the resulting expressions for the interfacial conductance are rather similar and none of them is obviously better than the others. We will come back to this point below. Most importantly the qualitative trend of the interfacial conductance will not be affected by the choice of the model. Thus, for this analysis, the model by Yang et al. \cite{Yang} is adopted for its simplicity. In, Yang’s model (Equation 5-3), the interfacial conductance, $G_K$, is then given by:

$$G_K = \frac{1}{d} \frac{\kappa_0/\kappa}{\kappa_0 - \kappa},$$ \hspace{1cm} (5-4)

since $l_k = \kappa_0/G_K$:

The resulting values of $G_K$ are given in Figure 5-4. Both potentials show moderate increases of interfacial conductance with temperature. This temperature increase is consistent with the results of simulations of other interfacial systems \cite{Simulations} and, more importantly, with trends in experimental data for various systems. \cite{Experiments} The physical origin of the increase in conductance with temperature can be understood in terms of the properties of the GBs. As the temperature increases, the anharmonicity of the interactions among the atoms is probed more strongly. While in the perfect crystal, the resulting scattering lowers the thermal conductivity, this anharmonic scattering more strongly couples modes across the interfaces, leading to better interfacial thermal transport.
The interfacial conductance can be recast in terms of the Kapitza length. As shown in Figure 5-5, the Kapitza length decreases strongly with increasing temperature; this is a result of the decrease in the thermal conductivity and the increase in the interfacial conductance with temperature.

For both potentials, the Kapitza length is significantly larger than the grain diameter, particularly in the low temperature region. This is an indication that the thermal transport in our model system is dominated by the GBs. It also suggests that the fundamental assumption of separable and grain-size bulk and interfacial thermal properties used for the analysis may be violated at these small grain sizes. There is thus a clear need for a model that treats the GB and grain interiors in an integrated manner.

The effects of grain size on thermal conductivity have been investigated for grain sizes up to 6.5 nm grains. The inset to Figure 5-6 shows the increase in thermal conductivity with increasing grain size determined from the simulations; this increase arises from the decrease in the relative volume of GBs in the system. Our data for polycrystals simulated with the Yamada potential are fit to the model of Yang et al., thereby allowing the thermal conductivity for large grain sizes to be estimated. Taking the bulk single crystal conductivity of 15.2 W/mK at 300 K, the fit gives the Kapitza conductance of 0.15 GW/m²K, which is close to the value previously determined for the 3.8 nm polycrystal (see Figure 5-5).

For the sake of comparison, the same fit to the grain size dependence are done using the models by Nan-Birringer and Amrit. \( l_K \) are 8.4 nm for Nan-Birringer model and 12.6 nm for Amrit model, respectively. This compares well to 7.4 nm from the Yang’s model.

**Discussion**

The analysis of the polycrystal to obtain the interfacial conductance is not unambiguous, since the calculated Kaptiza lengths are larger than the grain sizes. However, the fact that the
calculated thermal conductivities of polycrystals of different grains sizes, albeit over the narrow range of 3.8 – 6.5 nm, can be fit to the Yang et al model, suggest that their use is not unreasonable. Moreover, since the same analysis is used throughout, the trends of interfacial conductance with temperature are reasonable.

Comparison among the three effective medium models showed fairly similar results. Although the Amrit’s model predicts a somewhat higher Kapitza length, it is clear that the cause is due to the way his model includes the number of interfaces in between the heat source and sink. More importantly, however, this does not change the qualitative trend of the grain size dependence although the absolute value of the calculated Kapitza length, i.e. the interfacial conductance may be different.

The interfacial conductance obtained from our simulations in fact compares well with those of the other heterogeneous interfaces: see Figure 5-7., indicating the validity of the methodology.
Figure 5-1. Pair distribution function of the polycrystalline structure. The original structure is the unrelaxed reference structure. “Original”: All atoms are in perfect crystal like positions except the ones at the grain boundaries. “Removed”: The original structures has a number of atoms in the grain boundary region, which are so close to each other that they must be removed. “Relaxed” the structure after annealing and thermal equilibration.
Figure 5-2. The final polycrystalline structure used in the thermal conductivity calculations. Filled and open circles indicate uranium and oxygen ions, respectively. The view is along [001] in the fluorite crystal structure. The PBCs are applied in all three directions.
Figure 5-3. Thermal conductivity of 3.8 nm grain polycrystalline UO$_2$ from simulation for the two potentials.
Figure 5-4. Average thermal conductance for the [001] tilt GBs from 3.8 nm grain polycrystalline UO$_2$.
Figure 5-5. Kapitza length from 3.8 nm grain polycrystalline UO$_2$ simulations.
Figure 5-6. Grain size dependence of the thermal conductivity of polycrystalline UO$_2$ using Yamada’s potential. The solid line is the fit of the model by Yang et al.$^{78}$ Inset is the same plot for nano-meter scale indicating the fit with our simulation data.
Figure 5-7. Interfacial conductances of selected interfaces as function of temperature. UO₂ data point is from our MD simulation. DMM and LD are the theoretical predictions for the Al/Al₂O₃ interfaces. The right axis is the equivalent film thickness assuming the bulk conductivity of 1 W/mK. [Adapted from reference 130 (Figure 1).]
CHAPTER 6
THERMAL TRANSPORT IN UO$_{2-x}$

Introduction

Just as GBs do, point defects also act as scattering centers in crystalline solids and reduce the mean free path of phonons. This results in a reduction of the thermal conductivity of the solid. The thermal conductivity in a single crystal insulator can be very well described by the dynamics of phonons as discussed in detail in Chapters 2 and 4. In the case of highly disordered solids, such as highly doped materials or amorphous solids, the situation is quite different (Chapter 2 for general discussion). In practical applications, UO$_2$ often contains a large number of point defects, dislocations, and GBs. Although understanding the mechanisms of how these defects couple to affect thermal transport is currently prohibitively complicated, understanding the effect of individual types of defect is possible. Therefore, in this chapter, the thermal transport properties of non-stoichiometric UO$_2$ are characterized by simulation, and the results analyzed in terms of the theory of thermal transport in a disordered solid. While the main focus is on the anion defects, which are the dominant defects in UO$_2$, the effects of other point defects are also discussed. The effects of isotopic defects are also briefly analyzed.

Point Defects in UO$_2$

UO$_2$ contains a wide variety of point defects when it is used for the nuclear fuel application. The extreme conditions of temperature and radiation condition generates intrinsic, extrinsic (fission products), and electronic defects. In pure UO$_2$, the possible intrinsic point defects are $V_U$, $U_I$, $V_O$, $O_I$, the Frenkel pair, the anti-Frenkel pair, and the Schottky trio. The defect formation energies for intrinsic defect determined by experiments and density functional theory (DFT) calculations are shown in Table 6-1. Agreement between the experimental and DFT values are reasonable except for the Schottky defect. It can be deduced from this data that
the thermodynamically most relevant intrinsic defects are the anti-Frenkel defects.\textsuperscript{3,34-36} Although the Schottky trio formation energy is higher than anti-Frenkel pair, it also plays an important role at high temperature \textsuperscript{3,35}. The most recent DFT calculations, by Freyss et al.\textsuperscript{131} and by Crocombette \textit{et al.}\textsuperscript{132}, determined the defect formation energies of individual O\textsubscript{I}, V\textsubscript{O}, U\textsubscript{I}, and V\textsubscript{U}, which are very difficult to determine from experiments. They found a negative formation energy for O\textsubscript{I}, which implies that UO\textsubscript{2} readily incorporates oxygen ions under oxidizing condition. So far the DFT and experiments show qualitatively consistent results despite some quantitative discrepancies.

Empirical potentials have been also used to evaluate the defect formation energies of intrinsic defects. Govers \textit{et al.}\textsuperscript{115} calculate the Frenkel, anti-Frenkel, Shottkey defect formation energies using 18 existing empirical potentials. Figure 6-1 gives a comparison of the normalized Frenkel and anti-Frenkel pair formation energies from Govers\textsuperscript{1} work. An additional data point for the the rigid-ion Busker potential (used in our simulations of single-crystal and polycrystalline UO\textsubscript{2}) is included and referred to as Busker1 in the figure. The error bars for the reference point indicates the scatter in the available DFT and experimental data. Most potentials do a fairly good job in reproducing the oxygen anti-Frenkel pair formation energies, except for a few outliers. However, all the empirical models overestimate the uranium Frenkel pair formation energies.

Intrinsic defects in UO\textsubscript{2} often have rather complex structures. UO\textsubscript{2} has a broad hyperstoichiometric phase at high temperature (See Figure 1-7.) because of the low defect formation energy of O\textsubscript{I}. Willis\textsuperscript{24,25,133-135} and later Hutchings\textsuperscript{22} characterized the defect structures in UO\textsubscript{2+x}, by neutron diffraction. Willis’ neutron diffraction data on UO\textsubscript{2.13} showed that the excess anions were not at the body center interstitial site: rather, the unit cell structures
were distorted and formed a complex of defects including oxygen vacancies. He argued that the dominant structural defect is the anion Frenkel defect. A similar observation was made in fluorite (CaF$_2$) by Cheetham et al., and the result was interpreted as an 2:2:2 interstitial cluster (Figure 6-2.). The 2:2:2 notation indicates that the cluster consists of 2 vacancies, 2 atoms shifted in along $<110>$, and 2 shifted along $<111>$. This defect cluster structure is often refereed to as the Willis cluster in the literature. Hubbard et al. performed optical absorption spectroscopy experiments and explained the change in the charge state of cation sublattice as due to the formation of the defect clusters. Allen et al. also observed the defect clusters in their diffraction data and proposed ordered defect substructures for UO$_{2+x}$ phases. There are several types of defect clusters in UO$_{2+x}$ reported such as 2:1:2 and 4:3:2, which can combine to form larger defect clusters.

A UO$_{2-x}$ phase also can occur at high temperature and low oxygen partial pressure. However, this UO$_{2-x}$ phase occur more commonly by the formation of oxygen vacancies through extrinsic defects.

Catlow undertook the first general theoretical survey of defects properties in UO$_2$. He used an empirical model derived from experimental data of UO$_2$ bulk properties and Hartree-Fock calculations. The defects considered were $V_0^*$, $O^*_i$, $U^*_j$, $O^*_i$, Frenkel and anti-Frenkel pairs, and the Schottky trio. His work on formation energies of these defects established that the anti-Frenkel pair of a doubly charged interstitial and a vacancy is the dominant intrinsic atomic disorder in UO$_2$. This result is in agreement with the neutron diffraction studies by Willis, although the charge state of the defects is not known in the experiment. Catlow also found that the lattice is distorted in the hyperstoichiometric structure and that the interstitial is slightly shifted in $<110>$ at the lowest energy state. Interstitials shifted along $<100>$ and
<111> are also lower in energy compared to the perfectly symmetric body centered position, but none of these shift are significant enough to account for the 2:2:2 defect cluster structure by Willis. In addition to the atomic defects, the electronic defects were also considered and turned out to be much more favorable than such atomic disorder.\(^{34, 141, 142}\)

When used as a fuel in a LWR, UO\(_2\) also contains a certain level of isotopes of uranium. \(^{235}\)U is the fissile elements in UO\(_2\) and produces the neutrons necessary for the chain reactions. The dominant isotope is \(^{238}\)U; however it is not fissile. The concentration of \(^{235}\)U is controlled and in a typical fuel is about 3-4 wt.%. This isotope acts as a mass defect in UO\(_2\) and can scatter phonons in the crystal. The isotope effect is important in the thermal transport properties of materials such as diamond\(^{51}\) and Si\(^{143, 144}\). However, isotopic effects in the UO\(_2\) fuel thermal transport properties have not been investigated.

In addition to the intrinsic defects, the effect of extrinsic defects such as fission products is critical.\(^{11}\) As discussed in Chapter 1, fission products consist of a wide variety of elements having different masses and sizes.\(^{37}\) Some of them are even radioactive.\(^{11}\) They can reside in the UO\(_2\) matrix as gases\(^{42}\), solid solutions\(^{36, 145}\), or different phases\(^{36, 146}\). Although they can have significant effects on the UO\(_2\) properties including thermal transport\(^{40}\), the study of the effects of fission products is beyond the focus of this work.

**Thermal Transport in UO\(_2\) with Point Defects**

One of the earliest studies on the effect of stoichiometry on thermal transport of UO\(_{2+x}\) was undertaken by Hobson *et al.*\(^{147}\). They measured the thermal diffusivities from 550 to 2500 K by laser flash on samples with between 93 and 96 % of the theoretical density. The degree of off-stoichiometry studied was \(x=0.006, 0.030, \) and 0.060. The thermal conductivity was determined from the measured thermal diffusivity and mass density of the sample, with the heat capacity data taken from the work by Affortit and Macron.\(^{148}\) In general, the thermal conductivities of all
the samples showed monotonic decreases with increasing temperature, but there was a sudden change in the slope around 700 K for high concentration of oxygen interstitials at $x=0.060$. This change was later ascribed to the formation of $U_4O_9$ phases in the sample.

Lucuta et al.\(^\text{149}\) determined the effect of thermal conductivity of $UO_{2+x}$ between 298 and 1773 K. Thermal conductivities were determined by measurements of thermal diffusivities, heat capacity and mass density. All the samples used were 98 % of the theoretical density, but the conductivity values for 100 % dense material were also estimated from the data. The thermal conductivity of $UO_{2+x}$ was found to decrease with increasing degree of off-stoichiometry, with reductions for $x=0.007$, 0.035, and 0.084 of 13, 37, and 56 % at 827 K, and 11, 23, and 33 % at 1773 K. Just as Hobson did, Lucuta et al. also observed a change in the behavior of the thermal conductivity for $x=0.035$ and 0.084. By X-ray diffraction observation, they determined that this effect as due to the precipitation of $U_4O_9$ phase. Even with careful preparation, the formation of the secondary phase in their samples could not be avoided.

Lewis and his collaborators undertook both experimental and numerical studies on the oxidation behavior of UO$_2$ in a defective fuel rod, and on the effect of oxidation on the thermal conductivity of the fuel.\(^\text{150}\) They employed a phenomenological model for thermal conductivity as a function of degree of off-stoichiometry. They showed that $\kappa$ depends significantly on the value of $x$ within the range of $0 \leq x \leq 0.2$ below 2000 K. The contributions from the radiation (Chapter 7) and polarons (Chapter 1) hardly made any difference in this temperature range and were not affected by the oxygen interstitials introduced in the material.

There is also a recent MD simulation study performed by Yamasaki et al.\(^\text{151}\) on the thermal conductivity of $UO_{2+x}$. They developed a rigid-ion type interatomic potential based on the thermal expansion due to the incorporation of $O_1$ using the experimental values of Grønvold.
They employed the Green-Kubo (GK) method to calculate the thermal conductivity by an equilibrium MD simulation. Their value of the thermal conductivity was in good agreement with experimentally observed conductivity data. In particular, their data shows a decrease of conductivity with increasing concentration of defects, the same trend as observed in the experiments \(^{149,153}\). However, the direct integration of the GK formula is known to result in ambiguous results\(^{87,154-156}\). In the case of single crystal Si, Shelling et al.\(^{87}\) showed that the simulation must be run for longer than 1 ns, and the time integral must be performed for at least 200 ps. Although UO\(_{2+x}\) has lower thermal conductivity than Si (experimental value of the isotopically enriched Si is \(\sim 200\) W/mK\(^{143}\)), it is not clear how long the necessary simulation time and integration interval must be for UO\(_{2+x}\). Furthermore, Yamasaki et al. constructed the structures based on the 2:2:2 clusters, such defect structures are not consistent with the assumption of homogeneity in the GK method.

**Molecular Dynamics Simulations**

The theoretical stand point of view, there has been no reliable simulation work on the effect of stoichiometry on the thermal conductivity of UO\(_2\). In the following, the approach taken to perform thermal conductivity calculations of UO\(_{2+x}\) using MD simulations is described. The range of off-stoichiometry investigated was between \(x=0.02\) and 0.25. This range was chosen based on the phase diagram of UO\(_{2+x}\) between 800 and 1600 K (See Figure 1-7). Although this range of \(x\) is beyond the range of off-stoichiometry studied in any of the previous experimental and simulation works, this broad range enhances the effect of the defects to thermal transport and clearly indicates the concentration dependence of the thermal conductivity. Implications of the outcome of the simulations are discussed in terms of the thermal conductivity of a disordered solid.
Preparation of the Structures

In order to perform MD simulations with oxygen defects, interatomic potentials must be modified to retain the charge neutrality. Standard MD simulations do not allow the charges of the atoms to vary during the simulation. Therefore, in order to include $O^{2-}$ and $V_{o}^{\bullet}$, interatomic interaction for $U^{3+}$ and $U^{5+}$ must be added. The potential parameters are given in Table 4-1. These parameters were provided from Prof. Grimes in Imperial College London. Note that there is no short-range interaction between the cations.

The $UO_{2+x}$ structures are prepared in the following fashion. First a defect free $UO_{2}$ structure is prepared in the desired size. Then a number of excess oxygen atoms corresponding to the desired concentration are inserted in randomly selected octahedral (4b) sites. In addition, randomly selected $U^{4+}$ atoms are replaced with $U^{5+}$ atoms such that overall charge neutrality is maintained. Once the structure is created, the simulation cell is heated to 3000 K for 10 ps. This allows the oxygen atoms to diffuse and minimizes the possibility of any sort of artificial configuration. After the high temperature equilibration is complete, the system is slowly cooled to 0 K in a step wise fashion at an average cooling rate of 30 K/ps. Finally the structure is quenched by steepest decent algorithm to ensure the minimum energy configuration.

A similar procedure is performed to create $UO_{2-x}$ structures. From the single crystal $UO_{2}$, an appropriate number of the randomly selected oxygen atoms are removed to create a desired concentration of oxygen vacancies. At the same time, randomly selected $U^{4+}$ atoms are replaced with $U^{3+}$ atoms for charge neutrality. After the structure is created, the same annealing and relaxation procedure is performed to achieve the minimum energy configuration.

Characterization of the oxygen excess and deficient structures is performed by the pair distribution function analysis. Figure 6-3 shows the pair distribution functions (PDF) of
UO$_{2+x}$ between uranium and oxygen ions. The PDF of the defected structure before annealing is shown as a reference for the ideal single crystal separation of uranium and oxygen ions. The PDF before annealing shows secondary peaks by the primary peaks. The primary peaks are the O$^{2-}$ ions at 8c positions in the fluorite structure. These secondary peaks are the locations of oxygen interstitials at the octahedral (4b) sites. We also note that before the structure is relaxed, all O$^{2-}$ ions are at 8c sites such that there is no difference between the PDF between U$^{4+}$-O$^{2-}$ and U$^{5+}$-O$^{2-}$. After annealing and relaxing at 0 K, the peaks are broadened and their heights decreased. The differences in PDF between U$^{4+}$-O$^{2-}$ and U$^{5+}$-O$^{2-}$ appear. The secondary peaks corresponding to U$^{5+}$-O$^{2-}$ are merged with the primary peaks. Furthermore, the first peak of the PDF of U$^{5+}$-O$^{2-}$ is shifted inward compared to the same peak of U$^{4+}$-O$^{2-}$ by ~0.2 Å. This shift is expected from the stronger electrostatic attraction between U$^{5+}$-O$^{2-}$ than U$^{4+}$-O$^{2-}$. The higher order peaks are also shifted, but the differences are so small that they cannot be seen in the figure.

In the UO$_{2-x}$, similar observations can be made. After relaxation, the peaks are also broadened and the heights are reduced. Although the U$^{4+}$-O$^{2-}$ peak does not move, the U$^{3+}$-O$^{2-}$ peak is shifted to larger distances. Just as in the case of UO$_{2+x}$, this is expected by the reduction of the electrostatic attraction between U$^{3+}$-O$^{2-}$.

**Chemical Expansion of UO$_{2\pm x}$**

Using the method described in the previous section, UO$_{2\pm x}$ structures are prepared, and are relaxed at 0 K. The range of off-stoichiometry for this study is from UO$_{1.98}$ to UO$_{2.25}$. This range is chosen based on the phase diagram of U-O system (Figure 1-7.). Although, in the actual reactor fuel, such a wide range of stoichiometry does not occur, this broad range of defect concentrations will enhance the influence on the thermophysical properties in our simulation.

These structures show a change in lattice parameter due to the excess or deficiency of oxygen ions in the system. This effect is known as the chemical expansion or contraction.
Figure 6-5 shows that the normalized lattice parameter of UO$_{2+x}$ at 0 K decreases with increasing concentration of oxygen interstitials. The lattice parameter at the highest defect concentration ($x=0.250$) is ~0.5 % smaller than the lattice parameter of stoichiometric UO$_2$. This is the result of the increased electrostatic attractions by the competition between the contraction due to the replacement of some of the U$^{4+}$ ions by U$^{5+}$, and the expansion from the addition of extra O$^{2-}$ in the octahedral sites. This indicates that the expansion of the lattice due to the strain of the oxygen interstitials at 8c sites is overwhelmed by the strong electrostatic attraction.

Grønvold$^{152}$ performed X-ray studies to determine the thermal expansion of UO$_{2+x}$. His data indicates no significant difference in the lattice parameter from that of stoichiometric UO$_2$ over the range of $x=0.0$–0.2, i.e, no chemical expansion. However, the phase diagram of UO$_{2+x}$ is rather complex and is still an active area of research.$^{157}$ Furthermore, there has been no systematic study on the chemical expansion of UO$_{2+x}$ after Grønvold, and more recent work is needed to draw a conclusion as to the presence or absence of a chemical effect.

The UO$_{2-x}$ phase is analyzed in the same fashion. Figure 6-6 gives the normalized lattice parameter of UO$_{2-x}$ at 0 K after relaxation determined from simulation. In contrast to UO$_{2+x}$, the lattice parameter increases with increasing concentration of defects. The change in lattice parameter is linear because of the narrow range of defect concentrations. There is no experimental data on the chemical expansion of UO$_{2-x}$ available due to experimental difficulties and due to the limited relevance to the applications.

**Thermal Expansions of UO$_{2\pm x}$**

Figure 6-7 gives the thermal expansion of UO$_{2\pm x}$ obtained from the MD simulations. For each composition, the data is normalized by the 0 K lattice parameter, such that the effect of chemical expansion does not play a role. The temperature dependence of the lattice parameter is almost linear for all the concentrations of defects studied. The thermal expansion, $\alpha$, indicated
by the slope of the curves, decreases from $6.8 \times 10^{-6} \text{ K}^{-1}$ to $5.4 \times 10^{-6} \text{ K}^{-1}$ as the defect concentration increases. Figur 6-8 is the plot of $\alpha$ vs. $x$ extracted from the data in Figure 6-7. in $\text{UO}_2^{+x}$. It shows the gradual linear decrease of $\alpha$ with increasing $x$. Again, there is no systematic study on the effect of defect concentration on $\alpha$ except for the Grønvold’s work, which showed no effect of composition.

The thermal expansion of $\text{UO}_2^{+x}$ is shown in Figure 6-9. The data indicates that the defect concentration has a very minor effect on the thermal expansion of the lattice. This is the case because the low concentration of the defect introduced.

**Thermal Conductivity of $\text{UO}_2^{+x}$**

Using the technique described in the beginning of this section, $\text{UO}_2^{+x}$ structures of $21.9 \times 21.9 \text{ Å}^2$ (4×4 unit cells) cross sections are prepared. This is the same cross section size as the ones used in Chapter 4 for the single crystal $\text{UO}_2$ study. The effect of the simulation cell length is still important and must to be investigated to obtain the infinite size bulk thermal conductivity. Therefore, the simulation cell lengths of 262.5, 350.0, 437.4, and 524.9 Å were used.

The simulations were run at 800 and 1600 K, which correspond approximately to the surface and centerline temperatures of a fuel pellet during the operation of a typical PWR. The rest of the simulation conditions were the same as in the single crystal $\text{UO}_2$ (Chapter 3). The results are shown in Figure 6-10 and 6-11 as $1/\kappa$ vs. $1/L_z$. The data points of the each defect concentration were fit to the straight lines expected from the kinetic theory of phonon gas (Equation 3-10). At 800 K, the data points fit well with the straight line for the defect concentrations. In particular, the quality of the fit is better at the low concentrations ($x \leq 0.75$) with the correlation of fit being better than 0.95. For $x > 0.75$, the correlation varies between 0.60 and 0.78. This is reasonable since Equation 3-10 assumes independent phonon scattering which
is most likely true at low concentrations of defects. However, at higher concentrations of defects \((x \geq 0.0125)\) at the same temperature, the data points do not follow a linear fit as well as that of lower concentrations. For \(x \geq 0.175\), the conductivity values are statistically identical and error bars overlaps. At 1600 K (See Figure 6-11), the quality of fit is somewhat poorer \((r^2 \geq 0.92\) for \(x \leq 0.75\) and \(0.62 < r^2 \leq 0.73\) for \(x > 0.75\)) than at 800 K, and the errors are slightly larger. At this temperature, the inverse conductivities are statistically indistinguishable from each other for \(x \geq 0.125\). Slopes of the linear regressions for 800 K and 1600 K are rather similar, indicating that the size dependence is not strongly dependent on the temperatures between 800 K and 1600 K.

From the linear fit to the data in Figs. 6-10 and 6-11, the thermal conductivities of infinitely large system at 800 and 1600 K are obtained by extrapolation. The results are shown in the top of Figure 6-12. The data for both 800 and 1600 K show monotonic decreases of the conductivity with increasing concentration of oxygen interstitials. Interestingly, the two curves converges to the same value of the conductivity of \(\sim 3.6\) W/mK above \(x = 0.125\).

Besides the trend of the thermal conductivity on O\(_i\) concentration, there is an apparent discrepancy in the values of thermal conductivity relative to the experimental data by Lucuta\(^{149}\). The thermal conductivity from the MD simulation is much higher than that of experiment by a factor of roughly 2-3. This difference is most likely due to the quality of the interatomic potential (Chapter 3 for the discussion in single crystal UO\(_2\)). Using the same scaling factor, \(0.34\), from the ratio of the square of the thermal expansion and bulk modulus between the experimental and simulation, we obtain the thermal conductivity curves shown in Figure 6-13. The resulting rescaled conductivities agree well with experimental. This suggests that this treatment is appropriate for the simulation of the effects of point defects on the thermal conductivity.
Thermal Conductivity of UO$_2$-$x$

The thermal conductivity of UO$_2$-$x$ was calculated using exactly the same methods as for UO$_2$+$x$. Figures 6-14 and 6-15 are the inverse thermal conductivity at 800 and 1600 K as a function of simulation cell length for the oxygen vacancy concentrations of 0.00$\leq x \leq 0.02$. Just as in the case of UO$_2$+$x$, the simulation size effect is investigated. The quality of the fits is fair at both temperatures ($r^2 > 0.91$ at 800 K, and $r^2 > 0.82$ for 1600 K), and there is no significant difference between the two data sets.

The predicted bulk thermal conductivity obtained from the linear fits is shown in Figure 6-16. The thermal conductivity values at both 800 and 1600 K decrease almost linearly with concentration. This is reasonable considering the low concentration of defects. The linear fits give the slope of -122 W/mK at 800 K and -53 W/mK at 1600 K. (Note that the unit of concentration is hidden for simplicity.) The smaller slope for 1600 K is an indication of the weaker concentration dependence because of the significant phonon-phonon scattering. Unfortunately there is no reliable thermal conductivity data from experiments to compare the data from the MD simulations.

Finally the thermal conductivity at low defect concentrations in both UO$_2$+$x$ and UO$_2$-$x$ are characterized. Figure 6-17 shows the thermal conductivity for UO$_{1.98}$-UO$_{2.02}$ at 800 K and 1600 K. Although UO$_2$+$x$ data is linear, UO$_2$-$x$ data show some curvature. For analysis the data set from UO$_2$+$x$ is fit to tangent line at $x = 0.000$. The slopes of the tangent for 800 K and 1600 K data are -141 W/mK and -64 W/mK, respectively, similar to the slopes of UO$_2$-$x$.

Isotopic Effect

The effect of uranium isotopes in UO$_2$ was also studied. As described in Chapter 1 and the beginning of this chapter, UO$_2$ in a typical LWR is isotopically enriched to increase the fissile $^{235}$U. The concentration of $^{235}$U may vary depending on the specification of the reactor, but it is
typically in the range of 3-4 wt. %\textsuperscript{11} In the MD simulation, $^{235}$U was introduced as a simple mass defect and the concentration is set to 5 at. %, which is comparable to the concentration of the isotopes in the actual fuel.

$\kappa$ obtained from the simulation at 300 K was 5.8 W/mK, which is within the error bar of the value of the defect free UO$_2$, 6.0 W/mK. Thus, there is no obvious influence of the mass defects to the thermal conductivity.

**Lattice Dynamics Calculations**

Although the thermal conductivities of UO$_{2+x}$ have been quantitatively determined by the non-equilibrium MD simulations, further understanding in the mechanism of heat transfer in this material can be gained by lattice dynamics (LD) calculations. LD is a method which allows analysis of vibrational modes in solid. The formalism of LD is described in Appendix I. As discussed in Chapter 2, we followed the approach of Allen et al.\textsuperscript{85} and performed LD calculations on $6 \times 6 \times 6$ unit cells of UO$_{2+x}$ for this analysis. The calculations are performed only at the zone center ($k=0$) because of the large repeat unit. In principle, using a larger structure is better since the resolution of frequency is proportional to the number of atoms in the repeat unit, $N$. However, increasing the number of atoms increases the size of the dynamical matrix which is proportional to $N^2$, and diagonalization of a large matrix is very demanding. Thus the computational load rapidly increases with the number of atoms in the system. For example, using a 2.2 GHz 64-bit AMD Opteron processor with 4 GB of RAM, a single LD calculation on the $6 \times 6 \times 6$ unit-cell system takes approximately 48 hours to complete.

As the first step in characterizing the the structures, phonon densities of states (DOS), $g(\omega)$, of UO$_{1.98}$-UO$_{2.25}$ were calculated. Figures 6-15 (a)-(f) are the phonon DOS as a function of concentration. In the defect free structure, UO$_{2.00}$, the vibrational frequencies are well defined resulting in very sharp peaks over the entire frequency range. The Debye model like behavior
(g(\omega) \sim \omega^2) continues up to \sim 4 \text{ THz}. As the defect concentration is increased, either in the hyper- or hypo-stoichiometric directions, the DOS smear out and the minor peaks disappear. There is no significant change in the DOS for \(-0.020 \leq x \leq 0.020\) indicating that the concentrations of defects are indeed low enough that they do not influence the dynamics of the vibrational modes in UO\(_2\).

As discussed in Chapter 2, materials containing defects can have vibrational modes that are spatially localized. These modes are called locons and they cannot carry thermal energy through the system\(^{85}\) therefore they can act as a source of thermal resistance. The degree of localization of each mode can be quantified by the participation ratio, \(p_\lambda\), as given in Equation I-5.

\[
p_\lambda^{-1} = N \sum_i \left( \sum_a e_{i,\lambda a}^* e_{i,\lambda a} \right)^2.
\]

In an ideal crystalline structure, \(p_\lambda\) is of order of unity for some atoms and small for others, indicating that specific atoms are associated with any given mode; this is equivalent to the mode having a well-defined wave vector.\(^{158}\) If the localization occurs, \(p_\lambda\) approaches \(\sim 1/N\).

Figure 6-19 is the participation of 6\times6\times6 single crystal UO\(_2\pm\)\(x\). The participation ratio of the defect free UO\(_2\) is shown in Figure 6-19 (c). \(p_\lambda\) is widely scattered around 0.5, which is a characteristic of a crystalline solid. Once the defects are introduced, \(p_\lambda\) displays much narrower range of distribution. This means that the nearby vibrations in frequency space in the UO\(_2\pm\)\(x\) are coupled to each other, and should thus contribute approximately equally to the thermal transport. Even for the lowest concentrations (\(|x|=0.010\)) of defects, this is still true.

The propagon and diffuson modes can be distinguished by using the polarization of vibrational modes in UO\(_{2\pm\epsilon}\). (Chapter 2) Figure 6-20 is a comparison of the polarization vectors at 1.5 THz in UO\(_{2\pm\epsilon}\). Since the polarization vectors lies on the sphere of unit radius, two projection methods, i.e. direct and equal-area projection, are used for comparison. The direct
projection is the simple projection of the vector components in the Cartesian coordinates. The equal-area projection is achieved by scaling the two coordinates according to their polar angle. For instance, if the equal-area projection is about the z-axis, x and y components of the vectors are scaled by $2\sin(\theta/2)$, where $\theta$ is the angle between z-axis and the vector. The frequency of 1.5 THz was chosen since it is at the low end of the frequency range which is expected to be dominated by the propagon modes. The polarization vectors in the defect free UO$_2$ are well defined and take the value of ±1. For the low concentrations of defects (-0.020 ≤ x ≤ 0.020), there are areas which data points are concentrated on both projection methods. This indicating that there are still a fair number of modes with well defined polarization vectors. At $x=0.125$, the distribution of the data points is uniform and there is no well defined polarization vector.

The story is different at 10 THz (Figure 6-21). The polarization vectors are homogeneous and isotropic at all the concentrations of defects in both projections. There is no obvious feature to distinguish the materials from the polarization plots. Thus, there is no well defined polarization vector, which is the feature of diffuson modes.

**Discussion**

Our analysis showed that the UO$_2$$_{2-x}$ displays a chemical contraction compared to pure UO$_2$. Further analysis showed that this contraction is due to the electrostatic attraction by the O$_{4-}$ and U$_{4+}$. A similar, but opposite, effect takes place in UO$_2$$_{-x}$. The thermal expansion of the UO$_2$$_{2-x}$ decreased with increasing concentration of defects, while over the small range of stoichiometry considered, UO$_2$$_{-x}$ structures showed no such change. The reason for this difference is due to the range of concentrations considered. The small concentration of oxygen vacancies in UO$_2$$_{-x}$ also resulted in negligible change in the thermal expansion. If only the range of $x≤0.025$ is considered, UO$_2$$_{2-x}$ also show no discernible change in the thermal expansion.
The concentration dependence of the thermal conductivities of \( \text{UO}_2 \pm x \) was determined by the MD simulations using the direct method. At low concentrations, both \( \text{UO}_2^{+x} \) and \( \text{UO}_2^{-x} \) show approximate linear dependence. These results are consistent with the Klemens-Callaway (KC) theory of phonon-defect scattering which suggests that the scattering rate to be proportional to the defect concentration.\(^7^4\)\(^,\)\(^1^5^9\) The concentration dependence in the low concentration limit is rather similar in \( \text{UO}_2^{+x} \) and \( \text{UO}_2^{-x} \) despite the different defects in the structures. The ratios of the slopes of the concentration dependence are -2.3 and -2.2 when the absolute temperature is doubled from 800 K to 1600 K. This suggests that at these low concentrations, the defect free bulk thermal conductivity temperature dependence of \( 1/T \) is still valid; phonon-phonon scattering still dominates over the phonon-defect scattering. At higher concentrations (\( x > 0.025 \)), however, there is no useful model available and a more sophisticated theory is needed.

Further analysis was performed using the LD calculations. The resulting picture was consistent with the Allen-Feldman theory of amorphous materials, and work on YSZ by Schelling et al.\(^1^6^0\). From the participation ratio analysis, most of the vibrational modes are found to be delocalized. The only case where there was some localization was observed was \( x = 0.125 \) at around 27-28 THz. However, the fraction of modes localized is still a small portion of the entire vibrational modes. Polarization analysis did not show a clear transition frequency between propagon and diffuson modes, but it is determined to be in between 1.5 and 10 THz.

This study showed that the \( \text{UO}_2 \) with anion vacancies and interstitials do not hinder the heat transfer by the localization of vibrational modes. Although the thermal conductivity is reduced by \( \sim 60 \% \) for high concentration of oxygen interstitials, the reduction comes from the low diffusivity of the diffuson modes. At low concentrations of \( |x| < 0.020 \), \( \kappa \) decreases with
increasing temperature just like a single crystalline bulk UO$_2$; therefore, the phonon description appears to remain valid.

As a final remark, it is worthwhile noting the effect of extrinsic point defects. There are several forms of fission products present in nuclear fuel material: solid solutions, dispersions and fission gases. Fission products forming solid solutions lower the thermal conductivity of UO$_2$ by becoming mass defects or straining the host crystal, thereby acting as scattering centers for phonons. The effect of formation of a second phase consisting of fission products is known to either increase or decrease the thermal conductivity depending on the type of the phase. Fission products are often metallic precipitates and their behavior depends on the effect of burn up. Near the center line region, the relatively high temperature allows formation of 0.05 – 1 µm metallic particles, and their electrical conductivity improves the heat transfer in UO$_2$. In a high burnup structure, the precipitates are often quite tiny (order of nanometers) and they contribute to phonon scattering and lower the thermal conductivity of the fuel. The effect of porosity has also been studied quite extensively. Again, there are different effects depending on the size of the pore. Micro-bubbles often found in the crystal lattice act as obstacles to the phonons. Larger porosities are commonly found at GBs and impede heat transfer. A very nice review on the topic of the effect of fission products on thermal transport is included in the work by Lucuta et al.
Table 6-1. Experimental and DFT values of the formation energies.

<table>
<thead>
<tr>
<th></th>
<th>$E_{\text{Exp}}$ (eV)</th>
<th>$E_{\text{DFT}}$ (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$O_I$</td>
<td>–</td>
<td>-2.9--2.5$^{131, 132}$</td>
</tr>
<tr>
<td>$V_O$</td>
<td>–</td>
<td>6.1-6.7$^{131, 132}$</td>
</tr>
<tr>
<td>$U_I$</td>
<td>–</td>
<td>7.0-7.3$^{131, 132}$</td>
</tr>
<tr>
<td>$V_U$</td>
<td>–</td>
<td>3.3-4.8$^{131, 132}$</td>
</tr>
<tr>
<td>O Frenkel</td>
<td>3.1-5.4$^{22, 140, 161-165}$</td>
<td>3.6-3.9$^{131, 132, 166, 167}$</td>
</tr>
<tr>
<td>U Frenkel</td>
<td>8.5-9.6$^{140}$</td>
<td>9.5-12.6$^{131, 132}$</td>
</tr>
<tr>
<td>Schottky</td>
<td>6-7$^{140}$</td>
<td>4.9-6$^{131, 132}$</td>
</tr>
</tbody>
</table>
Table 6-2. Potential parameters for the short-range interactions in UO$_{2x}$.

<table>
<thead>
<tr>
<th></th>
<th>O$^{2-}$-O$^{2-}$</th>
<th>U$^{4+}$-O$^{2-}$</th>
<th>U$^{5+}$-O$^{2-}$</th>
<th>U$^{3+}$-O$^{2-}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_{ij}$ (eV)</td>
<td>9547.96</td>
<td>1761.775</td>
<td>2386.42</td>
<td>1165.65</td>
</tr>
<tr>
<td>$\rho_{ij}$ (Å)</td>
<td>0.2192</td>
<td>0.35643</td>
<td>0.3411</td>
<td>0.3786</td>
</tr>
<tr>
<td>$C_{ij}$ (eV·Å$^6$)</td>
<td>32</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>
Figure 6-1. Normalized Frenkel and anti-Frenkel pair formation energies by empirical potentials. Filled symbols are the rigid ion models and open symbols are for the shell models. Uranium FP and oxygen anti-FP formation energies are normalized by the DFT and experimental values, respectively. All data except Busker1 are taken from the work of Govers'.¹¹⁵
Figure 6-2. The 2:2:2 defect cluster in UO$_2$. Blue and red are uranium and oxygen ions; only the interstitial oxygens are shown. Faded red is used to indicate the oxygen vacancies. The lines are used to clarify the relative positions of the atoms.
Figure 6-3. Pair distribution function between U-O in UO$_{2.25}$. Blue curve is the U-O PDF for both U$^{4+}$-O$^{2-}$ and U$^{5+}$-O$^{2-}$. There is no difference before relaxation. The PDF for U$^{4+}$-O$^{2-}$ and U$^{5+}$-O$^{2-}$ after annealing are shown by red and green curves, respectively.
Figure 6-4. Pair distribution function between U-O in UO₁.₈₀. Blue curve is the U-O PDF for both U⁴⁺-O²⁻ and U³⁺-O²⁻. There is no difference before relaxation. The PDF for U⁴⁺-O²⁻ and U³⁺-O²⁻ after annealing are shown by red and green curves, respectively.
Figure 6-5. Normalized lattice parameter of UO$_{2+x}$ as a function of defect concentration. The lattice parameters are given at 0 K after the high temperature annealing. $a_0$ is the lattice parameter of UO$_{2.000}$.
Figure 6-6. Normalized lattice parameter of UO$_{2-x}$ as a function of defect concentration. The lattice parameters are given at 0 K after the high temperature annealing. $a_0$ is the lattice parameter of UO$_{2.000}$. 
Figure 6-7. Thermal expansion of $\text{UO}_2-x$. Lattice parameters are normalized by the 0 K lattice parameter obtained from the chemical expansion.
Figure 6-8. Thermal expansion coefficient of UO$_{2+x}$ as a function of $x$. $\alpha$ is obtained by a linear fit to the data in Figure 6-7.
Figure 6-9. Thermal expansion of UO$_{2-x}$. Lattice parameters are normalized by the 0 K lattice parameter obtained from the chemical expansion.
Figure 6-10. Inverse thermal conductivity of UO$_{2+x}$ with various concentrations of oxygen interstitials as a function of simulation cell length at 800 K.
Figure 6-11. Inverse thermal conductivity of UO$_{2-x}$ with various concentrations of oxygen interstitials as a function of simulation cell length at 1600 K.
Figure 6-12. Bulk thermal conductivity of UO$_{2+x}$ as a function of degree of off-stoichiometry without the anharmonic correction at 800 and 1600 K. The experimental data are obtained from Lucuta et al. $^{149}$.
Figure 6-13. Bulk thermal conductivity of UO$_{2+x}$ as a function of degree of off-stoichiometry with anharmonic correction at 800 and 1600 K. The thermal conductivity from MD simulations were rescaled by the anharmonicity correction.
Figure 6-14. Inverse thermal conductivity of UO$_{2-x}$ with various concentrations of oxygen vacancies as a function of simulation cell length at 800 K.
Figure 6-15. Inverse thermal conductivity of UO$_{2-x}$ with various concentrations of oxygen vacancies as a function of simulation cell length at 1600 K.
Figure 6-16. Bulk thermal conductivity of UO$_{2-x}$ as a function of degree of off-stoichiometry at 800 K and 1600 K.
Figure 6-17. Thermal conductivity of UO$_{2+x}$ as a function of degree of off-stoichiometry at 800 K (a) and 1600 K (b) for $x \leq 0.025$. 
Figure 6-18. Phonon density of states of UO$_{2+x}$ for -$0.020 \leq x \leq 0.125$. System size is 6×6×6 unit cells. The frequency bin size is 0.2 THz.
Figure 6-19. Participation ratios of UO$_{2-x}$ for $-0.020 \leq x \leq 0.125$. System size is $6 \times 6 \times 6$ unit cells. The frequency bin size is 0.2 THz.
Figure 6-20. Projections of the polarization vectors of vibrational modes in UO$_{2+\delta}$ at 1.5 THz. Figures correspond to the defect concentrations of $\delta = -0.020$ (a,b), -0.010 (c,d), 0.010 (e,f), 0.020 (g,h), and 0.125(i,j). Left figures are direct projection, and the right figures are the equal-area projections.
Figure 6-21. Projections of the polarization vectors of vibrational modes in UO$_{2+y}$ at 10 THz. Figures correspond to the concentrations of $y$=-0.020 (a,b), 0.020 (c,d), and 0.125(e,f). Left figures are direct projection, and the right figures are the equal-area projections.
CHAPTER 7
METHODOLOGY FOR THE SIMULATION OF RADIATION DAMAGE IN UO₂

Introduction

In nuclear fuel materials such as UO₂, it is extremely important to consider the effects of radiation when assessing the performance in both operating and storage conditions. However, the complexity of the processes occurring under irradiation makes it very difficult to decouple each phenomenon and to understand the mechanisms of certain processes. For instance, high energy radiation causes the atoms to be knocked off their lattice sites. Because of the high energy deposited by the radiation into the solid, extreme local temperature and pressure gradients can be created, with atoms diffusing accordingly. The local thermal transport properties will also be altered. At the same time, radiations can also cause electronic excitations and can initiate chemical reactions. All these processes are entangled and the complexity is overwhelming. For this reason, simulations are a valuable tool to characterize the details of such processes, albeit with certain limitations depending on the methodology. MD simulation is one of the tools which allow investigation of highly non-equilibrium phenomenon such as radiation damage. However, the conventional MD algorithm does not work in such extreme conditions and some modifications are required. This chapter, therefore, establishes a methodology for the simulation of the radiation damage studies in UO₂ and presents the implementation and validation of a radiation damage simulation code. At least one of these methods, the form of the variable time step algorithm is completely new. While the other methods have been used previously, their applicability and their limitations have not been systematically established.
Background

Type of Radiation

Naturally occurring radioactive materials such as uranium, radium, and radon, are everywhere on the earth. Radiation also comes from space and constantly penetrates or is absorbed by the atmosphere. The natural background radiation is roughly 100 times greater than any of the human caused background radiations. Man-made radiation sources are used for a number of applications including electrical power generation, medical imaging, radiation therapy, food processing, and weapons. All the materials used in these applications must be designed to take account of the effects of radiation. In order to understand the effects of radiation, one must understand the different types of radiations that exist in nature. There are four types of radiations typically considered in nuclear applications: neutrons, alpha, beta, and gamma radiations.

Neutron radiation consists of a ray of energetic neutrons. The neutron is one of the two nucleons, the other being the proton, which are the building blocks of the nuclei of atoms. It has no electric charge, and has mass a mass of 938.27 MeV/c² (1.6726×10⁻²⁷ kg). Because of the absence of electric charge, neutrons often travel significant distance depending on the energy without interacting with other atoms.

Alpha radiation consists of the nucleus of a helium atom, i.e., two neutrons and two protons. It has charge of +2 and a mass of 3.7274 GeV/c² (6.6447×10⁻²⁷ kg). It is produced by radioactive decay processes and changes the atomic number of the atoms involved. Alpha radiation does not propagate a long distance because of the relatively large charge and mass.

Beta radiation is electrons or positrons released during certain types of radioactive decays, called beta decays. The decay processes involve ionization of the decay products because of the loss or gain of electrons.
Gamma ray is the radiation of high energy electromagnetic waves (photons) produced during radioactive decay. In contrast to the other types of radiation, this radiation involves transition of the energy levels of atoms. Quite often atoms produced through alpha or beta decays are in excited states. When the excited atoms transition from their energy levels to lower energy states, the excess energy is released in the form of energetic photons. A simple example is $^{60}$Co decaying to $^{60}$Ni through beta decay with the half life of 5.27 years. The gamma radiation from this decay process is commonly used in medical and industrial applications.

All these different types of radiation occur in nuclear materials and can change the materials properties.

**Fission and Radiation**

Nuclear power reactors for electrical power generation today involve fission reactions. Fission reactions are created by neutron radiation to fissile elements. When a neutron collides with the nucleus of a fissile element, the nucleus can split into nuclei of lighter elements and produces more neutrons. A good example is the fission of $^{235}$U. $^{235}$U is the only naturally occurring stable fissile element on earth. This is the reason that the uranium is used for nuclear fuel. A representative fission reaction of $^{235}$U is,

$$^{235}$U + n $\rightarrow ^{92}$Kr + $^{141}$Ba+ 2n + 200 MeV. \quad (7-1)$$

In this reaction, with one incident neutron, 2 neutrons are produced. There are a number of fission reactions which result in producing more than one neutron from a single incident neutron. Consequently, the number of neutrons can increase like an avalanche or chain reaction to sustain the reactions. The energy released during the fission reactions dissipates as heat and can be used to produce electrical power. Many of the fission products (FP) are unstable and spontaneously
decay into lighter elements including radioactive ones. Subsequent decays of these FPs produce n, α, β, and γ radiations.

**Fission Products and the Type of Stopping**

Before going into the specifics of the radiation effects in UO₂, the general concept of energy loss process of energetic particles in solid must be introduced. Energetic particles in a solid can lose their energies by either collision with nuclei or electrons. A projectile ion (often referred to as primary knock-on atom, or PKA) in a solid can collide with the ions in the solid. The energy transfer between the ions depends on the mass, charge, and momentum of both PKA and the target ion. While the PKA passes through the solid, the matrix atoms recoil and absorb energy, and the PKA is deflected. This process is described by the nuclear-nuclear collisions and the collision is elastic. In addition to colliding with the nuclei, the atoms can collide with electrons. The nature of electronic energy loss is rather complex and the following factors must be considered:

- Direct energy transfer by electron-electron collisions
- Excitation or ionization of target atoms (promotion of localized electrons)
- Excitation of transition in the band structure (promotion of weakly localized or free electrons)
- Excitation, ionization, and electron capture of the projectile ion itself

There are several well-known electronic energy loss models with different assumptions on the charge distribution, however, the details of these models are beyond the scope of this work.
Previous Experimental Studies on Radiation Damage in UO₂

The effect of the radiation is determined by its type. β radiation causes ionization of the surrounding matrix and is responsible for chemical reactions, bond rupture, valence changes, formation of oxygen bubbles, etc. Their effect is mainly chemical in nature and produces very little structural damage. Regarding damage to the structure, α-decays are most detrimental in the fissile fuel matrix. A typical α-decay process produces a high energy α particle of ~5 MeV, with the daughter atom receiving a recoil energy of ~0.1 MeV. An α-particle loses its energy mostly by electronic stopping, thus causing ionization; it loses only a small portion of the energy for atomic displacement. By contrast, heavy recoil atoms from α-decays lose almost all of their energy by nuclear stopping and generate roughly 90% of the lattice damage in the fuel matrix. Because of the differences in the energies and masses, α-particles and the recoil atoms have different ranges of propagation. α-particles often travel from 20 to 30 μm, but the recoil atoms travel only about 25 nm. This implies that the damage from the recoil atoms is spatially localized, but the damage from α-particles is dispersed. The effects of such structural damage on nuclear reactor fuel significantly affect its physical and chemical properties. However, the details of such effects have never been characterized in detail. Furthermore, there is no satisfactory model for the defect production and annihilation mechanisms.

Neutrons also occasionally collide with the lattice atoms, but they are not as effective as charged particles especially at the energy range typical in typical fission reactors. Therefore the direct collision of neutrons to non-fissile elements is rare and hardly damages the structure. The only way neutrons can contribute to structural change is through the fission reactions. In fact, the energy dissipated by the slowing down of the fission products is the major source of thermal energy for the electrical power generation in the nuclear fission reactors.
In UO₂, the high energy fission products lose most of their energy by electronic stopping. Therefore, a significant thermal effect is expected because UO₂ is an electrical insulator; the energy deposited by the electronic stopping cannot dissipate like that of free electrons in metals. Roughly 30% of the energy is lost in instantaneous X-ray radiation and elastic waves, and the rest is transformed into heat which is referred to as the thermal spike. The thermal spike has several effects, including generating a significant local temperature and pressure gradient, causing surrounding atoms to diffuse. This extreme temperature and pressure gradient is known to cause the formation of the U₄O₉ phase in UO₂. The thermal spike also allows the recovery of defects formed by the impact of highly energetic atoms. The recovery process is more significant in UO₂ than in UN or UC, both of which are electrically conductive materials. Figure 7-1 is an Arrhenius plot of the cation diffusion coefficient in (U,Pu)O₂, (U,Pu)N, and (U,Pu)C. In the all three materials, the curve is strongly temperature dependent for temperatures above ~1100 °C indicating that the diffusion process is thermally activated. However, below 1100 °C, the self-diffusion coefficients are independent of temperature and much higher than that of thermal diffusion. Detail of how the diffusion of cations takes place in this regime remains unclear. It has been postulated that because of the extremely high temperature and pressure of the fission spike uranium atom diffuse through the core of the displacement cascade. It should be noted that the order of diffusion coefficients is D(UO₂)>D(UN)>D(UC), which is opposite to the order of their thermal conductivities.

Some experimental studies have been performed on simulated fuel and ion implantations rather than the actual fuel samples. These studies show a consistent picture of the effect of radiation damage on the stability of the crystal structure, and in producing significant changes in the lattice parameter. Recently Ronchi et al. reported the effect of fission fragment on UO₂
single crystal film. Despite the extremely high energy (~80 MeV) of the fission products, no significant structural change was observed; however, the U$_4$O$_9$ phase was present in the sample after the irradiation. Ronchi et al.$^{178}$ attributed the very small structural damage to the shock wave produced in UO$_2$, which is unloaded on the free surfaces.

The above experimental studies show the unresolved issues in the radiation damage of UO$_2$. It is not clear how the athermal diffusion of U atoms occur in the radiation environment. How does the recovery process take place to heal the crystal at such high energy irradiation? What is the role of oxygen ions in such processes? Are these processes affected by the presence of defects such as point defects, dislocations, and GBs?

**Previous Simulation Studies on Radiation Damage in UO$_2$**

A number of simulations have been performed to investigate radiation damage in solids, especially metals and oxide materials. Simulations of radiation damage were pioneered by Gibson et al.$^{179}$ They studied the effects of PKA energy and direction on single crystal copper. Later extensive development on the simulation method was done by Harrison and his collaborators$^{180-183}$ for the application of sputtering studies on Si and metal surfaces. During the time of Gibson and Harrison, the availability of the computational power was limited and their studies were restricted to small systems (<1000 atoms) with simple interatomic potentials. Consequently, the energy of PKA had to be low (~ a few 10s of eV). As more computational power became available, the area flourished. Today atomistic simulations of radiation damage are routinely performed on metals, oxides and semiconductors using the state-of-art interatomic potentials.$^{184-189}$

The first MD simulation of radiation damage in UO$_2$ was done by Van Brutzel et al.$^{190}$ They developed their own UO$_2$ potential based on the defect formation energies of U and O defects.$^{191}$ The potential was a Buckingham type rigid-ion potential consisting of three radial
sections. They performed the radiation damage simulation in single crystalline UO$_2$ from a few keV\textsuperscript{190} up to 80 keV\textsuperscript{192}. They investigated the defect structure and the number of displaced atoms. There was no correlation between the number of defects produced and the directions of PKA. The number of Frenkel pairs produced as a function of PKA energy showed that the exponent is ~0.9 rather than the Norgett-Robinson-Torrens linear dependence\textsuperscript{193}. They have also performed simulations to investigate the effect of cascade overlap. They found that the number of Frenkel pairs formed saturated after 7\textsuperscript{th} PKA irradiation. The PKA dose rate of 0.79 keV/ps perhaps is unrealistically high since the defects recombination may take place on a much longer time scale. Furthermore their defect identification method is different in different publications\textsuperscript{190, 192} and a number of technical issues associated with the thermostat and variable time step algorithm are not addressed.

**Implementation of the Molecular Dynamics Simulation Code**

As discussed in the previous section, there a number of issues to be resolved in the effects of radiation damage on UO$_2$. Although it is impossible to capture all the physical and chemical properties well by any simulations, simulation approaches have the advantage of having complete control over the material. In particular, MD simulations allow us to follow the highly nonlinear dynamic process of the defect production and annihilation by the radiation damage which occurs in very short time (order of pico-seconds) with atomic resolution. Since standard MD simulation codes are not capable of simulating extreme radiation condition, some significant modifications are needed. The algorithm and implementation of such modifications are described in the following.

**Universal Ziegler-Biersak-Littmark Potential**

During high energy collisions of atoms which occur in a radiation environment, two atoms can get extremely close (typically ~1 Å or less) compared to the normal distance given by
the thermodynamic equilibrium. Standard interatomic potentials are not designed to adequately
describe the interatomic interactions at such short distances. For example, the commonly used
Buckingham type potential has the functional form given in Equation 3-8:

\[ V(r_{ij}) = A_{ij} \exp(-\frac{r_{ij}}{\rho_{ij}}) - \frac{C_{ij}}{r_{ij}^6}. \]

The second term, which represents the van der Waals interaction, goes to negative
infinity when \( r \) goes to zero although the first exponential term remains finite. This means that
the atoms collapse to a singularity if they are brought very close to each other. This is illustrated
in Figure 7-2, which shows the plot of the Buckingham potential for O-O interaction with the
Yamada model. It can be seen in Figure 7-2 that without the ZBL potential, the height of the
potential energy barrier of the Buckingham potential is only about 260 eV or so, and a rather low
energy PKA can overcome this barrier. This low barrier is an artifact of the functional form of
the interatomic potential since we know that the repulsion of the electron clouds should prevent
this. Another example is the electrostatic interaction: the attractive electrostatic interaction
between two oppositely charged atoms also goes to negative infinity as \( r \) approaches 0. In typical
MD simulations, however, these singularities does not cause an problems due to small atomic
displacements; however, once the force on an atom becomes very large, the atom will jump
unrealistically large distance in a single step. (An exception is when the time step size is allowed
to vary according to the force on the atom. If the time step is adjusted according to the force, the
two atoms will keep approaching to the singularity indefinitely. The method of variable time
step is discussed below.) Even if such catastrophic failure does not happen, it is possible for the
potential to fail in a rather subtle manner by giving unrealistic potential energies. Empirical
potentials in general are fit to the bulk properties of the materials to reproduce the static and
dynamic behavior of the materials near equilibrium. These potentials are therefore not meant to
reproduce the realistic potential energy surface in extreme conditions such as high energy collisions. A more realistic model of the very short-ranged interaction was given by Ziegler, Biersak and Littmark (ZBL).\footnote{194} They found from two body collision experiments of a large number of elements that the interatomic interaction can be simplified in a universal form, which may be applied to any element in the periodic table. This potential, referred to as the Universal ZBL potential, is based on the models of Thomas-Fermi and Linhard.\footnote{195} The ZBL potential is in fact a screened electrostatic potential of the nucleon-nucleon interaction:

\[ V(r) = \frac{Z_1 Z_2 e}{r} \Phi(r). \]  \hspace{1cm} (7-1)

\( Z_1 \) and \( Z_2 \) are the atomic numbers of the atoms in collision, \( e \) is the electron charge, and \( r \) is the interatomic distance. \( \Phi(r) \) is the screening function,

\[ \Phi(r) = \sum_{i=1}^{4} A_i \exp(-b_i r / a_u). \] \hspace{1cm} (7-2)

\( A_i \) and \( b_i \) are predefined parameters, whose values are given in Table 7-2. \( a_u \) is the length scale given by,

\[ a_u = \frac{0.8854}{z_1^{23} + z_2^{23}} a_{\text{Bohr}}. \] \hspace{1cm} (7-3)

And \( a_{\text{Bohr}} \) is the Bohr radius, 0.539177 Å. Details of the derivation of this potential is given in the literature.\footnote{194}

Since the ZBL potential is intended to operate only at very short distances and the Buckingham potential works well for near-equilibrium separations, it is important to know how to connect these two potentials. Unfortunately, there is no unique way to define where the transition between the two potentials should occur, although in reality there is a single potential energy surface for a pair of atoms. The standard approach is to connect the Buckingham and ZBL potentials by a spline of the exponential of a polynomial of the form,
The $f_i$ are constants determined by matching the $V(r)$, $dV(r)/dr$, and $d^2V(r)/dr^2$ at the connection points to the ZBL and Buckingham potential. However, the choice of the spline region is arbitrary and depends very much on the atoms to be modeled. In principle, there is no need to use all the 6 parameters since the continuity of the 2nd derivatives are not required. However, in ionic solids, the gap between the ZBL and Buckingham can be quite large, unlike metals, and having the extra parameters can be helpful. (See the work by Fikar et al.\textsuperscript{196} for the spline with 4 parameters for metals.) The values of the spline parameters and connection points that we have chosen for are given in Table 7-1.

How all the potentials are combined to form the MD potential is illustrated in Figure 7-2 for the case of O-O interaction. In order to show how the ZBL potential works, a simple simulation of an O-O collision is performed. In this demonstration, an oxygen atom is fixed at center of the simulation cell. Another O is simply placed 0.1 Å away from the center where the ZBL potential is active. Figure 7-3 shows the comparison of the trajectory of the O atom. With the ZBL potential, the atom simply is simply repelled by the potential of the O atom at the origin and rolls down the potential energy surface. By contrast, without the ZBL potential, the O atom is trapped in the potential well and violently rattles. In this simulation, the time step was fixed at 0.005 fs, but the interaction is so violent and the trajectory cannot be accurately calculated and eventually the atom escapes from the well. If the time step is small enough, the O atom will approach the origin and will fall into the singularity. Thus, the ZBL potential must be implemented in the radiation damage simulation.
Variable Time Step Algorithm

Even when the ZBL potential is used, the interatomic forces can still be extremely large when two atoms are very close to each other. This still poses a major problem if a normal MD time step (~1 fs) is used. Such a large force on an atom can cause the atom to move a very large distance in a single step, resulting in very inaccurate trajectory. One solution to this problem is to use an extremely short time step size. However, for such a case, the simulation will take an unreasonably long time to complete. A better approach is to allow the time step to change during the course of the simulation. When an atom is highly energetic, the time step is automatically reduced. Once the energy is dissipated, the time step size is allowed to increase. This will allow accurate atom trajectories to be determined, while maximizing the time simulated. The common algorithm to do this in radiation damage simulation is to set a restriction on the maximum distance any atom can travel in a single MD time step from which the necessary time step size can be calculated. The typical limit on the maximum distance for an atom to travel in a single step is <1 Å. Although this algorithm has been extensively used, the accuracy of the atomic trajectories has not been clearly established.

We have therefore developed a new variable time step algorithm specifically designed to ensure that the trajectory of the energetic atoms is accurate. The original idea is taken from the orbit calculation of a satellite under a gravitational field described in the astrophysics literature. Orbit calculations are known to require rather high accuracy; otherwise, the energy conservation deteriorates rapidly and the trajectory will be incorrect. This is because the differential equation to be solved is of a type called “stiff problem” in mathematics whose solution indicates rapid change in certain regions of the parameter space. The high energy collision of atoms also falls into this stiff problem category. The original algorithm of the adaptive time step method was applied to a purely two body interaction and the Runge-Kutta
method was applied to integrate the equation of motion. In our in-house MD code, the scheme is modified to work with the 5th order Gear predictor-corrector integrator which is already incorporated for solving the equation of motion.

The idea is to calculate the trajectory of the most energetic atom in the system in two ways: one consisting of a single time step, the other consisting of two half time steps; see Figure 7-4 for the illustration of this process. The two half-step trajectory is in principle more accurate than the one large step. The two trajectories therefore should agree within the accuracy of the integration method used. If the discrepancy in the trajectory is smaller than the intrinsic accuracy of the integration method or of a user defined accuracy, then the time step used is adequate. However, if the discrepancy in the trajectory is too large, then the next trial time step size is determined based on the size of the discrepancy between the two trajectories. The whole process repeats until an acceptable time step size is determined. By performing this analysis for the most energetic (i.e., fastest moving) atom in the system, accurate trajectories for all other atoms are guaranteed. Moreover, since only the trajectory of the PKA is used in the analysis, the method is both fast and naturally parallelizable.

The implementation of this algorithm naturally follows the process of the Gear predictor-corrector integration scheme. First the most energetic atom in the system is identified by the predictor step, which is nothing but a calculation of the trajectory using the Taylor expansion:

\[
\ddot{x}(t + dt) = \ddot{x}(t) + \dot{v}(t)dt + \frac{1}{2} \dddot{x}(t)dt^2 + \ldots,
\]

where \(x(t), v(t), a(t)\) are the position, velocity, acceleration of the atom at time \(t\). This step is very fast, and the most energetic atom will give the largest displacement. Then the force calculation is performed using the predicted positions of the atoms as in standard predictor-corrector step, but the calculation is done only on the most energetic atom. Then the trajectory
of the energetic atom is corrected by the corrector step. Once the new position of the atom is
determined using time step, $dt$, the code proceeds to calculate the same trajectory by two half
steps. The entire process of the determination of the time step is shown in Figure 7-5 as a flow
chart. The most expensive part of this scheme is the first half of the two small steps since this
step requires the force calculation on all the atoms. In order to reduce the calculation, this step is
done only on the near neighbor atoms. When the computation is done using multiple processors,
this part of the calculation can be done on a single processor.

Another key step is the estimation of the new time step size. First the estimate of the time
step is given by

$$
\delta x_0/\delta x = \frac{x_{\text{current}}}{x_{\text{est}}} = \delta x_0/\delta x,
$$

where $\delta x_0$ and $\delta x$ are the user defined error of the trajectory and the calculated difference in the
trajectories from the large and half steps calculations. $\delta x_0/\delta x$ defines the error ratio of the
trajectory. $dt_{\text{est}}$ and $dt_{\text{current}}$ are the new estimate and current time step size. The power 1/6
comes from the local truncation error being proportional to $dt^6$ for the 5th order Gear predictor-
corrector algorithm. The $dt_{\text{est}}$ is merely an estimate and it is possible that this value becomes
either extremely large or small. In order to avoid drastic change in a single iteration, a safety net
is also applied:

$$
dt = \begin{cases} 
S_1 dt_{\text{current}} & \text{if } S_1 dt_{\text{est}} > S_2 dt_{\text{current}} \\
S_2 dt_{\text{current}} / S_2 & \text{if } S_1 dt_{\text{est}} > dt_{\text{current}} / S_1 \\
S_1 dt_{\text{est}} & \text{otherwise}
\end{cases}
$$

(7-7)

$S_1$ and $S_2$ are the safety factors set to 0.9 and 4.0, but the exact value is not critical. The
important point is that $S_1$ should be slightly less than 1.0 and $S_2$ should be somewhat larger than
1.0. The more these numbers deviate from 1.0, the more aggressive the estimate of the new time step is.

In order to establish the validity of the variable time step scheme, the results of short test runs are compared with a fixed time step simulation with a small time step size. Figure 7-6 shows the trajectory of the PKA in a 10×10×10 unit cells single crystal UO$_2$. The PKA is 1 keV U in [100]; the statistical ensemble used was microcanonical, i.e., constant energy and constant volume. Each color in the plot corresponds to a specific error ratio as indicated in the legend. The trajectory from the fixed time step of $dt=0.10$ fs simulation is indicated by the solid line. In order to obtain the base case scenario with the fixed time step simulation, a number of fixed time step runs were performed with different time step size. The time step size of 0.10 fs was determined to be sufficiently small for the generation of accurate trajectories in this case. Figure 7-6 clearly indicates that the variable time step can faithfully reproduce the base case trajectory if the error ratio is sufficiently small ($\leq 10^{-4}$). In this simulation, the PKA traveled along the [100] direction and hit the adjacent U atom, transferring most of its momentum while small amount of the energy was dissipated to the rest of the system. This process continued during the entire 2 fs simulation. This process is apparent when the variable time step algorithm is used since the time step size is not uniform. When the collision occurred, the time step size decreased and thereby the density of the data points increased.

To explore the power of this variable time step algorithm, simulations with 80 keV U PKA were performed using the same simple model system. 80 keV is roughly the upper limit that we can handle in a more realistic simulation setup, because of the current limitations on the computational resources. Figure 7-7 shows the trajectories of the PKA obtained from the runs with three different error ratios and one fixed time step. Again, a number of fixed time
simulations were run prior to this comparison so as to determine the maximum time step size needed for the accurate calculation of the PKA trajectory. The result was that for 80 keV U PKA, the time step has to be at most $1 \times 10^{-4}$ fs. The variable time step algorithm was able to successfully follow the fixed time step trajectory when the error ratio was $1 \times 10^{-5}$.

To analyze the efficiency of the variable time step scheme, the time evolutions of the time step size in the same 80 keV simulations were monitored. (See Figure 7-8.) With the variable time step, the time step size decreases when collisions occur. The decrease in the time step depends on the error ratio used in the simulation: the smaller the error ratio, the smaller the time step size at the collisions. The time step size reaches down to $1 \times 10^{-4}$ fs, only when the error ratio is $1 \times 10^{-5}$. In between the collision events, the time step size can go up 3 orders of magnitude from $10^{-4}$ fs to $10^{-1}$ fs. This difference gives the gain in the efficiency of the variable time step scheme. In terms of the overall efficiency, the fixed time step simulation took approximately 208 min to complete 2 fs of the run, but the variable time step took only about 10 min: more than a magnitude of improvement in efficiency, with no loss in the fidelity of the trajectory.

**Thermostat**

The last piece of modification needed in the MD code is in the control of the temperature of the system via the thermostat. During radiation damage, a large amount of energy is converted from the ballistic energy of the PKA to the thermal vibrations of the atoms in the entire system. In reality, when the PKA collides with the ions in the material, the ballistic energy is distributed over $\sim 10^{24}$ atoms, and the energy dissipates at the rate determined by the material’s thermal conductivity and the temperature gradient. However, MD simulations are limited by the number of atoms (typically less than a few millions of atoms for ionic materials). For such a small simulation cell this thermal energy can be overwhelming if the heat generated is not appropriately treated, even leading to melting of the system. Therefore to mimic the thermally
absorbing effects of a very large system, a thermostat is applied around the region of the simulation cell where all the interesting dynamics takes place (the called active region). Figure 7-9 shows the configuration of the MD simulation cell. Since the simulation cell configuration is a hybrid of NVE and NVT, this ensemble was dubbed the pseudo-NVE (or pNVE) by Corrales \textit{et al.}\textsuperscript{200}, and we will follow the same nomenclature.

The default thermostat in our in-house MD code is the velocity rescaling thermostat. However, this thermostat is rather primitive and is known to have some problems\textsuperscript{98,202} the most prominent of which is that the statistical nature of the system is not canonical. In this thermostat, since the velocities of the atoms in the thermostat region are changed simply by rescaling the ratio of the target and current temperature, $\frac{T_0}{T}$, the equation of motion is modified. Thus no energy and momentum conservation laws are obeyed. It also means that the Liouville theorem no longer holds and the phase space distribution function of the system is broken\textsuperscript{203,204}. Moreover, the ergodic theorem will not hold and physical observables cannot be calculated from the ensemble average\textsuperscript{203,204}. In short, it means that the dynamics of atoms in the thermostat region are not realistic. There are also other subtle problems as well. In particular, since the dynamics of the thermostat region is not correct, the atoms adjacent to the thermostat will not behave in a realistic manner; it is not clear how far this effect extends. Another problem is that since the velocity rescaling will take place every time step during the simulation, the rate of change in the temperature may depend on the time step size. Because of these problems, one should be very cautious when performing simulations using velocity rescaling thermostat.

There are other thermostat schemes which are known to work better\textsuperscript{96,98}. Among the available thermostats, the Berendsen thermostat was chosen for this study\textsuperscript{205}. The Berendsen thermostat is also a type of velocity rescaling, but is both physically more reasonable and is
better founded in statistical mechanics. The Berendsen thermostat is derived from the same formalism as the Langevin thermostat \(^{205,206}\). The idea of the Langevin thermostat is to couple the system with an imaginary heat bath in an appropriate manner such that the system remains in the canonical ensemble.\(^{206}\) The details of the derivation are given in Berendsen’s original paper.\(^{205}\)

The Berendsen thermostat can be viewed as a first order approximation to the full Langevin approach. The way Berendsen thermostat adjusts the velocity is through a scaling factor,

\[
\lambda = \sqrt{1 + \frac{dt}{\tau} \left( \frac{T_0}{T} - 1 \right)},
\]

where \(dt\) is the current time step size, and \(\tau\) is the user-defined time constant for thermal equilibration. \(T_0\) and \(T\) are the target and current temperature. From its form, it is clear that the Berendsen rescaling can be much gentler than the simple velocity rescaling. To illustrate the range of the strength of Berendsen thermostat, consider the two extreme cases. When \(\tau\) is infinity, \(\lambda = 1\) and no rescaling is done; this corresponds to the microcanonical ensemble. When \(\tau = dt\), then it is identical to the simple velocity rescaling. The beauty of the Berendsen thermostat is that since it is a simplification to the Langevin approach, it is approximately canonical and its strength can be controlled to minimize the disturbance to the system unlike the simple velocity rescaling scheme. Thus the dynamics of the system can be kept close to the realistic phase space distribution.

The Berendsen thermostat was implemented in the MD simulation code and several test runs were performed. Figure 7-10 shows the time evolution of the 10×10×10 unit cells single crystal UO\(_2\) using the Berendsen thermostat. The entire simulation cell was set to be in the thermostat region. \(\tau = 400\) fs was used, based on the recommendation to use \(\tau = 100-400\) fs in the original work by Berendsen on simulations of liquid water.\(^{205}\) We see that the thermal
equilibrium is clearly reached by 5 ps with very small fluctuation at the end. This indicates that the thermostat is correctly implemented.

In order to identify the appropriate value of $\tau$ for the solid UO$_2$, NPT simulations with a wide range of $\tau$ were performed on the thermally equilibrated single crystal structure at 300 K. The total energy of the system was monitored as a function of time (See Figure 7-18). The two extreme case of NVE and velocity rescaling simulations with $dt=0.1$ fs are also included for the purpose of comparison. It is apparent that the velocity rescaling significantly interrupts the system and the total energy violently fluctuates. With a small value of $\tau$, the Berendsen thermostat closely follows this behavior. As $\tau$ increases, the behavior approaches that of NVE simulation. Since the system is thermally equilibrated to start with, the total energy should be constant. The variation in the total energy is quantified by the standard deviation and it is plotted as a function of $\tau$ in Figure 7-12. Note that the abscissa is in log scale. The solid lines are used to indicate the trend and are extended to the limiting values of the NVE ensemble. The standard deviation in the kinetic energy increases with increasing $\tau$, and that of the potential energy decreases as $\tau$ increases. The fluctuations in the kinetic and potential energy are actually correlated and out of phase. Thus these fluctuations cancel each other, and the net fluctuation in the total energy is the difference of the fluctuations in the kinetic and potential energies. The variation in the total energy smoothly decreases with increasing $\tau$, and the drop is minimal after $\sim$1000 fs. This trend is very similar to that given in the Berendsen’s original work on liquid water. Thus $100 \leq \tau \leq 500$ fs is also applicable for the solid UO$_2$.

**Defect Identification Method**

Before going into the analysis of the radiation damage simulations, the method of defect identifications must be described. The code used was developed by our collaborator Dr. Srinivasan G. Srivilliputhur in MST-8 at Los Alamos National Laboratory. Some minor
modifications were made to work for UO₂ and to seamlessly integrate with our in-house MD code output files.

The identification method is to find defects in a structure by comparing the atom positions relative to the defect free structure. Figure 7-13 shows an illustration of this method. In this section, the defect free structure is structure A, and the structure with defects is structure B. To identify an interstitial, the analysis code looks through structure B and tries to find the corresponding atoms in structure A. Two atoms in the different structures are considered to be matched when they are within radius $r_0$ of each other. If some atoms in structure B do not have any corresponding atom in structure A, then the atom in structure B is an interstitial. To find vacancies, the exact opposite is done; the code goes through structure A and look for neighbors of each atom in structure B. If there is no neighbor for some atoms, they are considered vacancies. Anti-site defects can be found in a similar manner.

The neighbor radius $r_0$ is the critical parameter in this method. The results of analysis depend on the value of $r_0$, and this cannot be avoided if this algorithm is used. The dependence of the number of defects on $r_0$ is characterized and discussed later.

**Radiation Damage Simulations**

The ZBL potential, variable time step algorithm, and Berendsen thermostat have been successfully implemented and tested individually. Now all the methods are combined and applied to radiation damage simulations.

**Time Step Size**

The first step is to characterize the base case scenario using a fixed time step. The result from this simulation will be the foundation to validate the successful implementation of all the modifications together.
The radiation damage simulations with 1 keV U PKA were performed with varying fixed time step sizes. A single crystal 10×10×10 unit cells UO₂ was used, and the simulation was done with NVE ensemble: no thermostat was applied. This small simple setup will provide an extreme case where the maximum time step determined here will be sufficient for 1 keV PKA in larger systems with thermostat. Figure 7-14 shows the vacancies of uranium and oxygen atoms produced during the simulation. The number of both U and O vacancies rapidly increased until 200 fs and then they heat plateau for ~300 fs. The maximum numbers of U and O vacancies are roughly 20 and 80, respectively. Around 500 fs, the number of both vacancies decreased at varying rates. The numbers of U and O vacancies are exactly identical at each time step for \( dt \leq 0.1 \) fs. Thus, 0.1 fs is sufficient for simulations with 1 keV U PKA.

The result from a variable time step simulation with the same system is also shown in Figure 7-14. The error ratio used is 10⁻⁴ as determined from the preliminary runs (see Figure 7-6). The data is taken at the time interval of 10 fs. The result is identical to those of \( dt < 0.1 \) fs, and this proves that the variable time step algorithm works.

After the maximum time step size was determined by the NVE simulations, pNVE runs were performed to show that the same time step can be used in pNVE. The system used was a single crystal 22×22×22 unit cells UO₂ with 1 keV U PKA. The system size was chosen following van Brutzel’s work¹⁹⁰. A 1 unit cell thick Berendsen thermostat with \( \tau = 400 \) fs was applied around the simulation cell. The initial location of the PKA was chosen to be \( (x,y,z) = (-6,0,0) \), based on some trial and error to ensure that the defect cascade does not interact with the thermostat and boundary of the simulation cell.

As mentioned above, the number of defects counted in the analysis depends on the value of \( r_0 \). Figure 7-15 is the number of defects produced in the simulation with \( dt = 0.1 \) fs as a function
of \( r_0 \). \( V_U, U_I, V_O, \) and \( O_I \) all decrease with increasing the size of radius \( r_0 \) since the larger \( r_0 \), the higher the likelihood of finding neighbor in the corresponding structure. In addition, we see that the number of the vacancies and interstitials of the same species do not agree when \( r_0 \) is greater than roughly 1.2 Å. The value of \( r_0 \) is typically chosen to be slightly smaller than the half of the nearest neighbor distance in the perfect crystalline structure.\(^{186, 190}\) In \( \text{UO}_2 \), the nearest neighbor distance is the distance between U and O atoms in 4a and 8c sites, which is \( \sim 2.37 \) Å. The value of 1 Å seems to be appropriate. Thus, from hereon, \( r_0=1 \) Å is used throughout.

Figure 7-16 shows the result of 4 different runs with \( dt=0.100, 0.050, 0.001, \) and 0.0001 fs. It turns out that the number of defects produced was not identical even with \( dt<0.1 \) fs although they closely follow each other. This is because the time step size affects the way the thermostat draw energy out of the system. At least it suggests that the \( dt=0.1 \) is sufficient of producing the same number of defects as the smaller time step size.

**Berendsen Time Constant**

Now the time step size of 0.1 fs is used to characterize the effect of the thermostat. The same single crystal 22×22×22 unit cells \( \text{UO}_2 \) with 1 keV U PKA was used to perform several radiation damage simulations in pNVE ensemble. The value of the time constant was changed from 1 fs to \( 10^{-4} \) fs. The results from an NVE simulation are also included for comparison.

Figure 7-17 is the plot of how the temperature in the active region evolves with varying \( \tau \). Initially the temperature starts out at approximately 380 K which corresponds to the energy of the 1 keV PKA in the thermally equilibrated system at 300 K. Then the temperature drops rapidly to \( \sim 330 \) K in 370 fs. After that point, the behavior depends on the value of \( \tau \). In the NVE ensemble, the temperature remain fairly constant around 330 K. As \( \tau \) decreases, the rate of cooling becomes faster. For \( \tau \) smaller than 100 fs, the temperature evolutions are almost identical and approach the target temperature of 300 K.
The change in the total energy is shown in Figure 7-18. Curves in this plot indicate how fast the energy is removed by the thermostat as a function of $\tau$. In the case of NVE, the energy remains constant, as it should. In real UO$_2$, the cooling rate is dictated by the thermal conductivity of the material, and the heat dissipates to the $10^{24}$ atoms which are in thermal equilibrium at infinity. The cooling rate cannot go beyond the materials natural ability to transfer heat while keeping the thermostat at 300 K. Figure 7-18 clearly shows that the cooling rate is very similar for $\tau \leq 100$ fs. On taking a closer look, fluctuations in the total energy is clear for $\tau \leq 10$ fs. Thus $\tau = 100$ fs is a good choice in terms of the fast cooling rate and minimal disturbance to the dynamics of the system.

Finally we compare the number of defects in the same set of the simulations. Figure 7-19 is the result. Reassuringly, the number of defects produced as a function of time is very similar in all the cases regardless of what value of $\tau$ is used. This means that even if the thermostat is not applied, the number of the defects is not affected despite the higher final temperature. The final temperature ranges from 300 K to 330 K. This 30 K difference makes hardly any difference in the defect production and annihilation.

**Statistics**

Since the defect production and annihilation process is a highly nonlinear stochastic process, simulations with slightly different conditions can result in somewhat different result. The difference in the initial condition can be minute differences in the atom positions and velocities. A good analog of this may be the billiard balls: a tiny difference in the relative positions and the amount of push you give can give quite different results. A solid crystalline well equilibrated structure is much more ordered than billiard balls and the variation in the results will not be completely chaotic. Nevertheless, it is necessary to characterize how much variation is expected when equivalent simulations were performed.
In order to characterize the variation, a single crystal 22×22×22 unit cells UO₂ was used to perform 6 independent simulations. The PKA was 1 keV U atom but in each simulation, different U atoms were chosen. Their locations were (±6, 0, 0), (0, ±6, 0), (0, 0, ±6) and in all cases the PKAs were pointing toward the center of the simulation cell. Figure 7-20 is the plot of the number of U and O vacancies produced during the 6 simulations. The error bars are used to indicate the standard deviation from all 6 simulations. The number of \( V_U \) with the standard deviation is approximately 7±3. The same number for \( V_O \) is 70±20. Therefore, there is a significant variation in the data even though the PKA directions are crystallographically equivalent. We speculate that this is the effect of small differences in the atomic positions and velocities. Although, the system is thermally equilibrated, every PKA and its surrounding atoms in the 6 simulations have different relative positions and velocities. This can cause some difference in the number of defects formed.

**Active Volume Effect**

The size of the active region of the simulation cell can affect the defects produced even if the defects do not directly interact with the thermostat region. This is because the energy density of the system is controlled by the amount of the PKA energy and volume of the active region.

The effect of the active system size was investigated by comparison of two system sizes: 20×20×20 and 30×30×30 unit cells active region volume. The volume of the thermostat was kept almost the same, ~2650 atoms since this volume determines the amount of the energy to be removed. The entire systems, therefore, are 22×22×22 and 31×31×31 unit cells. Figure 7-21 is the results of these two simulations in terms of the number of U and O vacancies produced as a function of time. The difference between the two runs are reasonably similar and well within the variation expected from the statistical uncertainty determined previously. This implies that the
20×20×20 unit cells for the active region volume is already sufficiently large to perform the radiation damage simulations with 1 keV U PKA.

**Discussion**

Necessary modifications to perform radiation damage simulations in UO$_2$ have been implemented in our in-house MD code. These include the ZBL potential, a new and powerful variable time step algorithm, and the Berendsen thermostat. Each modifications made is tested individually and also in the combined situation of the actual radiation damage simulation setup. Some of the basic parameters needed to perform the radiation damage simulation with 1 keV U PKA were characterized.

There are other parameters yet to be explored. In the actual simulation of the radiation damage in UO$_2$, the effects of the PKA energy and incident direction need to be understood. The estimated PKA energy in a typical reactor condition is a few hundreds of MeV$^{173, 174}$ which is unattainable in the current MD simulation capability because of the computational requirement for extraordinarily large system sizes. However, in repository condition, the required energy is much lower and is about 80 keV.$^{173, 174}$ As mentioned before, van Brutzel group has already performed the simulation at this energy although there were some inconsistencies with their own study with the low energy PKA.

The direction of the PKA may also manifest some difference in the number and structure of the defects produced. However, in reality, the PKA travels in arbitrary directions; therefore, the statistics of the variation in the results is needed to be understood.

Another important parameter to explore is the temperature of the system. Under reactor condition, the temperature of the fuel pellet can rise up from 800 K to 1600 K. At these high temperatures, the thermal diffusion of the defects is important and the number and structure of the radiation-induced defects formed will most likely be affected.
The effect of the thermostat thickness was not studied, but it is expected not to affect the result least for 1 keV U PKA case. This is because essentially the same effect was studied when characterizing the Berendsen time constant.

Simulations in single crystal structure are useful, but in a real fuel pellet there are a number of defects such as point defects, dislocations, GBs, and surfaces. The effects of these defects are particularly interesting since they may indicate the possibility of controlling the radiation properties of UO$_2$.

Finally the characterization of the number and structure of the defects and their clusters is interesting but challenging. Experimentally UO$_2$ is known to be very radiation tolerant. Our simulations in fact showed that a significant number of the defects were annihilated within a very short time (<2 fs) and the number remain steady from thereon. Thus the crystalline structure was still retained. However, this may depend on how high the PKA energy is. van Brutzel et al. saw no amorphization observed in their simulation, but their defect identification method used is questionable. Our interatomic potential is different from van Brutzel et al. and the result will depend on the interaction model.

Complex defect structures, defect clusters such as 2:2:2 cluster discussed in Chapter 6 cannot be formed in our MD simulation because of the values of the fixed charges of the U and O. Although it is possible to fit a potential to allow the production of a particular defect cluster, it will not be universal. It is very likely that not all the defect clusters can be allowed using a fixed charge model. Nevertheless, further investigation of the radiation damage in MD simulations will be able to address several issues, such as the interaction of defect cascade and point defects and GBs, also influence of the defect cascade on the thermal transport.
Table 7-1. Spline parameters and connection points for U-U, O-O, and U-O interactions.

<table>
<thead>
<tr>
<th></th>
<th>$r_1$ (Å)</th>
<th>$r_2$ (Å)</th>
<th>$f_0$ (-)</th>
<th>$f_1$ (Å)</th>
<th>$f_2$ (Å²)</th>
<th>$f_3$ (Å³)</th>
<th>$f_4$ (Å⁴)</th>
<th>$f_5$ (Å⁵)</th>
</tr>
</thead>
<tbody>
<tr>
<td>U-O</td>
<td>1.2003</td>
<td>0.6002</td>
<td>31.64577</td>
<td>-143.702</td>
<td>341.1256</td>
<td>-408.432</td>
<td>236.589</td>
<td>-52.9624</td>
</tr>
</tbody>
</table>

$r_1$ and $r_2$ are the connection between Buckingham-spline and ZBL-spline, respectively.
Table 7-2. The ZBL screening function parameters.

<table>
<thead>
<tr>
<th>$i$</th>
<th>$A_i$</th>
<th>$b_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.1818</td>
<td>3.2000</td>
</tr>
<tr>
<td>2</td>
<td>0.5099</td>
<td>0.9423</td>
</tr>
<tr>
<td>3</td>
<td>0.2802</td>
<td>0.4028</td>
</tr>
<tr>
<td>4</td>
<td>0.02817</td>
<td>0.2016</td>
</tr>
</tbody>
</table>

All the values are unitless.
Figure 7-1. Potential, kinetic, and total energy per atom from radiation damage simulations with various fixed time step size.
Figure 7-2. Potential energy of O-O interactions as a function of the interatomic distance. The connections between ZBL-Spline and Spline-Buckingham are made at 0.2 Å and 1.0 Å, respectively. The combined potential is used in MD simulations for radiation damage.
Figure 7-3. Trajectory of the O atom placed at 0.1 Å away from another O atom at the origin.
Figure 7-4. The calculation of the PKA trajectory in two ways: one large step and two half steps. The final positions from the two-way calculations are compared to obtain the error in the calculation and used to estimate the next time step.
Figure 7-5. Flow chart of the determination of the variable time step algorithm.
Figure 7-6. Trajectory of 1 keV U PKA atom along [100] direction in 10×10×10 single crystal UO₂. The results from the variable time step and fixed time step simulations are compared. The values in the legend are the values of the error ratio. The data from the fixed time step run with dt=0.1 fs are indicated by the solid line.
Figure 7-7. Trajectory of 80 keV U PKA along [100] direction in 10×10×10 single crystal UO$_2$. The legend indicates the values of the error ratio, and the data from the fixed time step run with $dt=1\times10^{-4}$ fs.
Figure 7-8. Evolution of the time step size in the 80 keV U PKA simulation. The vertical axis is in log scale.
Figure 7-9. The configuration of the MD simulation cell used in our radiation damage simulations. The central region is called active region where all the interesting dynamic processes take place. The surrounding shaded area is the thermostat region to control the temperature of the system.
Figure 7-10. Temperature evolution of $10 \times 10 \times 10$ unit cells single crystal UO$_2$ during equilibration with the Berendsen thermostat with $\tau=400$ fs.
Figure 7-11. Total energy per atom of the equilibrated single crystalline UO$_2$ at 300 K. The warmer color indicate the larger Berendsen time constant [what does this mean??]. Data from the NVE and velocity rescaling simulations are also included for comparison.
Figure 7-12. Standard deviation of the kinetic, potential and total energies per atom as a function of time constant, $\tau$, from the equilibrated single crystalline UO$_2$ at 300 K.
Figure 7-13. Defect identification method in crystalline structures. Structure A is the defect free perfect crystal, and structure B is the structure with defects. Black and grey are used to indicate two different types of atoms. The defects in structure B are numbered as (1) interstitial, (2) vacancy, and (3) anti-site. The arrows are used to indicate the same coordinates in both A and B. The dot lined circles indicates the sphere for finding the neighbors.
Figure 7-14. Effect of the time step size on radiation damage simulation in NVE ensemble. The system is 10×10×10 single crystal UO₂ with 1 keV U PKA in [100]. The variable time step (VTS) was done with the error ratio of 10⁻⁴.
Figure 7-15. Number of $V_U$, $U_I$, $V_O$, and $O_I$ produced after the 1 keV U PKA radiation damage in a single crystal $\text{UO}_2$. The simulation was run for 10 ps.
Figure 7-16. Effect of time step size in radiation damage simulation in pNVE. The system is 22×22×22 single crystal UO₂ with 1 keV U PKA in [100].
Figure 7-17. Temperature of the active region during the radiation damage simulations with different Berendsen time constants.
Figure 7-18. Total energy per atom during the radiation damage simulations with different Berendsen time constant. The larger the time constant, the warmer the color.
Figure 7-19. Number of uranium (top) and oxygen (bottom) vacancies produced in radiation damage simulations as a function of the Berendsen time constant.
Figure 7-20. Number of uranium (top) and oxygen (bottom) vacancies produced in radiation damage simulations with equivalent PKA directions.
Figure 7-21. The number of U and O vacancies produced by the radiation damage simulations in 20×20×20 and 30×30×30 unit cells active volume.
CHAPTER 8
INTERFACIAL THERMAL TRANSPORT IN DIAMOND

Introduction

Diamond is an ideal laboratory in which to characterize crystallographic effects on interfacial conductance since it has the largest thermal conductivity of any material; thus the detrimental effects of the GBs can be expected to be particularly evident. In addition, diamond is of considerable technological interest.\(^7,\)\(^{208-210}\)

In this chapter, the interfacial conductance of diamond GBs is determined as a function of temperature and twist angle. Furthermore, the relation between GB energies and interfacial conductance is elucidated. From our simulations, we find that the interfacial conductance is extremely high; however, when appropriately normalized, it is less than that of the corresponding GBs in silicon, a result that we can understand in terms of the bonding at the interfaces. Moreover, we find that the interfacial resistance is an approximately linear function of the GB energy. As a consequence, we find that it is possible to construct a Read-Shockley type model for the thermal conductance of these boundaries.

Single Crystal Diamond

In order to test the fidelity of the Tersoff potential for thermal-transport applications, bulk single crystal properties have been studied. First, energy minimization of the diamond structure at 0 K yields a lattice parameter of 3.567 Å, and the cohesive energy of -7.36819 eV. These values agree well with experimental values of 3.567 Å\(^1,\)\(^6,\)\(^{211,212}\) and -7.36 eV\(^6,\)\(^{209}\). Second, the thermal expansion of single crystal diamond is determined using the Andersen NPT ensemble (refer to Chapter 3). A 4×4×4 unit-cell system of 512 atoms is equilibrated for 1.25 psec at 300, 500, 750, 1000, 1250, and 1500 K. The temperature dependence of the lattice parameter is found to be linear (\(r^2=0.999\)) and the thermal expansion is determined to be 6.00×10\(^{-6}\) 1/K, independent
of temperature between 0 and 1500 K (see, Figure 8-1). Slack and Bartram \(^{212}\) have compiled thermal expansion data of a wide variety of ceramics and metals including diamond. Their value of the linear thermal expansion is, of course, temperature dependent ranging from nearly 0 below 100 K to \(5.87 \times 10^{-6} \, 1/K\) at 1600 K. The lattice parameter calculated from their thermal expansion data is also shown in Figure 8-1. The discrepancy between simulation and experimental lattice parameter is at most 0.006 Å (0.16 \%) over this temperature range. This agreement can be considered as excellent.

We can use thus use this potential with some confidence to characterize the thermal conductivity of single crystalline diamond using the direct method (Chapter 3). Figure 8-2 shows the temperature profile obtained from 4×4×400 unit cells single crystal diamond after 400 psec. The z-axis is along [001], and the temperature profile was obtained from the mean kinetic temperature of all of the atoms in each atomic plane averaged over 250 fsec of time. In the first 1 psec, the system is equilibrated at 1000 K, and then the heat source and sink are turned on to create steady state temperature gradient. Figure 8-3 shows the evolution of temperature at \(z=0\) and \(L_z/2\). The plane-by-plane temperature is calculated from the mean kinetic energy of atoms in each plane averaged over 250 fsec intervals. This data shows that after \(\sim 100\) psec the temperature fluctuate within approximately 5 K of the nominal temperature of the system of 1000 K. The temperature profile shown in Figure 8-2 is determined from an average of the kinetic energy of atoms in each plane over the last 200 psec.

Once the temperature profile is obtained, the linear temperature gradient is extracted to calculate the thermal conductivity, according to Fourier’s Law (Equation 2-2). In order to minimize the error from the noise, it is best to take the linear temperature gradient over as long a distance as possible. However, the longer the section taken, the more likely it is to include
regions with a nonlinear temperature gradient, where Fourier’s law is not valid. To determine, the region over which the temperature gradient is determined, two criteria are applied: (i) keep the center of the linear temperature gradient regime half way between the heat source and heat sink; (ii) take as wide a region as possible without deviating from the linear behavior, as measured by a correlation of fit in excess of 0.95. The fit to the temperature gradient is shown in Figure 8-4. This careful selection of the linear region reduces the error from the noise, but not the error from the discrepancy of the temperature gradient between two regions to the left and the right of the heat source. The difference of the slopes in Figure 8-4 is approximately 15% of the average of the slopes. This is perhaps due to the long wavelength phonons having extremely long relaxation time, which cannot be easily controlled in the simulation. Therefore, the thermal conductivity calculated from this method typically has a statistical error of the order of 10 – 15%.

As discussed in the context of UO₂, the imposition of a heat current on the system leads to large temperature gradients. It is therefore important to establish the effects of the size of the heat current and to compare with results from a method in which no heat current is imposed. Shelling et al. performed simulations to determine the thermal conductivity of Si using both equilibrium and nonequilibrium methods. They found that the conductivities obtained from both methods agree when sufficiently large system is used. They also determined that the effect of heat current density and found that the energy density of ~2×10⁻⁴ eV/nm² per 0.55 fs gives least error in the final result. Since this value may depend on the material of interest, we performed seven test runs with heat current densities ranging from 1×10⁻⁴ to 8×10⁻⁴ eV/nm² per 0.2 fsec. As apparent from Figure 8-8, the noise level increases as the current density decreases. The result from 1×10⁻⁴ eV/nm² is shown but excluded from since the maximum difference in the conductivity value
was 15% of the average value and there was no systematic trend. A similar weak dependence in
the heat flux was observed in previous work on Si GBs.\textsuperscript{213} Moreover, the previous study in Si
for perfect crystals showed quantitative agreement for the predicted thermal conductivity
between the imposed heat current method and a Green-Kubo approach, in which there is no heat
current at all.\textsuperscript{213} The heat current density for subsequent simulations was kept constant at
2.5\times10^{-3} \text{ eV/nm}^2\cdot\text{fsec}. The resulting temperature profile in Figure 8-11 clearly shows the
symmetry of the simulation setup.

As discussed in Chapters 3 and 4, the size of the simulation cell can have a large effect on
the calculated value for the bulk thermal conductivity. This is particularly true for materials with
high thermal conductivities, such as diamond. A series of simulations were performed with
different system lengths and temperatures to investigate the size effect (Figure 8-5). The thermal
conductivity extrapolated to $1/L_z=0$ is shown in Figure 8-6 as a function of temperature Three
experimental data\textsuperscript{2, 51, 214} are also included in the plot for comparison. The values from Olson
and Onn are from isotopically pure ($^{13}\text{C}<0.07\%$) diamond and from Touloukian are for type IIa
natural diamond ($^{13}\text{C}<1.01\%$) (Chapter 1). Our simulation results agree very well with the
experimental data. The same data on log-log plot shows that the slope of experimental and
simulation data to be approximately -1.35 and -1.16, respectively. Although the isotopically
pure and natural diamonds give somewhat different values of the thermal conductivity, our
results seem to lie right in between the experimental data.

Interfacial Conductance of (001) Twist GBs

The diamond crystal structure is characterized by four covalent bonds pointing along
<111> directions. A GB on an arbitrary plane will thus have two covalent bonds projecting back
into the grain itself and two bonds across the GB (Figure 8-7).\textsuperscript{124} The two bonds across the
interface can be expected to be significantly different from the bonds in the bulk, due to the
structural disorder at the GB. If we examine the principal planes in the diamond lattice, GBs on
the (111) plane have three bonds back into the crystal and one across the interface; GBs on the
(011) plane have one bond pointing back into the crystal, two parallel to the interface and one
pointing across the interface. Neither of these is similar to the typical GB described above.
However, GBs on the (001) plane have two bonds pointing back into the crystal and two pointing
across the interface. A high-angle twist boundary on the (001) plane may thus be considered as
being, to a considerable extent, representative of the GBs in polycrystalline and nanocrystalline
diamond. Therefore, to elucidate the structure-property relationship for a generic GB in
diamond, we determine how the thermal conductance of (001) GBs varies with twist angle.

The diamond lattice has a two-fold symmetry axis in the <001> direction. Thus on forming
symmetric twist boundaries on this plane, a rotation of one semi-crystal with respect to the other
by 180° will result in a single crystal. Therefore, to probe the full range of GBs, we need only
consider twist angles from 0° to 90°. We have simulated the thermal transport properties of 12
such GBs, with twist angles ranging from 8.80° to 90.0°. These GBs were formed by cutting a
single crystal along an (001) plane and rotating one half of the crystal with respect to the other.
The unit cells for the GBs considered range in areal dimensions from being equal to that of the
perfect crystal (θ=90°, Σ=1) to being 101 times larger (θ=11.42°, Σ=101). Lower angle GBs are
excluded from this study because of their too large system sizes

The 90° GB is a special case and is actually a symmetric twin GB. In the <001> direction,
the stacking of the perfect crystal can be written as …AaBbAaBbAb…, where the Aa and Bb
layers come from the fcc Bravais lattice with a basis of two atoms at (0,0,0) and (0.25,0.25,0.25).
The 90° twist GB then corresponds to a stacking sequence of …AaBbAbBaAb…, in which we
can see that the stacking sequence is symmetric about one of the A planes. Full crystallographic
details of all of the GBs considered and a summary of the simulation results are given in Table 8-1.

To prepare the GBs for the thermal conductivity simulations, the unrelaxed GB structures were heated to 2000 K for 10 psec to minimize the stress, then slowly cooled to near 0 K in a stepwise fashion; equilibrium T=0 K structures were then determined by steepest descents quenches to minimize the energies and to reduce the forces and stresses to negligible values. This process was determined to be appropriate in earlier work on Si GBs.\textsuperscript{124} The coordination of atoms with in the typical high-angle high-energy GB, $\Sigma 29(001)$ agree very well with the previous results (Table 6-1).\textsuperscript{124} To minimize the computer time, the relaxation process was performed on simulation cells that were only 16 unit cells long. After the relaxed structures were obtained, perfect crystal regions were inserted to form structures long enough in the $z$-direction for the thermal conductivity simulations.

von Alfthan \textit{et al.}\textsuperscript{215} investigated the zero-temperature structures of Si GB structures by removing atoms from the GB region and found GB structures with energies lower than those previously reported. We have explored this effect by performing the same procedure on a $\Sigma 29(001)$ GB in diamond, but we did not find any structures with energies lower than those formed by the process described above. Figure 8-9 shows the GB energies as a function of atoms removed. Initially a certain number of atoms are removed from unrelaxed $\Sigma 29(001)$ GB, and then the structures are relaxed by simulated annealing. The annealing and cooling processes are exactly the same as the process described above. Atoms are systematically removed from (001) plane and relaxed to obtain the GB energies. Since the diamond unit cell contains 4 distinct atomic planes in the [001] direction and a 4-fold symmetry along [001], removal of two (004) planes is sufficient to investigate all of the possibilities. Once a complete (004) plane is
removed, the grain is shifted by 1/4 of the unit cell in [001] direction to keep the density similar to the original $\Sigma 29(001)$ GB. This operation does not make any difference in the final GB energies, as von Alfthan et al.’s group also confirms. When the atoms are removed the structure was relaxed by the same procedure described above to relax the GBs. Our data shows that the GB energies do not differ significantly from the relaxed $\Sigma 29(001)$ GB with the GB energy generally remaining below 8 J/m$^2$. We have also observed a few cases where the GB energies are significantly higher reaching close to 12 J/m$^2$. The $\Sigma 29(001)$ GB has one of the highest energies and is thus one of the most likely to undergo reconstruction, since the potential energy saving is the largest. Because, our simulations on this GB show no reconstruction, it is unlikely that the other, lower energy, GBs will further lower their energies by reconstruction.

Before discussing the dependence of the thermal-transport properties on the twist angle, we examine the representative case of the $\Sigma 29$ (001) $\theta = 43.60^\circ$ GB. Because, the simulation is set up as a 3-D periodic system with crystallographically identical GBs at the center of the unit cell and at the edge, the heat source and heat sink are placed equidistant between the two GBs. The resulting temperature profile in Figure 8-11 clearly shows the symmetry of the simulation setup.

In our simulation, temperature in each 0.89 Å thick slice (i.e., a single (004) plane) through in the simulation cell is defined by the average kinetic energy of per atomic plane averaged over the last 560 psec. The temperature drop across a GB is quantified in the following manner: (i) the temperature profiles in the bulk regions surrounding the interface are fit linearly, with the range of z values fit determined by the minimizing the difference between the absolute values of the slopes. The linear fits are made over the region of between 12 nm and 25 nm, depending on the length of the simulation cell. The regions are considered bulk like when $r^2$ of the linear fit is above 0.95. Because of the symmetry of the structure, all the slopes are found to
be the same within small error bars. (ii) The temperature jumps are determined from the 
equations to the linear fits. Analysis from the linear fits yield the values of 21.1 K and 23.8 K for 
the temperature drops at the two crystallographically identical GBs (see, Figure 8-11). The 
average temperature drop from these two GBs is thus 22.5 K; the corresponding thermal 
conductance is 8.8±0.6 GW/m²·K, with the estimated uncertainty in the conductance coming 
from the difference in the two temperature drops.

As described above, the size of the simulation cell has a considerable effect on the 
calculated thermal conductivity of perfect crystals. The origin of this effect is the 
restriction on the maximum phonon mean free path set by the length of the periodic simulation 
cell.

To explore the possibility of an analogous size effect for the interface conductance, we 
have determined the temperature drop at the interface and the corresponding interfacial 
conductance for the Σ29 GB for simulation cells ranging 14.3 nm to 287 nm in length. As Figure 
8-12 shows, there is strong system size dependence; however, it appears that ΔT reaches an 
asymptotic value at large system sizes. To confirm this, we have fit these data by a shifted 
exponential:

\[ ΔT = ΔT_o + A \exp(-Lz/L_o). \]  

Figure 8-12 shows that this functional form fits the data well. The values of parameters A 
and \( L_o \) obtained from the fit are 60.9 K and 70.7 nm, respectively. The formal description of the 
Kapitza conductance is given by Stoner et al. as an integration over the wave vector summed 
over all the branches. Due to the complexity of phonon density of states and dependence of 
transmission coefficients as a function of dispersion relation, extracting an analytical expression 
of the size dependence is not straightforward. At present, we do not have a theoretical argument
for this functional form, but simply justify its use *a posteriori* by the quality of the fit shown in Figure 8-12. The infinite limit temperature drop, $\Delta T_\infty$, is 17.6K. The calculated interfacial conductances show a corresponding increase with an asymptotic value of 12.3 GW/m²K. Interestingly, no such effect was observed in previous (albeit less extensive) simulations of this effect for Si GBs; however, the thermal conductivity of single crystal Si is much lower than that of single-crystal diamond and the bonding of atoms at the interfaces are quite different, as is described below.

Because the simulations for the longer systems are extremely computer-time intensive, for our systematic studies of the effects of crystallography, we have used a unit cell of 142.4 nm (400 unit cells) in length. The values of the interfacial conductances discussed below are thus ~30 % lower than the asymptotic values we would predict for a simulation cell of infinite length.

In addition to the effects of the length of the simulation cell, we have considered the effect of its cross section. In the previous study on Si single crystal, the dependence on the width of simulation cell was found to be very weak beyond $3 \times 3$ unit cells for the cross section $^{213}$. The periodic planar unit cell is $\Sigma$ times larger for GBs than for the single crystal. As a result the smallest cross sectional area is $\sim 3.5 \times 3.5$ units (for the $\Sigma 29$ GB), with most of the simulation cells have larger cross sectional areas.

For the case of the $\Sigma 29$ GB, we have also determined the temperature dependence of the interfacial conductance. As 8-13 shows, the interfacial conductance increases almost linearly with the temperature up to 1250 K, above which it decreases. This increase is in strong contrast to the bulk thermal conductivity which decreases strongly with temperature (Figure 8-6). This behavior is actually similar to that in UO$_2$ (see Figure 5-4). We can understand this in a qualitative manner as arising from the significant obstacle that the GB offers to heat transport. As
such, there is poor coupling of the phonon modes on opposite sides of the interface. As the
temperature increases, the anharmonicity of the system increases, which increases the coupling
of previously weakly coupled phonon modes across the interfaces, thereby enhancing the thermal
transport. This increase with temperature is consistent with experiments and simulation on a
wide range of heterointerfaces. 129, 130, 217

Detailed analysis shows that the drop in the conductance at 1500 K is due to the structural change at the interface, rather than a change in the thermal-transport mechanism itself.

**Interfacial Thermal Conductance: Diamond vs. Silicon**

To determine the effect of crystallography on the interfacial conductance, Figure 8-14 shows the calculated thermal conductance at 1000 K of the twelve diamond GBs as a function of the twist angle for a simulation cell length of 142.4 nm. The interfacial conductance decreases from about 17 GW/m²K for low twist angles to 9 GW/m²K for $\theta = 43.6^\circ$, before increasing again to 12 W/m²K for the $90^\circ \Sigma 1$ GB. The uncertainty in the calculated values is represented by the error bars, which are typically ± 1.3 GW/m²K.

This significant structural dependence, which we analyze in detail below, is quite reasonable since the degree of structural disorder at the GB, for which the energy is a measure, is lowest at small and high twist angles, for which dislocation models of GBs are appropriate 19 and highest at intermediate twist angles.

In an earlier paper on structure and mechanical behavior 124, a comparison of the structure and properties of diamond and silicon GBs was found to be quite instructive. In particular, diamond readily forms $sp^2$ graphitic bonding at GBs, while Si strongly favors the retention of $sp^3$ bonding at the interface, even at the expense of the generation of a significant amount of structural disorder. Therefore, in addition to results for diamond, Figure 8-14 also includes the
previously determined\textsuperscript{77} values for the interfacial conductance of two (001) twist GBs in Si. These values are close to an order of magnitude lower than for the corresponding diamond GBs, which should not be too surprising since the room-temperature thermal conductivity of bulk Si is also much less than that of diamond (150 vs. 2000 W/mK). This difference in bulk properties can be taken into account through the Kapitza length, \( l_K = \kappa / G_K \), which is the thickness of perfect crystal offering the same thermal resistance as the GB. Figure 8-15 shows the Kapitza length, given in terms of the lattice parameter of the respective materials, as a function of twist angle. We see that due to its lower single-crystal thermal conductivity and its larger lattice parameter, the Si GBs actually have somewhat lower Kapitza lengths, indicating that Si GBs actually allow more efficient heat flow than the corresponding diamond GBs.

To understand the origin in these differences in interfacial conductances, it is necessary to consider the structure of the GBs in more detail. Figure 8-16 shows edge-on views of the \( \Sigma 29 \) GB in both Si and C. It is evident from the figure, and quantified in Table II, that there is considerably less bonding across the interface in diamond than in silicon. In particular, in diamond only 14% of atoms at the GB have two bonds across the interface, while in Si 82% of atoms have two bonds across the interface.\textsuperscript{124} Thus structurally, the Si GB is much better connected. This extra bonding across the Si interface naturally makes it easier for vibrational excitations, i.e. heat, to cross the interface also.

**Extended Read-Shockley Model For Interfacial Thermal Conductance**

The Read-Shockley (RS) model describes the energies of low-angle GBs in terms of dislocation cores and an associated strain field\textsuperscript{19}. Wolf has made an empirical extension to the RS model – the extended Read-Shockley (ERS) model\textsuperscript{18} – which fits the energies of GBs over
the full range of twist angle. For the case of two-fold rotational symmetry, as on the (001) plane of diamond, the ERS model is given by:

\[
E_{gb} = \begin{cases} 
\sin 2\theta \cdot (E_s^c - E_s^\perp \ln(\sin 2\theta)) / b & \text{for } 0^\circ \leq \theta < 45^\circ \\
E_{STGB}^c + \sin(180^\circ - 2\theta) \cdot (E_s^c - E_s^\perp \ln(\sin(180^\circ - 2\theta))) / b & \text{for } 45^\circ \leq \theta < 90^\circ
\end{cases}
\] (8-4)

\[E_c^c\] and \[E_s\] are the energies associated with dislocation core and strain field. \[E_s^c\] and \[E_s^\perp\] are used to indicate the parameters for angle lower than or greater than 45° twist angle. \[E_{STGB}\] is the energy of the symmetric twin GB (\(\theta=90^\circ\)). \(b\) and \(\theta\) are the Burger’s vector and twist angle, respectively. This functional form guarantees continuity in the energy and its first derivative at \(\theta=45^\circ\).

Figure 8-17 shows the calculated GB energy for a large number of (001) diamond twist GBs. (There are many more data points in this plot than in the plot for the Kapitza conductance because the GB energy calculations are not computationally very demanding.) The solid line in Figure 8-17 is the ERS fit to the data, which quite well reproduces the trend in the energies.

Also shown in Figure 8-17, are the contributions to the energy from the dislocation core (dashed line) and the strain field (dash-dot line), as determined from the extended Read-Shockley equation. At most twist angles, the structural contribution, which at low angles is due to dislocation cores, dominates the energy. In particular, at 45° and 90°, there is no strain field contribution. The only boundary condition that restricts the value of these coefficients is the continuity of the two functions at 45°, which yields the constraint, \(E_c^c / b = E_s^c / b - E_{STGB}\). \(E_{GB}\) at 0° and \(dE_{GB} / d\theta\) at 45° are zero by default. The parameters of the ERS model obtained from the fit are
Interestingly, the general trend in the Kapitza length shown in Figure 8-15 is similar to that of the GB energy shown in Figure 8-17. To show this correlation more clearly, Figure 8-18 shows that the Kapitza length depends approximately linearly on the GB energy; the slope of the linear fit is 85.3 m³/J.

This approximate linear relation indicates that the Kapitza length should also be describable by an ERS model:

\[
I_K = \begin{cases} 
\sin 2\theta \cdot (l_c^* - l_s^* \ln(\sin 2\theta)) & \text{for } 0^\circ \leq \theta < 45^\circ \\
I_{STGB}^* + \sin(180^\circ - 2\theta) \cdot (l_c^* - l_s^* \ln(\sin(180^\circ - 2\theta))) & \text{for } 45^\circ \leq \theta < 90^\circ 
\end{cases}
\]  

(8-6)

The solid line in 8-15 is an ERS fit to the Kapitza length. In analogy with the energy of the dislocation core and the strain field energy, it is natural to identify the coefficients of this ERS model as the Kapitza length associated with the structural disorder in the GBs and with the strain field.

From the fit obtained from the \(E_{GB}\), we determine the coefficients of \(I_K\) to be the following:

\[
l_c^* = 134.3a_o, \ l_s^* = 105.3a_o, \ l_c^* = 13.4a_o, \ l_s^* = 71.1a_o, \ I_{STGB}^* = 121.0a_o
\]  

(8-7)

As in the case of the energy, the ERS form forces the condition \(I_{STGB}^* + l_c^* = l_s^*\) by continuity. The strain contributions to the Kapitza length differ by ~30% in contrast to the corresponding values for the energy that differ by only 5%.
Discussion

The work presented here has shown that the interfacial (Kapitza) resistance of (001) twist GBs in diamond depends systematically on the twist angle. Importantly, the Kapitza length is proportional to the energy of the GB, allowing us to fit it with an extended Read-Shockley model.

These results suggest that the energy of a GB, which is easily calculated, might be used as a surrogate quantity for the interfacial conductance, which is more difficult and computationally very expensive to determine. Further work on different GBs in diamond, and on different materials systems, is required to establish if this is a general behavior or if it is particular to this system.

Regardless of the specific details however, this work does suggest that it should be possible to determine an empirical relationship for the interfacial conductance as a function of the crystallography of the material. Such a relationship will be of considerable value as input to mesoscale simulations of thermal transport.218
Table 8-1. Summary of the diamond (001) GBs properties.

<table>
<thead>
<tr>
<th>Σ</th>
<th>θ</th>
<th>$E_{GB}$</th>
<th>$δV$</th>
<th>$G_K$</th>
<th>$l_K$</th>
<th>&lt;C&gt;</th>
<th>C₁</th>
<th>C₂</th>
<th>C₃</th>
<th>C₄</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(degree)</td>
<td>(J/m²)</td>
<td>$(a₀)$</td>
<td>(GW/m²K)</td>
<td>$(a₀)$</td>
<td>(%)</td>
<td>(%)</td>
<td>(%)</td>
<td>(%)</td>
<td></td>
</tr>
<tr>
<td>85</td>
<td>8.80</td>
<td>3.66</td>
<td>0.28</td>
<td>17.6</td>
<td>75.9</td>
<td>3.24</td>
<td>0.00</td>
<td>76.5</td>
<td>23.46</td>
<td></td>
</tr>
<tr>
<td>101</td>
<td>11.42</td>
<td>4.34</td>
<td>0.30</td>
<td>13.3</td>
<td>100.3</td>
<td>3.19</td>
<td>0.48</td>
<td>80.2</td>
<td>19.33</td>
<td></td>
</tr>
<tr>
<td>41</td>
<td>12.68</td>
<td>4.18</td>
<td>0.30</td>
<td>13.3</td>
<td>100.3</td>
<td>3.17</td>
<td>0.57</td>
<td>82.4</td>
<td>17.05</td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>16.26</td>
<td>4.87</td>
<td>0.31</td>
<td>13.9</td>
<td>96.0</td>
<td>3.15</td>
<td>0.97</td>
<td>83.5</td>
<td>15.53</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>22.62</td>
<td>5.10</td>
<td>0.32</td>
<td>11.2</td>
<td>119.7</td>
<td>3.12</td>
<td>2.33</td>
<td>83.7</td>
<td>13.95</td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>28.07</td>
<td>5.36</td>
<td>0.35</td>
<td>10.1</td>
<td>132.8</td>
<td>3.13</td>
<td>0.00</td>
<td>87.1</td>
<td>12.86</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>36.87</td>
<td>5.84</td>
<td>0.38</td>
<td>11.7</td>
<td>113.7</td>
<td>3.12</td>
<td>0.00</td>
<td>87.8</td>
<td>12.2</td>
<td></td>
</tr>
<tr>
<td>29</td>
<td>43.60</td>
<td>6.19</td>
<td>0.37</td>
<td>8.8</td>
<td>151.2</td>
<td>3.11</td>
<td>3.31</td>
<td>82.6</td>
<td>14.05</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>53.13</td>
<td>5.98</td>
<td>0.36</td>
<td>8.4</td>
<td>157.8</td>
<td>3.18</td>
<td>1.25</td>
<td>80.0</td>
<td>18.75</td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>61.93</td>
<td>6.38</td>
<td>0.38</td>
<td>7.6</td>
<td>174.2</td>
<td>3.18</td>
<td>1.47</td>
<td>85.3</td>
<td>13.24</td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>73.74</td>
<td>5.21</td>
<td>0.31</td>
<td>9.9</td>
<td>135.0</td>
<td>3.21</td>
<td>0.00</td>
<td>78.9</td>
<td>21.09</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>90.00</td>
<td>2.60</td>
<td>0.24</td>
<td>10.9</td>
<td>122.4</td>
<td>3.17</td>
<td>1.56</td>
<td>79.7</td>
<td>18.75</td>
<td></td>
</tr>
</tbody>
</table>

Σ indicates the size of the coincident site lattice (CSL) planar unit cell of the GB. θ is the twist angle in degree, $E_{GB}$ is the GB energy, and $δV$ is the volume expansion in units of lattice parameter $a₀$. $G_K$ is the calculated thermal conductance, $l_K$ is the Kapitza length defined by $l_K=κ/G_K$ where κ is the thermal conductivity of the perfect crystal diamond. <C> is the average coordination number of the atoms within the GBs, and $C_n$ is the fraction of n coordinated atoms within the GBs.
Table 8-2. Comparison of the GB energies and coordination of the atoms of $\Sigma 29(001) \theta=43.6^\circ$ GB in diamond and Si.\textsuperscript{124}

<table>
<thead>
<tr>
<th></th>
<th>Diamond</th>
<th>Si</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_{GB} \text{ (J/m}^2\text{)}$</td>
<td>6.19</td>
<td>1.62</td>
</tr>
<tr>
<td>$&lt;C&gt;$</td>
<td>3.11</td>
<td>4.02</td>
</tr>
<tr>
<td>$C_2$ (%)</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>$C_3$ (%)</td>
<td>83</td>
<td>8</td>
</tr>
<tr>
<td>$C_4$ (%)</td>
<td>14</td>
<td>82</td>
</tr>
<tr>
<td>$C_5$ (%)</td>
<td>0</td>
<td>10</td>
</tr>
</tbody>
</table>
Figure 8-1. Lattice parameter of a single crystal diamond as a function of temperature. Experimental data is taken from the compilation of experimental data by Slack and Bartram.²¹²
Figure 8-2. Temperature profile of 4×4×400 unit cells single crystal diamond after 4 ps.
Figure 8-3. Time evolution of the temperature at the edge ($L_z=0$) and center ($z=L_z/2$) of the simulation cell.
Figure 8-4. Slopes of the linear region of the temperature profile shown in Figure 8-2.
Figure 8-5. Slopes of the linear region of the temperature profile shown in Figure 8-4.
Figure 8-6. Thermal conductivity versus temperature in both linear and log-log plots from our simulation (filled) and the experimentals² (open).
Figure 8-7. Bonding of atoms in diamond structure along (a) [111], (b) [100] and (c) [110] directions. All points are carbon atoms. Filled and empty points are used to distinguish the carbon atoms at FCC sites and tetrahedral interstitial sites for clarity. Interplanar distances are given by $d_1$ and $d_2$ in the unit of lattice parameter. [Adapted from reference 124 (Figure 6).]
Figure 8-8. Thermal conductivity as a function of heat current density.
Figure 8-9. GB energy as a function of the number of atoms removed.
Figure 8-10. A typical temperature profile of a system with GBs, in this case (001) $\theta=43.60^\circ$ $\Sigma29$ symmetric twist boundaries. The GBs are located at the center and the edge of the simulation cell. The average temperature drop across the GBs is 22.5 K.
\[ T = -0.9857z + 1080 \]

\[ T = -0.8788z + 1052.1 \]

\[ T = 0.8814z + 860.84 \]

\[ T = 0.8749z + 1010.7 \]
Figure 8-11. Linear temperature gradient from the temperature profile of the $\Sigma 29 \ (001) \ \theta = 43.60^\circ$ GB.
Figure 8-12. Size dependence of the thermal conductance of the $\Sigma 29 \, \theta = 43.60^\circ$ GB fitted to a shifted exponential. $\Delta T_\infty$ is the asymptotic temperature drop in the infinite size limit indicated by the dotted line.
Figure 8-13. Temperature dependence of the thermal conductance of the (001) $\Sigma 29 \theta = 43.60^\circ$ GB. The conductance increases almost linearly with the temperature up to about 1250 K. The drop at 1500 K is due to a change in structure.
Figure 8-14. Thermal conductance as a function of twist angle for diamond (001) symmetric twist GBs from our simulations (filled circles), and corresponding Si GBs (open circles) \cite{77}. 

![Graph showing thermal conductance as a function of twist angle for diamond (001) symmetric twist GBs from simulations (filled circles) and corresponding Si GBs (open circles).]
Figure 8-15. Kapitza length in units of their respective lattice parameters as a function of twist angle for both diamond and Si at 1000 K. Filled circles (●) are for diamond, and the open circles (○) are for Si. The solid line is the extended Read-Shockley fit to the diamond data. The dashed line is the dislocation core contribution, while the dash-dot line is the strain field contribution. Both points for Si are about 30 $a_0$ lower than for diamond.
Figure 8-16. Cross section of $\Sigma 29(001)$ GB in diamond (a) and Si (b). The freedom for C atoms to choose $sp^2$ and $sp^3$ hybridization results in the rather open structure within the GB. The dashed lines indicate the location of the GBs.
Figure 8-17. GB energy (symbols) and the fit to the extended Read-Shockley model (solid line). The dashed line is the dislocation core contribution to the GB energy. The dash-dot line is the strain field contribution.
Figure 8-18. The Kapitza length is a reasonably linear function of the GB energy.
CHAPTER 9
SIMULATIONS OF THERMAL TRANSPORT IN NANOCRYSTALLINE DIAMOND AND COMPARISON WITH EXPERIMENTAL RESULTS¹

Introduction

As mentioned in Chapter 1, diamond has the highest thermal conductivity of any known materials (the thermal conductivity of bulk single-crystal type IIa diamond is about 2200 W/m·K). It also exhibits exceptional optical, thermal, tribological and electrochemical properties. Unfortunately, the use of single-crystal diamond is not feasible for many applications because of the cost. Ultrananocrystalline diamond (UNCD) however, is an attractive alternative because it can be produced in thin film form at low processing temperatures with very little surface roughness.

UNCD coatings consist of diamond grains 3-5 nm in size with atomically abrupt high energy GBs. UNCD exhibits many exceptional materials properties, including high hardness and Young’s modulus, low friction and low surface energies (as deposited), tunable electrical conduction via doping with nitrogen, hermeticity, bio-inertness, and resistance to biofouling. Given the extremely small grain size of UNCD, the thermal conductivity should not be nearly as high as natural polycrystalline diamond with large grain sizes. In fact, if the interfacial resistance at UNCD GBs were similar to heterophase interfaces (~150 MW/m²·K), one would expect the room temperature thermal conductivity to be similar to, or less than, that of thermal-barrier coating materials (i.e., < 2 W/m·K). It is thus an open question as to whether UNCD thin films can be a useful thermal-management material for nano-applications.

¹ In this chapter, I describe a collaboration on thermal transport in ultrananocrystalline diamond, including experiments done by the group at Argonne National Laboratory, and simulation work by Watanabe and Phillpot at UF and Bodapati and Keblinski group at RPI. This work was published in Ref.
There have been numerous experimental studies of the thermal conductivity of diamond films prepared by chemical vapor deposition. This data is collected in Figure 9-1. While there is a clear trend for the thermal conductivity to decrease with decreasing grain size, there is considerable scatter. The dash-dot line is a fit to these experimental data using a simple thermal resistors model by Yang et al.\textsuperscript{78}, which is the same effective medium model used in Chapter 5 for polycrystalline UO$_2$. This model gives the experimentally measured thermal conductivity, $\kappa$, in terms of the bulk, conductivity, $\kappa_0$, the grain size, $d$, and the interfacial conductance, $G_K$ as:

$$\kappa = \frac{\kappa_0}{1 + \frac{\kappa_0}{G_K \cdot d}}.$$  \hspace{1cm} (9-1)

The best fit to these experimental data yields a value of $G_K = 325$ MW/m$^2$K, a value that is only a little larger than typical values determined for heterophase interfaces \textsuperscript{225}.

Essentially any structural imperfection will decrease the thermal conductivity of a sample. Thus, the significant scatter in these data for a single nominal grain size may be attributed to the microstructural variations arising from different film thickness, growth conditions, and system geometry. Moreover, the high fraction of GBs, typically containing disordered sp$^2$ bonded carbon, dangling bonds and other defects, can be expected to lower thermal conductivity for nanocrystalline diamond. (As described in the previous chapter, roughly 83 \% of C atoms are 3 coordinated in MD simulation.) Interestingly, there are some data that give significantly higher values of the thermal conductivity than the trend in the rest of the data. Given that any structural defects lower the thermal conductivity, it is natural to interpret these values as being a better measure of the intrinsic thermal conductivity of polycrystalline diamond itself.
The consistent picture emerging from this studies is that the interfacial conductance of GBs in UNCD is extremely high, in excess of 3000 MW/m²·K at room temperature, more than ten times that of any material interface previously characterized.

**Experimental Approach**

A series of UNCD films with thickness ranging from 0.8 – 7.5 µm were synthesized by the Argonne group using microwave plasma chemical vapor deposition using argon-rich Ar/CH₄ plasma chemistries. The films were deposited at 800°C on silicon wafers (500 µm thick) using a microwave plasma CVD system at 1275 W power and 200 mbar chamber pressure. To improve the seeding process and minimize porosity at the UNCD-substrate interface, for some samples, 10 nm thickness W layers were deposited by magnetron sputter-deposition, resulting in much denser UNCD microstructure and much smoother surfaces. While, initially, hydrogen (2-10%) was added to the chamber to stabilize the plasma, after reaching a chamber pressure of 200 mbar the gas composition was maintained at 1.6% CH₄ and 98.4% argon. The growth rate was approximately 0.5 µm/h. For each seeding technique (i.e., growth on W/Si or on Si), visible (λ=632 nm) Raman spectroscopy indicated that samples of different thicknesses had similar film qualities. The films exhibit nanostructures characterized by 3-5 nm diameter diamond grains separated by GBs that contain a mixture of sp³ and sp² bonding. The hardness, Young’s modulus, refractive index, and friction properties are all essentially equivalent to natural diamond; indeed several materials properties of UNCD have been shown to be superior those of natural diamond.

The thermal conductivity was measured using the 3Ω method and analyzed using the offset model. According to this model, the film is treated as a thermal resistor, which results
in an experimental $\Delta T$ vs. frequency curve that has the same shape as the curve calculated for uncoated silicon but is offset by an amount $\Delta T_f$ given by

$$
\Delta T_f = \frac{P \cdot t}{l \cdot \kappa \cdot 2b},
$$

(9-2)

where $t$ is the film thickness, $\kappa$ is the thermal conductivity of the film, $l$ is the length of the metal line, $b$ is the width of metal line, and $P$ is the amplitude of the ac power generated in the metal line. $\Delta T_f$ represents the difference between the thermal signal for the UNCD coated substrate and the bare silicon substrate. The UNCD film thickness was determined by cross-section SEM. An important assumption in the analysis employed here is that the thermal transport is one-dimensional (i.e., the rate of heat transfer in the direction normal to the film, into the substrate, is much larger than in the plane of the film). Since we observe that the thermal conductivity of the UNCD is small compared to that of silicon, this condition is met.

**Experimental Results**

Because the $3\Omega$ experimental technique measures the conductivity through the film, in addition to the effects of the UNCD GBs, it includes the effects of the interface between the substrate and the UNCD film. To specifically determine the effects of the heterophase interface, the Argonne group grew films both on a Si substrate directly, and on a thin (10 nm) tungsten layer grown on the Si substrate.

Thermal conductivities obtained by the Argonne group for a series of UNCD thin films grown on silicon substrates are shown as circles in Figure 9-2. We first note that for all film thicknesses, the measured thermal conductivity ranged from as little as 1.2 W/mK to as high as 12 W/m-K. Interestingly, as shown in Figure 9-1, this lower value, obtained for thinner films of UNCD grown directly on Si is quite consistent with the extrapolation of the best fit to the previous experimental results. An SEM analysis of the thin film microstructure of these films
(inset a to Figure 9-2) shows that there are large voids at the interface. It thus seems that for these thin films the intrinsic thermal properties of the diamond GBs are not being measured. By contrast, inset B shows that for UNCD grown on an intermediate W layer, there is no porosity at the interfaces, a consequence of the greatly enhanced initial nucleation density at the UNCD/W interface, thereby inhibiting the formation of voids seen at the UNCD/Si interface.\textsuperscript{230} For these films $\kappa \sim 9\text{--}10$ W/mK is obtained; this higher value can be attributed to the absence of porosity. Moreover, the considerable increase in the thermal conductivity of the UNCD/Si films over the thickness 3.5 -- 5 mm can then be understood as the result of a change in the interface structure from porous to non-porous. These films yield thermal conductivities as high as 12 W/mK, which can be taken as an estimate of the lower bound to the true intrinsic thermal conductivity of UNCD. This best estimate is also shown in Figure 9-1, and is a considerable outlier compared with most of the previous experiments.

Recall that Yang’s model (Equation 5-4) gives the interfacial conductance by,

$$G_K = \frac{1}{d} \frac{\kappa_\nu \kappa_v}{\kappa_v - \kappa}.$$  

For an average grain diameter of 4 nm, a bulk conductivity of 2200 W/m-K, and a measured thermal conductivity of 12 W/m-K, $G_K$ is calculated to be 3000 MW/m\textsuperscript{2}K at the measurement temperature of 310 K. This value is more than an order-of-magnitude larger than any previously reported room-temperature GB or heterophase interface conductance\textsuperscript{78, 225}.

It should be noted that $G_K$ was calculated from the measured thermal conductivity values under the assumption that Equation 5-4 is valid. An assumption implicit in Equation 5-4 is that the UNCD grain interiors have the conductivity of single crystal diamond. This assumption is supported by previous HREM observations that have indicated that UNCD grain interiors are indistinguishable in structure from crystalline.\textsuperscript{3,4}
It can be concluded from these experimental studies that UNCD allows an estimate of the intrinsic thermal properties of diamond GBs. However, the value obtained for $G_K=3000 \text{ W/m}^2\text{K}$ is startlingly high compared with other materials systems.

**Simulation Results**

To provide additional credibility for this unusually high experimental value for Kapitza conductance obtained in the Argonne groups experiments, atomic-level simulations of the thermal conductivity of both model diamond nanostructures of a similar grain size to the experimentally investigated systems, and of an individual grain boundary, representative of those in nanocrystalline diamond have been performed. The value of the simulations is that we can investigate systems without pores or impurities, thereby examining the intrinsic thermal-transport properties of diamond.

We have constructed two model diamond nanocrystals with grain sizes of 2 nm and 3 nm respectively; recall that the grain size in UNCD is ~3.5 – 5nm. They are constructed in the same method as UO$_2$ polycrystals (Chapter 5): 3 dimensional columnar grains rotated in the plane of the texture. The only difference from the UO$_2$ polycrystals is that there is no restriction of charge neutrality of the system. In all of our simulations on both nanocrystals and individual GBs, diamond is described by the Tersoff many-body potential as described in Chapter 1. The basic bulk single crystal properties of diamond were established and described in the Chapter 7. The polycrystalline diamond structures were constructed by Watanabe, while the thermal transport simulations were performed by Bodapati at RPI.

To determine the thermal conductivity of our model nanostructures, the direct method was used (Chapter 3). The resulting temperature profile for the 2 nm system is shown in Figure 9-3. The thermal conductivity determined from this system, using Fourier’s Law $J = -\kappa \frac{dT}{dx}$, is $\kappa=9.2$
W/m-K; for the 3 nm grain size, we obtain 13.8 W/m-K. This 50% increase in thermal conductivity on increasing the grain size by 50% is consistent with Equation 9-2 with the bulk conductivity being very high and the interface conductivity being independent of grain size. These calculated values for the thermal conductivity are remarkably consistent with the experimental results for UNCD (at a grain size of 3-5 nm) of 12 W/m-K, described in the last section. Using Equation 5-4, these simulation data yield an average interfacial conductance of $G_K = 4600$ MW/m²·K for the tilt boundaries in our model nanocrystal. We have used this estimate of the intrinsic interfacial conductance obtained from simulation to give the solid line in Figure 9-1. This gives a slightly higher predicted value of the thermal conductivity of UNCD than we found experimentally, and a higher value than almost all of the experimental values at any grain size.

Because the simulation estimate of the interfacial conductance is based on the same rather simple analysis of the model nanocrystal as the experimental data (i.e., Equation 5-4), it is highly desirable to have a direct measure of the interfacial resistance itself. While this is not possible experimentally, simulation can again help us (Chapter 8). Figure 9-4 shows the temperature profile through the GB at room temperature. The heat source and sink are at the left and right respectively. The temperature drop at the interface, $\Delta T$, is 25.4K. The smooth temperature decrease in the diamond perfect crystal is characteristic of the bulk thermal conductivity. The imposed heat current was 217 GW/m², allowing us to determine the Kapitza conductance to be 8500 MW/m²·K. Conductance only varies by approximately a factor of two over a wide range of twist angles (Chapter 7), indicating that the specific choice of the grain-boundary twist angle is not important for this discussion.
This calculated value of the Kapitza conductance of an isolated GB is somewhat larger than that deduced from the simulations of the model nanocrystals. This is attributable to (a) the bicrystal contains a single (001) twist boundary, whereas there are a number of different (001) tilt boundaries in the nanocrystal, and (b) the more complicated microstructure in the model nanocrystals.

**Discussion**

The results from experiment and simulation provide a reassuringly consistent picture of interfacial thermal transport in diamond, indicating that the interfacial conductance is at least 3000 MW/m²·K, more than ten-times that previously seen: specifically, in reviewing the literature, Cahill et al. noted that the interfacial conductance for a number of heterophase interfaces spanned the range of 20-200 MW/m²·K. In the only previous study of a homophase system, Yang et al. found that the interfacial resistance of yttria-stabilized zirconia lies at the high end of this range.

When we put the diamond interfacial conductance into the appropriate context, however, the interfacial conductance, though larger than any previous value, is not in fact anomalously large. As discussed in Chapter 7, materials-independent measure of the interfacial conductance is provided by the Kapitza length \(l_K = \frac{\kappa_0}{G_K}\), which measures the thickness of perfect crystal offering the same resistance to heat transport as the interface. Taking \(\kappa_0 = 2200\) W/m·K and \(G_K = 3000\) MW/m²·K for UNCD, yields \(l_K = 730\) nm. This is surprisingly similar to the Kapitza length for the aluminum-alumina interface: \(G_K = 170\) MW/m²·K and \(\kappa = \frac{1}{2}(\kappa_0^{\text{Al}} + \kappa_0^{\text{alumina}}) = \frac{1}{2}(237+36) = 150\) W/m·K, gives a Kapitza length of \(l_K = 800\) nm.

The determination of the Kapitza length in diamond to be of the order of 1 μm is consistent with thermal transport measurements of conventional diamond polycrystalline films which have
demonstrated that to reach bulk-like conductivities grain size has to be larger than several microns. In this large grain size limit, thermal resistance due to GBs becomes small by comparison with the intrinsic bulk resistance $^{53}$. 

It is interesting to note that a UNCD conductivity of 12 W/m-K is similar to the high-end conductivity of what Morath et al. referred to as amorphous diamond $^{231}$, an $sp^3$-bonded glass structure. Both materials have much higher thermal conductivities than either diamond-like carbon (a $sp^3$-bonded glass structure but with a large fraction of bonds terminated by hydrogen), or amorphous carbons containing significant $sp^2$ bonding component $^{232}$. This comparison indicates that while crystalline grain interiors in UNCD enhance thermal conductivity with respect to amorphous carbon structures, the significant $sp^2$-bonding component in UNCD GBs offer higher thermal resistance than the corresponding layer of an amorphous diamond $sp^3$-bonded structure.

We have determined values of 12 W/m-K, 3000 MW/m$^2$-K, and 750 nm for the room temperature thermal conductivity, interfacial conductance, and Kapitza length, respectively of ultrananocrystalline diamond. The interfacial conductance is an order of magnitude higher than any previously reported, but the relative interface conductance compared is not anomalously high, as indicated by a characteristic Kapitza length similar to, or larger than, that of other materials.

Although the thermal transport coefficient of UNCD is not as high as that of polycrystalline diamond with larger grains, the combination with a much smoother surface morphology makes these films very attractive for many applications. These include thermal spreaders for applications such as cooling of microchips in the next generation of high density CMOS devices, control of temperature in the heads of magnetic storage media, and MEMS and
NEMS structures with combined optimum mechanical and thermal stability properties. Diamond structural layers with different grain sizes could be integrated together into a microsystem to effectively pipe heat to specific locations.
Figure 9-1. Compilation of diamond thermal conductivity versus grain size $d$. (a) typical single crystal, (b) Ref: 233 (c) Ref: 234 (12) (d) Ref: 235 (e) Ref: 236 (f) Ref: 237, (g) Ref: 238, (h) Ref: 239, (i) Ref: 240, (j) Ref: 52, (k) Ref: 241, (l) Ref: 242, (m) Ref: 239, (n) Ref: 243, (o) Ref: 244, (p) data from this study, (q) Equation (9-1) for $G_K = 4600$ MW/m²K obtained from simulation of UNCD, (r) Fit of Equation 9-2 to data (a) – (o) yields $G_K = 325$ MW/m²K. Compilation and analysis by Watanabe.\textsuperscript{219}
Figure 9-2. UNCD thermal conductivity as a function of film thickness. ▲ UNCD films grown on W/Si; ● UNCD films on Si. Insets show SEM cross-sections the film structure: (a) UNCD/Si with voids and, (b) UNCD/W/Si with a dense interface. Each data point corresponds to a single sample of the indicated average grain size. Each error bar indicates the standard deviation from multiple measurements of that particular sample. This work is done by the Argonne group.\textsuperscript{219}
Figure 9-3. Microstructure (top) and temperature profile (bottom) of polycrystalline diamond. Model structure was created by Watanabe, the thermal conductivity simulation was performed by Bodapati at RPI.\textsuperscript{219}
Figure 9-4. Temperature profile through a diamond $\Sigma 29 (001) \theta = 43.60^\circ$ twist GB determined by simulation.
A systematic investigation of the thermal transport properties in UO$_2$ and diamond has been done using atomic level simulation technique. The main focus was to establish the basic physical properties of bulk single crystal materials, and to elucidate the effect of defects such as point defects and GBs on the thermal transport of UO$_2$ and diamond. A number of contributions to our understanding of heat transfer in defected crystalline solids have been made.

The thermal transport properties of UO$_2$ single crystal was established using MD simulation technique. The theory of phonon mediated heat transfer was used to relate anharmonicity and thermal conductivity of dielectric solid. Results were compared with available experimental data and good agreement was obtained.

The temperature and grain size dependence of the thermal conductivity of polycrystalline UO$_2$ was investigated and characterized. An effective medium model for polycrystalline solids was used to calculate the interfacial conductance. Analysis of the Kapitza length showed that the interfacial resistance significantly dominates the bulk thermal conductivity of very fine grain polycrystalline UO$_2$.

The dependence of the thermal conductivity of on off-stoichiometry in UO$_{2+x}$ was obtained at 800 K and 1600 K. The thermal conductivity of UO$_{2+x}$ was found to decrease with increasing concentration of the oxygen interstitials and eventually reach a plateau when $x>0.125$. At low concentrations, the effect of oxygen vacancies and interstitials to thermal transport were found to be similar. Analysis using the theory of disordered solid supports this similarity: there were no significant difference in the vibrational modes at low concentrations of oxygen defects. A small fraction of localized modes was found only at very high concentration of interstitials. In
addition, it was found that the effect of different U isotopes on the thermal transport of UO$_2$ was almost negligible.

A molecular dynamics simulation code for the radiation damage simulations was developed. The in-house MD code was modified to include ZBL potential, variable time step, and Berendsen thermostat. Each modification was independently verified.

A systematic study of the interfacial conductance of the diamond GB was performed. The thermal conductance of the twist grain boundary was obtained as a function of twist angle. The grain boundary energy was found to follow the extended Read-Schockley (ERS) model. An ERS type model for the interfacial conductance was developed. The relation between the grain boundary structure and interfacial conductance was characterized through the comparison of GBs in Si and diamond.

Consistent values of the interfacial conductance were obtained from both experiment and two simulations with distinct microstructures. The coordination number analysis also showed agreement between the experiment and simulation.

Thermal transport in both UO$_2$ and diamond are mediated by phonons as described in Chapter 1 and 2. Phonon mediated heat transfer is significantly affected by the presence of point defects and grain boundaries regardless of what the material was. The anharmonic analysis shown to work on UO$_2$ should apply to any electrical insulators because the theory is based on the phonon mediated thermal transport theory in bulk single crystalline solid.

Both diamond and UO$_2$ grain boundaries significantly reduced the thermal conductivity of the solid. Comparing the ratios of the thermal conductivities of polycrystal of similar grain sizes to the single-crystal values, we find that the ratio is about \(~12/500=1/80\) for diamond and \(~2/35=1/12.5\) for UO$_2$. Thus diamond grain boundaries of more significant obstacles to heat
A comparison of the effects of point defects and grain boundaries is instructive; UO$_2$ gives a minimum thermal conductivity of ~1.5 W/mK at 300 K. By contrast polycrystalline UO$_2$ shows a thermal conductivity of ~0.7 W/mK at 300 K. This is interesting since the effect of the oxygen interstitial has been saturated and it seems that the thermal conductivity cannot be lowered with further increases in off-stoichiometry. However, the 3.8 nm grain size polycrystalline UO$_2$ has a thermal conductivity of almost half this value. This suggests that GBs are inherently stronger scatterers of phonons than oxygen interstitials.

This work also suggests a number of directions for future work. One of the most important improvements one can make on the UO$_2$ model is the interatomic potential. If the thermal expansion and bulk modulus are improved, the thermal conductivity of UO$_2$ should be able to give values much closer to the experimental data.

Since the effects point defects and GBs have been identified separately, it would be interesting to see what the effect of the combination of the two. How does the interaction of the defects affect the thermal transport? What is the effect of defects in GBs on the thermal conductivity?

The same question applies to the radiation damage. Since real UO$_2$ has point defects and GBs, the effects of the presence of point defects and/or grain boundaries in radiation damage are of significant importance. Will these defects reduce or enhance the radiation resistance?

In connection to both to the thermal transport and radiation damage, the effect of defect clusters will be interesting to look at. Radiation damage in UO$_2$ will create significant number of
defects with a variety of sizes and distributions of defect clusters. Can we categorize and make meaningful analysis of the effects of defect cluster on the thermal transport?

Finally, these studies show the power of atomic-level simulations for elucidating the thermal transport properties of electronic insulators. Also they offer the promise for helping the development of better thermal management methods in solids.
Lattice dynamics (LD) is the theory of lattice vibrations in a solid. It allows detailed inspection of frequency of vibrational modes, and the indefication of the atoms associated with each mode. The following survey of the pertinent aspects of lattice dynamics are based on discussions by Allen et al.\textsuperscript{85}. The basis of LD lies in solving the equation of motion in the form of eigenvalue problem. Imagine a solid consisting of $M$ atoms. If the structure is crystalline, the solid can be thought of as made of smaller set of $N$ atoms. Thus $N$ can be the number of basis atoms, or number of atoms in a unit cell. For example, a typical equation of motion of point particles in a lattice can be cast into the form of,

\begin{equation}
\omega_i^2(\vec{k})e_{i,\omega}(\vec{k}) = D_{\omega i}(\vec{k})e_{i,\omega}(\vec{k}),
\end{equation}

where $\omega_i^2(\vec{k})$ and $e_{i,\omega}(\vec{k})$ are the eigenvalue and eigenvector. $D_{\omega i}(\vec{k})$ is a tensor of 2nd rank and known as the dynamical matrix, and given by,

\begin{equation}
D_{\omega i}(jj',\vec{k}) = \frac{1}{\sqrt{m_jm_{j'}}}\sum_\alpha\Phi_{\alpha}(j,l')\exp[-i\vec{k}\cdot(\vec{r}_j - \vec{r}_{j'})].
\end{equation}

Here $j$ and $j'$ refer to the atoms within a repeat unit, and $l$ and $l'$ are for the index of the repeat unit. $m_j$ is the mass of atom $j$, $r_{jl}$ is the coordinate of atom $j$ in cell $l$. $\alpha$ and $\beta$ indicate the direction in Cartesian coordinates. Thus, the size of the dynamical matrix is $3N \times 3N$. $\Phi_{\omega i}$ is called the force constant matrix and is given by,

\begin{equation}
\Phi_{\omega i}(j,l) = \frac{\partial^2 V}{\partial u_{\alpha}(jl)\partial u_{\beta}(j'l')},
\end{equation}

under the harmonic approximation. $V$ is the total potential energy, and $u_{\alpha}(jl)$ is the displacement of atom $j$ in cell $l$ in $\alpha$ direction. The size of force constant matrix is $3M \times 3M$.

Note that when $\vec{k} = 0$, the dynamical matrix is the force constant matrix divided by the mass.
The solution of the eigenvalue equation, solution of equation of motion (I-1) is in the form of plane waves:

\[ u_{\lambda,\alpha}(jl) = e_{\lambda,\alpha} \exp\left[ i(k \cdot r_{jl} - \omega_{\lambda} t) \right], \quad (I-4) \]

Here \( e_{\lambda,\alpha}(k) \) is the polarization vector which describes the direction in which atoms move. In (I-4), \( \lambda \) is used explicitly to indicate the vibrational mode.

The analysis on the localization of vibrational modes can be quantified using the eigenvectors since the eigenvector of the vibrational mode contains all the spatial information. The participation ratio, \( p_{\lambda} \), can be calculated using the following relation:

\[ p_{\lambda} = N \sum_{ij} \left( \sum_{\alpha} e_{\lambda,\alpha} e_{\lambda,\alpha}^* \right)^2, \quad (I-5) \]

\( p_{\lambda} \) takes values between \( 1/N \) and 1 depending on the degree of localization of the vibrational mode. If the vibration is localized \( p_{\lambda} \) is small (~\( 1/N \)), and if not, \( p_{\lambda} \) will be of order 1. To further analyze the contribution of each element, it is helpful to decompose the contribution as following:

\[ p_{\lambda}^i = p_{\lambda} \sum_{\alpha} \left( \sum_{\alpha} e_{\lambda,\alpha} e_{\lambda,\alpha}^* \right) \], \quad (I-6) \]

where \( A \) is the label for the species.

To compare the polarization of particular modes, \( e_{\lambda,\alpha} \) should be appropriately normalized. The normalized polarization can be given by

\[ \tilde{e}_{\lambda,\alpha} = \frac{e_{\lambda,\alpha}}{\sum_{\beta} e_{\lambda,\beta} e_{\lambda,\beta}^*}, \quad (I-7) \]

This allows us to distinguish the nature of vibrational modes. As discussed in Chapter 2, in the case of highly disordered solid, propagon modes are the only ones that have well defined
polarization vector. Thus, $\bar{e}_{\alpha,\omega}$ can be used to distinguish propagon and rest of the vibrational modes can be distinguished.
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