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Computer numerically-controlled (CNC) machine tools are essential in modern-day manufacturing facilities. Many of the problems inherent to early machine tools, such as machine geometric errors, thermal errors, and dynamic positioning errors, have been greatly reduced due to extensive research in these areas. As a result, modern-day CNC machine tools are highly accurate instruments. However, with the advent of high-speed machining (HSM), additional errors due to process dynamics have become problematic.

One of the errors introduced by milling process dynamics is surface location error (SLE). Surface location error refers to a difference between the actual and commanded locations of the machined surface. This discrepancy in the final position of the surface is caused by the steady state vibrations of the tool as it removes the material. In milling, the final surface location is determined by the position of the cutting edge when it enters (up milling) or exits (down milling) the cut. During the steady state portion of a stable cut,
this position is, by definition, repeatable and predictable. As a result, recent research has led to methods of predicting SLE analytically.

This research provides a verification of a frequency domain approach to predict SLE. Predictions from the frequency domain approach are compared to results from time domain simulation of the milling process and data from three experimental setups. The comparison to time domain simulation provides insight into the strengths and weaknesses of the method. The first and second experimental setups (single and two degree of freedom tests) use flexures to control the system dynamics and reproduce situations in which the workpiece is the most flexible part of the system. The third experimental setup provides a multiple degree of freedom test and does not use any flexures to control the system dynamics. In this case, the tool-holder-spindle system is the most flexible part of the setup. This final comparison provides a more complex dynamic system and is used to evaluate the robustness of the new prediction method.
CHAPTER 1
INTRODUCTION

Computer numerically-controlled (CNC) machining began in the late 1940s and throughout the 1950s. The first system for automated positioning of the cutting tool was developed by the Parsons Corporation in 1947. The addition of computers to the system in 1952 was completed at the Massachusetts Institute of Technology. Finally, the first production CNC machines were introduced in 1957 [1–2]. CNC machining dramatically reduces the time and errors involved in production machining and allows complex manual procedures, such as machining curves, to be decomposed into manageable subroutines. Part preprogramming also removes many possibilities for human error and enables the machinist to perform other tasks during program execution, increasing machine shop efficiency.

Since 1957, most machine shops have added CNC capabilities because of the added productivity and flexibility this process provides. However, even though the machine controls the nominal motions, this does not guarantee accurate parts. Error sources which must be considered include thermal errors, geometric errors, controller errors, and process errors.

Thermal errors are problematic because, as temperature increases, different parts of the machine expand at different rates. This causes distortions of the machine structure and dimensional inaccuracies in the finished product. Thermal errors can be divided into two categories. The first of these is a temperature increase in the machine structure due to atmospheric temperature changes, outside heat sources, or machine operation. Analysis is
complicated by the multiple heat inputs. The spindle heats as it rotates at a rate that depends on the spindle speed. The machine axes and the devices used to measure motions also exhibit temperature increases. Accurate operation of the machine requires strategies for monitoring and controlling the heat introduced from these various sources. In the past decades, researchers and production companies have implemented different solutions to this problem. Some choose to isolate their machines in temperature-controlled environments. Others make their machines, or parts of their machines, out of materials that are less sensitive to temperature fluctuations. Most spindle manufacturers now provide cooling systems for their spindles.

The second thermal error source is heat input from friction in the cutting process. This second category is easier to eliminate than the first. Coolant can be sprayed or washed over the workpiece to remove heat during machining, thereby maintaining a constant temperature. However, this requires temperature control of the coolant as well. In recent years, tool coatings for endmills and other cutting tools have been used to reduce friction and reactivity between the tool and the workpiece, which reduces the heat input to the system from friction and tool degradation.

Tool path errors also have two separate sources. The first is errors in the machine geometry, while the second is errors related to the CNC controller algorithm and gains. Machine geometric errors refer to the quasi-static accuracy of the machine positioning capability, which is directly dependent on the precision with which the guideways are manufactured and assembled. Most machine geometries include offsets between the position transducers and the tool/workpiece location. These offsets, usually called Abbe offsets in error analysis [3], exacerbate the inherent geometric errors to levels which are
not permissible in modern day precision machining. Perpendicularity of the axes is also monitored and errors of a few arc seconds are present in general [4].

Although these errors are always present, compensation is possible. Using devices such as the laser ball bar [5–6], the geometric errors of the assembled machine can be measured and then compensated mathematically using homogeneous transformation matrix (HTM) [4] representations of the machine geometry to prescribe the corrective motions of the machine axes.

Controller errors are different from the previous error source because they are only present when the machine is moving from one position to another. Closed-loop controller algorithms function use the error signal generated from a difference between the commanded and current positions to drive the individual axes and position the tool point along the commanded contour. Mismatched gains between the drives leads to path errors. Transients during cornering motions can also lead to degraded part accuracy.

Prior to the introduction of high speed machining (HSM), these three error sources (thermal expansion, machine geometry, and controller errors) were the largest contributors to machining errors. Therefore, significant research was carried out to minimize them. As a result, these three error sources are typically small in modern day machine tools. However, process effects are more challenging to address in turnkey installations.

Chatter, for example, remains a problem in production environments. Prior to research performed by Tobias, Arnold, Tlusty, and Merrit [7–13], the primary mechanisms that cause chatter, or unstable cutting conditions, remained a mystery. Their research provided methods of predicting chatter and led to the development of stability
lobe diagrams. These diagrams require knowledge of the system dynamics (as depicted in the system’s frequency response function or FRF) and the cutting conditions (radial cutting depth, number of teeth on the cutter, and cutting force coefficients). These diagrams depict areas of stable cutting with respect to spindle speed and axial depth of cut. Furthermore, they showed that more efficient cutting was possible by machining at higher spindle speeds, i.e., high speed machining. Figure 1.1 is an example of a stability lobe diagram used in this study.

![Figure 1.1: Stability lobe diagram for Single Degree of freedom test. Note that as spindle speed increases the space between the lobes grows in width and height.](image)

During high speed machining, the cutting teeth are impact the workpiece much faster and at more aggressive feed rates than the previous standard for metal cutting. Higher feed rates result in higher forces. Larger cutting forces translate to increased vibrations amplitudes of the cutting tool, particularly near resonances of the structural dynamics. This, in turn, leads to larger errors due to these forced vibrations (a previously negligible error source at lower forcing frequencies). High speed machining is becoming
increasingly popular in modern day machine shops. As a result, modeling these vibrations has become an important area of study.

Prior models of the machining processes dynamics showed that the steady state relationship between the cutting forces and resulting vibrations was responsible for determining the final location of the cut surface [14]. The difference between this final location and the commanded location of the surface is known as surface location error (SLE). SLE, like chatter, is dependent on the system FRF. The FRF shows the complex-valued relationship, i.e., both magnitude and phase, between the input and output of the system. A typical goal of high speed machining is to find combinations of machining parameters that enable high material removal rates and reduced machining time. Stability diagrams [7–13, 15–17] identify stable spindle speeds with high axial depths of cut. These areas coincide with the natural frequencies in the FRF. Therefore, these areas also produce the largest vibrations and have the largest sensitivity to phase along the spindle speed vector. This translates to large sensitivity of SLE to spindle speed and changes in the system dynamics. For example, two nominally identical systems (same machine, spindle, holder, and tool models) may produce notably different SLE behavior because their FRF’s are different. Even changing the tool overhang length slightly can change the FRF and SLE.

Identifying and verifying a model that can predict these changes is an important activity. This research focuses on verifying a SLE model proposed in reference [18]. This model uses the system FRF directly to model the changes in SLE, in the same way as stability lobe diagrams use the FRF to predict chatter. The FRF-based approach uses cutting coefficients to determine cutting forces for a specific cut. Then, the model
predicts displacements by multiplying the cutting force by the FRF (in the frequency domain). Inverse Fourier transforming this product and sampling this data at the appropriate intervals provides the SLE data. In this research, this method is compared to time domain simulation and data from three experimental setups to determine its strengths and weaknesses.
CHAPTER 2
LITERATURE REVIEW

This literature review summarizes prior surface location error (SLE) research. These investigations include both model descriptions and experimental results.

Studies of SLE have become increasingly common with the widespread application of high-speed machining in various production environments. It is generally understood that this problem arises from the tool/workpiece vibrations during stable machining. One previous study approached the problem by analytically determining the “average locations” of the vibrations to identify the surface left by the cutting tool [19]. Numerous locations were calculated and equated to a particular axial depth and helix angle combination. These locations were then used to construct a surface profile of the cut. In this work, SLE was calculated using a static, rather than dynamic, approach and spindle speed effects were not considered.

Other studies have analyzed SLE as a dynamic problem. In 1982, Kline et al. [20] used a previously developed cutting force model and combined it with models for cutter and workpiece deflections to predict the surface profile of the part. In this paper, the cutting condition, geometry, and material properties were used to obtain a more accurate model of the cutting system. The results from prediction were compared to experiment. A 5% to 15% difference between the model and experiment was observed, depending on model parameters. In the same year, Kline et al. [21] provided a new cutting force model based on the chip load, the cut geometry, and the relationship between cutting forces and chip load. This model was also used to explore SLE.
In 1986, Sutherland and DeVor [22] created a new cutting force model that included feedback mechanisms to optimize the chip thickness and tool deflection data to provide a more accurate picture of the cutting forces. This work included a more accurate description of the milled surface than previous efforts that approximated the tool as a rigid structure. In 1991 and 1992, Altintas and Montgomery [23–24] performed further investigation of this area. They studied situations in which the workpiece was flexible and the effects of this flexibility on the machined part dimensions.

In 1999, Schmitz and Ziegert [14] examined SLE as an effect of the phasing of cutter vibrations. In this research, the vibrations and angular position of the tool were combined to form the full cutting profile. This was then compared to the desired surface location to obtain the error. In this study, results from time domain simulation were compared to experimental data for a multiple degree of freedom test setup. In 2003, this analysis was extended using tool rotation and helix angle to determine SLE along the full axial depth of the tool [25]. Time domain simulation was again applied to predict their results. Tlusty [3] also provided a description of SLE and its relationship to tool vibrations. Profile errors due to rotating helical tools are described.

Mann et al. [26–27] provided a new approach to modeling SLE. This new approach, referred to as time finite element analysis (TFEA), was reported to be much faster than time domain simulation. TFEA is a variant of finite element analysis where time is segmented, as opposed to space, to calculate the milling process behavior including SLE, stability, and nonlinear effects. However, TFEA still suffers from a weakness shared with time domain simulation. The system’s vibration characteristics, as represented in the frequency response function (FRF), must be approximated using modal
parameters. This means that the FRF of the system cannot be used directly in the algorithm. The required modal fit is not a trivial exercise in many instances, which makes the method less attractive to many machine shops where trained engineers may not be available to complete the necessary fit.

In 2005, Budak presented an analytical model of the milling cutting forces and used the model to complete form error analyses on numerous milling tool configurations with promising results [28]. In this method, the cutting tool was modeled in segments using nominal material parameters and beam theory. The rest of the system was modeled using modal parameters. The results showed reasonable agreement between experimental and simulated results. This approach has not been compared to other methods in terms of computational efficiency.

Also in 2005, Schmitz and Mann [29] provided two analytical methods for predicting SLE. The harmonic balance approach was presented, but still required the use of modal parameters to describe the system dynamics. The new frequency domain approach, on the other hand, enabled the use of the system FRF directly. The FRF could be determined from experimental testing or prediction methods, such as receptance coupling substructure analysis [30–32]. This provided an added flexibility not present in other methods that is desirable in machine shop environments. The results from both methods were compared to single degree of freedom cutting tests and showed reasonable agreement. The frequency domain prediction approach is the method studied in this research.
Studies of machining dynamics began decades ago with research in the area of machining stability. Early work by Tobias, Arnold, Tlusty, and Merrit identified “regeneration of waviness” on the cut surface as a primary mechanism for the growth of self-excited vibrations in machining [7–13, 15–18]. Regeneration of waviness in milling describes the process by which one tooth overcuts the surface left by the previous tooth causing the modulation of instantaneous chip thickness and cutting forces. These variations affect subsequent tool vibrations which can cascade into unstable cutting conditions. These and further studies led to the use of the cutting system’s dynamic response, as represented by the frequency response function (FRF), to create frequency domain solutions for milling stability [15–16]. This information is presented in the form of stability lobe diagrams that use spindle speed and axial depth of cut as variables to identify stable and unstable cutting zones. The other process parameters, such as feed per tooth, cutting coefficients, and radial immersion are held constant in each diagram. A frequency domain surface location error solution complements these frequency domain stability diagrams and provides a clearer picture of the effect of the system dynamics on the overall milling process.

Milling is, by definition, an interrupted cutting process in which the teeth on the cutting tool repeatedly impact the part and cut away small chips from the material. Therefore, even under stable cutting conditions, the tool experiences periodic forced vibrations. The magnitude and phase of these vibrations depend on the process
parameters, such as the dynamic response of the system (represented by the FRF), the excitation frequency (which depends on the spindle speed and the number of teeth on the cutter), the cutting coefficients of the tool/workpiece system, the radial and axial depths of cut, the feed per tooth, and the cutter helix angle. The location of the individual teeth as they enter (up milling) or exit (down milling) the cut as the tool vibrates determines the final location of the machined surface. Depending on the excitation frequency and its relationship to the system natural frequencies, the tool may remove less material than commanded (undercutting) or more material than commanded (overcutting). Figure 3.1 shows an example of undercutting. These errors are called surface location errors (SLE).

\[ Y(\omega) = \frac{Y(\omega)}{F_y(\omega)} F_y(\omega) \]

Figure 3.1: Example of undercutting surface location error.

The frequency domain solution for surface location error requires two assumptions. First, the influence of regeneration is neglected because the machining process is stable and governed by steady state vibrations. Second, although tool vibrations occur in both the \( x \)- and \( y \)-directions (Figure 3.1), \( y \)-direction vibrations dominate the surface location (for \( x \)-direction feed). Given these conditions, the solution method can be divided into three steps:

1. Express the \( y \)-direction cutting force, \( F_y(\omega) \) in the frequency domain.

2. Determine the \( y \)-direction displacement, \( Y(\omega) \), in the frequency domain by multiplying the \( y \)-direction cutting force by the \( y \)-direction FRF.
3. Inverse Fourier transform the resulting displacement data and sample at the cut entrance or exit to determine surface location error.

This approach provides the added convenience of allowing the use of either a measured or a predicted FRF [18] without the need for a modal fit. This differs from time domain simulation, which requires modal parameters to evaluate the differential equations that describe the cutting process. Also, unlike time domain simulation, the force data used in this frequency domain approach do not use a feedback mechanism to adjust instantaneous chip thickness (no regeneration). Therefore stable cutting conditions must be ensured separately.

**Cutting Force Model**

There are several cutting force models available. The form shown in Eq. 3.1 has been applied here [29]. This model relates the tangential, $F_t$, and normal, $F_n$, cutting force components to the chip width or axial depth of cut, $b$, and chip thickness, $h$, and allows $F_y$ to be expressed as shown in Eq. 3.2. Figure 3.2 shows a diagram of the forces and angles involved in this force model.

\[
F_t(\phi) = k_t bh(\phi) + k_{nc} b
\]

\[
F_n(\phi) = k_n bh(\phi) + k_{nc} b
\]  \hspace{1cm} (3.1)

\[
F_y(\phi) = -b \begin{bmatrix} -\frac{k_t c}{2} \sum_{i=1}^{N} g(\phi_i)(1 - \cos 2\phi_i) + \frac{k_n c}{2} \sum_{i=1}^{N} g(\phi_i) \sin 2\phi_i - \\ k_{nc} \sum_{i=1}^{N} g(\phi_i) \sin \phi_i - k_{nc} \sum_{i=1}^{N} g(\phi_i) \cos \phi_i \end{bmatrix} \hspace{1cm} (3.2)
\]
The summations in Eq. 3.2 account for all of the teeth on the cutter and their current positions. In these equations, \( k_r, k_n, k_{te}, \) and \( k_{ne} \) represent the cutting coefficients, \( g \) is a switching function set to one when the \( i^{th} \) tooth (\( N \) teeth total) is cutting and zero when it is not, and \( c \) is the feed per tooth. Also, \( \phi_i \) is the angle of the current tooth, which for evenly spaced teeth can be described as

\[
\phi_i = \omega t + \frac{2\pi}{N}(i-1),
\]

where \( \omega \) is the spindle speed in rad/s. Equation 3.2 does not account for the helix angle, \( \beta \), of the tools. In order to model the helix angle, a common method is to divide the tool into multiple slices along its axis (\( A \) total slices are used here). Each of these slices is modeled as a straight tooth cutter; however, each one is rotated around the tool axis by the angle

\[
\psi = \frac{db \cdot 2 \tan \beta}{d},
\]

where \( db \) is the height of each axial slice and \( d \) is the tool diameter. Each of these slices is then evaluated individually. This is accomplished by adding another summation (Eq. 3.3) and changing the formula for \( \phi_i \) to

\[
\phi_i = \omega t + \frac{2\pi}{N}(i-1) - \psi(j-1),
\]

where \( j \) is the number identifying the current axial slice.

In the case of unevenly spaced teeth the only change required is to replace \( \frac{2\pi}{N} \) with the appropriate angular locations of the teeth.
At this point two options are available for proceeding with the solution method. Equation 3.3 can be directly evaluated for one revolution of the tool (\( \phi \) is a function of time so Eq. 3.3 has to be evaluated at discrete intervals during the rotation) or it can be represented by a Fourier series [29]. In either case, the result is a vector of force data for one revolution of the tool. Only one revolution of the tool is necessary because the process is in steady state and stable. Therefore, the force resulting from the engagement of the teeth during each revolution should be nominally identical to the next. The direct evaluation of Eq. 3.3 is trivial and will not be explained further here. The Fourier series is described in more detail.

An equivalent Fourier series representation of Eq. 3.3 can be written as

\[
F_y(\phi) = -b \sum_{j=1}^{A} \left[ \left( -k_c \frac{1}{2} \sum_{i=1}^{N} g(\phi_i)(1 - \cos 2\phi_i) + \frac{k_n c}{2} \sum_{i=1}^{N} g(\phi_i) \sin 2\phi_i - k_n \sum_{i=1}^{N} g(\phi_i) \sin \phi_i - k_n \sum_{i=1}^{N} g(\phi_i) \cos \phi_i \right) \right]
\]

(3.3)

where the coefficients of the series, \( a_o \), \( a_n \), and \( b_n \), must be evaluated. Each coefficient is described by a separate integral which spans over one cutter rotation as shown in Eq. 3.5. The integrals can be divided into three separate ranges bounded by 0, \( \phi_1 \), \( \pi \), and 2\( \pi \), where \( \phi_1 \) is either the entry angle of the cut (down milling) or the exit angle of the cut (up milling). Equation 3.6 shows the separation of the integral over the relevant ranges using the \( a_o \) equation.
\[ a_o = \frac{1}{2\pi} \int_0^{2\pi} F_y(\phi)d\phi \]

\[ a_n = \frac{1}{\pi} \int_0^{2\pi} F_y(\phi)\cos n\phi d\phi \]

\[ b_n = \frac{1}{\pi} \int_0^{2\pi} F_y(\phi)\sin n\phi d\phi \] (3.5)

\[ a_o = \frac{1}{2\pi} \left[ \int_0^{\phi} F_y(\phi)d\phi + \int_{\phi}^{\pi} F_y(\phi)d\phi + \int_{\pi}^{2\pi} F_y(\phi)d\phi \right] \] (3.6)

The portion of the integrals evaluated from \( \pi \) to \( 2\pi \) is always zero (using the circular tool path approximation), while the other two portions have the possibility of being nonzero. An up milling cutting condition would cause the first part of the integral to be nonzero and the second to be zero, whereas a down milling condition provides the opposite case. The experimental testing and numerical simulations provided in the rest of the study are for down milling due to the generally improved surface finish, which makes it the preferred choice for finishing passes. Therefore, \( a_o \) is evaluated for down milling in Eq. 3.7 as an example.

\[ a_o = -\frac{bN}{2\pi} \left[ -\frac{k_c c \phi}{2} + \frac{k_c c}{4} \sin 2\phi - \frac{k_c}{4} \cos 2\phi + k_{nc} \cos \phi + k_{nc} \sin \phi \right]_{\phi}^{\pi} \] (3.7)

The \( a_n \) and \( b_n \) coefficients are evaluated in a similar manner. Additionally, closed form expressions can be used to evaluate these coefficients by observing the pattern that emerges once \( n > 2 \), as shown in Eqs. 3.8–3.13.
\[ a_1 = -\frac{bN}{\pi} \left[ k_c \left( -\frac{1}{4} \sin 2\phi + \frac{1}{12} \sin 3\phi \right) + k_n c \left( -\frac{1}{4} \cos \phi - \frac{1}{12} \cos 3\phi \right) \right] \]

(3.8)

\[ a_2 = -\frac{bN}{\pi} \left[ k_c \left( \frac{1}{4} \phi - \frac{1}{4} \sin 2\phi + \frac{1}{16} \sin 4\phi \right) + k_n c \left( -\frac{1}{16} \cos 4\phi \right) \right] \]

(3.9)

\[ a_n = -\frac{bN}{\pi} \left[ k_c \left( -\frac{1}{2n} \sin n\phi + \frac{1}{4(n-2)} \sin(n-2)\phi + \frac{1}{4(n+2)} \sin(n+2)\phi \right) \right. \\
\left. + k_n c \left( -\frac{1}{4(n-2)} \cos(n-2)\phi - \frac{1}{4(n+2)} \cos(n+2)\phi \right) \right] \]

(3.10)

\[ b_1 = -\frac{bN}{\pi} \left[ k_c \left( -\frac{3}{4} \cos \phi + \frac{1}{12} \cos 3\phi \right) + k_n c \left( -\frac{1}{2} \phi + \frac{1}{4} \sin 2\phi \right) \right] \]

(3.11)

\[ b_2 = -\frac{bN}{\pi} \left[ k_c \left( \frac{1}{4} \cos \phi + \frac{1}{12} \cos 3\phi \right) + k_n c \left( \frac{1}{2} \phi - \frac{1}{4} \sin 2\phi \right) \right] \]

(3.12)
Once the Fourier series or the direct evaluation of Eq. 3.3 has been completed, the resulting force vector must be transformed to the frequency domain so that it can be multiplied by the FRF to obtain tool vibration data. Finally, SLE is determined from the tool vibration data (inverse Fourier transformed into the time domain) by sampling it at the times when the teeth enter (up milling) or exit (down milling) the cut.

**Implementation**

Implementing the time domain evaluation of Eq. 3.3 is straightforward; input the required parameters and run through a series of loops (time, teeth, and axial slices) where the forces on all the teeth and the axial slices are summed at each instant in time, i.e., every tool rotation angle, to obtain the force time series vector.

The main problem facing the implementation of the Fourier series approach is organizing all the data obtained from the evaluation of Eq. 3.4, where each individual tooth on each slice has a different force contribution at each tool angle. A convenient organization method is to create a three dimensional array of the data where each column represents a tooth on the tool, each row represents an axial slice of the tool, and the third dimension represents the separate tool angles or time (Figure 3.3). In order to create the required force vector, the rows and columns at each instant in time are summed to a single value.
Using the Fourier series as a method to approximate the force input offers both advantages and disadvantages. One of the advantages is that by truncating the series to a pre-selected number of terms, computation time can be reduced. In this case high frequency content may be lost, but this content is considered negligible because the displacement at these frequencies is minute in most cases. However, if too few terms are included, the force representation becomes inaccurate causing erroneous results. Also, the number of terms required to accurately represent the data varies depending on the radial immersion of the cut and number of teeth on the cutter. Usually, lower radial immersion cuts require more terms as do a larger number of teeth. However, provided these trends are observed, the inclusion of additional terms in the series results in little, if any, changes in the surface location error results. A comparison of the direct evaluation of Eq. 3.3 and results from the Fourier series approximation with too few (5), just enough (20) and more than enough terms (100) in the series is shown in Figure 3.4.
Figure 3.4: Force comparison using Eq. 3.3 and the Fourier series approximation for 5, 20, and 100 terms. Note that at 100 terms the series is almost indistinguishable from Eq. 3.3.

There is one aspect of the discrete Fourier transform which must be considered. Prior to performing an inverse Fourier transform on the displacement data (obtained by multiplying the system’s FRF by the force vector), it is necessary to extract the mean or DC component of the displacement data. If not, the discrete inverse Fourier transform algorithm doubles that DC quantity causing overprediction of the surface location error for the machining process. The DC component of the displacement data must be reintroduced after the inverse transform has been performed. Once this step is complete, all the displacement is sampled at the appropriate time intervals to determine the surface location error.

In addition to SLE data, there is more information that can be extracted from the algorithm. By combining the angular location of the teeth with feed rate data and tool center vibration data (both the $x$- and $y$-direction vibrations are required) it is possible to
describe surface finish left by the cycloidal tool path at any axial depth \((z)\). Equation 3.14 describes the full tool path (both \(x\)- and \(y\)-directions).

\[
\begin{align*}
x_{\text{feed}}(t) &= N \cdot c \cdot \omega \cdot t \\
x_{\text{angle}}(z,t) &= \frac{d \cos(\phi(z,t))}{2} \\
x_{\text{full}}(z,t) &= x_{\text{feed}}(t) + x_{\text{angle}}(z,t) + x_{\text{vibrations}}(z,t) \\
y_{\text{angle}}(z,t) &= \frac{d \sin(\phi(z,t))}{2} \\
y_{\text{full}}(z,t) &= y_{\text{angle}}(z,t) + y_{\text{vibrations}}(z,t)
\end{align*}
\]

(3.14)

Using this information it is possible to compute the surface roughness statistics. The surface roughness is obtained by removing the parts of the tool path that do not define the final surface, leaving only the points that lie on the machined surface. From this data, the cusps left by the machining process can be isolated. Also, by observing this data for each slice simultaneously, the form error caused by the helix angle of the tool also becomes visible. See Figure 3.5 for an example.

These results include the contributions of process dynamics in addition to the mechanistic tool path. Cuts performed at low axial depths may appear to have a linear contour in the axial direction (due to helix effects). However, deeper cuts might start to show parabolic or even S-shaped curves depending on the helix angle. Figure 3.6 presents a schematic of the tool and the coordinate system used in these examples. Figures 3.7 and 3.8 show the effects of the helix angle on the same system for axial depths of 0.5 mm and 25 mm. The remaining parameters (see Table 3.1) for the cuts are identical. This data can also be extracted from time domain simulations, but requires increased computation time.
Figure 3.5: Surface profile of a 0.5 mm deep cut. Cut parameters are given in Table 3.1. Note the cusps and the inclined surface.

Table 3.1: Parameters for surface roughness and surface profile figures.

<table>
<thead>
<tr>
<th>Quantity</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of teeth</td>
<td>2</td>
</tr>
<tr>
<td>Tool diameter</td>
<td>0.0127 m</td>
</tr>
<tr>
<td>Helix angle</td>
<td>30 degrees</td>
</tr>
<tr>
<td>Modal stiffness</td>
<td>1.00x10^7 N/m</td>
</tr>
<tr>
<td>Natural frequency</td>
<td>500 Hz</td>
</tr>
<tr>
<td>Damping ratio</td>
<td>0.1 -</td>
</tr>
<tr>
<td>Radial immersion</td>
<td>25% -</td>
</tr>
<tr>
<td>Feed per tooth</td>
<td>2.0x10^-4 m/tooth</td>
</tr>
<tr>
<td>Tangential cutting coefficient</td>
<td>7.0x10^8 N/m^2</td>
</tr>
<tr>
<td>Normal cutting coefficient</td>
<td>2.1x10^8 N/m^2</td>
</tr>
<tr>
<td>Tangential edge effects coefficient</td>
<td>2.0x10^3 N/m</td>
</tr>
<tr>
<td>Normal edge effects coefficient</td>
<td>2.0x10^3 N/m</td>
</tr>
</tbody>
</table>
Figure 3.6: Tool system as viewed in the next two figures. The tip of the tool is marked as the origin of the axial ($z$) direction.

Figure 3.7: Surface location error for an axial depth of 0.5 mm. An axial depth of zero denotes the tip of the tool on the graph; the trend appears to be almost a straight line.
Figure 3.8: Surface location error for an axial depth of a 25 mm. The effect of the helix angle creates an S-shaped curve. The error at the tip of the tool is about 190 $\mu$m while it is zero at the top of the cut.
Numerical and experimental verifications of the frequency domain surface location error (SLE) solution are provided in this chapter. The numerical comparison is completed using a time domain milling simulation which includes the effects of regeneration, helix angle, and runout [33]. Experimental comparison is realized using three different setups:

- Single degree of freedom flexure – the flexible direction of the flexure is set in the $y$-direction of the cut, i.e., perpendicular to the feed direction.
- Two degree of freedom flexure – two flexures are mounted on top of one another and both have the flexible direction set to the $y$-direction.
- Flexible tool – a stiff workpiece is machined using a flexible tool. In this test, the flexibility is approximately equal in both the $x$- and $y$-directions.

The first two experiments represent situations where the workpiece is the most flexible part of the cutting system (e.g., machining of thin-walled parts). These setups also provide controllable and repeatable dynamics. The last experiment provides insight into machining with flexible tools such as machining deep pockets with long, slender tools. It also checks the assumption that the $y$-direction flexibility dominates SLE effects.

**Numerical Comparison of Time Domain Simulation to Frequency Domain Solution for surface location error**

The parameters used in the numerical comparisons are summarized here. The cutting coefficients were $k_t = 700 \, \text{N/mm}^2$, $k_n = 210 \, \text{N/mm}^2$, and $k_{te} = k_{ne} = 2 \, \text{N/mm}$ (typical for aluminum). A 19.05 mm diameter, four-flute endmill with a helix angle of 30 deg was selected. A two degree of freedom dynamic system response was created from the following modal parameters: $k_1 = 5000 \, \text{N/mm}$, $k_2 = 7000 \, \text{N/mm}$, $\zeta_1 = \zeta_2 = 0.05$,
$\omega_{n1} = 800 \text{ Hz}$, and $\omega_{n2} = 900 \text{ Hz}$, where the $x$- and $y$-direction parameters were identical. The feed per tooth was set to 0.15 mm per tooth, down milling conditions were selected, and the radial immersion was set to 14.6\% or a 45 deg difference between entrance and exit angles. The axial depth of cut was chosen so that a wide, chatter-free spindle speed range could be tested. Using the stability lobe diagram [16] in Figure 4.1, calculated using the previously defined system parameters, a depth of $b = 3$ mm was selected.

![Stability lobes for the simulated system.](image)

Figure 4.1: Stability lobes for the simulated system.

Prior to completing the full SLE numerical validation, a preliminary comparison of the force output from time domain simulation and steady state force computation was performed. The results for both the evaluation of Eq. 3.3 and the Fourier series representation of the force (Eq. 3.4) show excellent agreement in general (see Figure 3.4, where sufficient terms have been used for the Fourier representation). However, when either of these is compared to time domain simulation force data, there are some small differences that are discussed here. The previously defined system parameters were used
and the time domain simulation force data is compared to the force data obtained from Eq. 3.3. In up milling, differences between time domain and Eq. 3.3 force data are barely distinguishable (Figure 4.2). However, in down milling, differences are apparent.

![Figure 4.2: Up milling cutting force, single tooth engagement at low radial immersion. The dashed line represents the time domain simulation while the solid line represents the Eq. 3.3 solution.](image)

When engaged in a down milling operation, the entrance of the cut acts as a step input in chip thickness. In the time domain simulation, the tool flexibility influences the instantaneous chip thickness, which, in turn, affects the force, causing the tool to deflect by a small amount as it begins cutting. In the analytical approximation, the force is determined solely by the cutting conditions. When compared, the analytical approximation overshoots the time domain simulation by a small amount and then decreases rapidly. The time domain simulation maintains the initial force magnitude for a bit longer and then decreases (Figure 4.3). This difference is negligible for materials with lower cutting force coefficients and at low feed rates, but may introduce errors for more...
aggressive feed rates and materials with higher cutting force coefficients. Despite these force differences, the frequency content in the data is nominally the same, resulting in SLE trends that are very similar as shown in Figure 4.4.

![Figure 4.3: Down milling cutting force, same conditions and labels as Figure 4.2.](image)

A disadvantage of the frequency domain solution is that it cannot detect if the cuts are stable or unstable because it neglects regeneration. Therefore, stability must be evaluated beforehand to find appropriate cutting conditions. Chatter is visible in Figure 4.4 as a sharp downward spike in the time domain simulation data at around 9200 rpm, but is not present in the frequency domain solution data. Further observation of the figure also reveals that the frequency domain approach has a tendency to overpredict the SLE magnitude by a small amount. There are two reasons for this. First, regeneration is neglected in the frequency domain solution; therefore, force is calculated using the angular orientation of the cutter and the circular tool path approximation, as opposed to the actual chip thickness determined by the true cycloidal tool path applied in time
domain simulation. Second, down milling was selected so the effects seen if Figure 4.3, where the frequency domain force overshoots the time domain force, are in effect.

![Graph showing comparison between time domain and frequency domain simulations](image)

Figure 4.4: Time domain simulation results and frequency domain solution results comparison. Note that the cuts between 9200 and 9400 rpm are unstable in the time domain simulation.

A significant advantage of the frequency domain solution over time domain simulation is computational efficiency. Figure 4.4 displays two series of 320 SLE values as a function of spindle speed (same cutting conditions). The time domain approach took over 16 hours to complete while the frequency domain solution took just over four minutes. In comparison, the frequency domain solution was 215 times faster than the time domain simulation for this set of conditions. This ratio is not a constant, but changes by a small percent depending on the axial depth of the cut and the helix angle on the cutter.

A notable difference between the two approaches is the number of simulated revolutions of the cutter required to determine SLE. The time domain simulation requires
numerous revolutions because SLE data is extracted from the steady state portion of the cutting data only and the time domain simulation naturally includes initial transients in the cutter vibrations. The total number of revolutions required to acquire acceptable data is variable. It depends on numerous factors such as: proximity of the excitation frequency to the natural frequency and closeness of the axial depth to the stability limit. For the parameters used in this comparison, 30 revolutions of the tool were sufficient to bypass the transients and 20 more were simulated to extract the SLE data; a total of 50 revolutions were necessary, as opposed to the single revolution needed in the frequency domain approach. Additionally, these 50 revolutions include regeneration calculations in order to determine the force and vibration data for the cutting process. These calculations are not used in the frequency domain approach.

**Comparison of Analytical Frequency Domain Solution to an Experimental Single Degree of Freedom System**

The first experimental setup used a parallelogram notch type flexure in order to control the dynamics of the system and approximate single degree of freedom conditions. This flexure was fixed to the machine pallet using screws and T-slot nuts to ensure a stiff connection. A small amount of oil was also placed between the base of the flexure and pallet table to provide squeeze film damping at the interface. Packaging foam was also placed inside the flexure to increase the system damping and, therefore, the limiting depth of cut. A test piece (machined separately, Figure 4.5) was then bolted down on top of the flexure to complete the machining setup. The slots on the test piece were 12.7 mm wide and 10 mm deep and separated by 19.05 mm wide bosses.
Figure 4.5: SLE test part. Test cuts were performed on both sides. Units are mm.

A picture of the full setup is shown in Figure 4.6. The cutting tool used in this setup was a 12.7 mm, two tooth, stub length carbide endmill coated with TiCN and placed in a Tribos® holder with overhang of 34.2mm. In addition, a laser vibrometer and an accelerometer were used to measure the vibrations of the test part during cutting.

A preliminary frequency response function (FRF) for the single degree of freedom setup flexible direction was obtained by impact testing the flexure setup with the uncut test part mounted to the top (Figure 4.7). FRF’s for the stiff direction of the flexure and the tool (both in the x- and y- directions) were also obtained in order to confirm that they were much less flexible. Measurements showed the peak amplitudes were seven and 12 times smaller respectively and were therefore considered negligible. Frequencies below 150 Hz were excluded from the FRF data because, upon integrating the data to transform from the acceleration to positional information, this frequency range became unreliable. This was remedied by taking the first value after 150 Hz and projecting it from 0–150 Hz. However, the reader may note that this assumes that there are no modes in this range. As a result, some DC errors may be present in the predicted SLE values. One possible
method to avoid this problem is to obtain the displacement data for the FRF using a displacement sensor such as a capacitance probe, but fluted tools generally make poor targets. The FRF approximated a single mode system with the exception of the high stiffness machine modes between 200 Hz and 250 Hz.

Figure 4.6: Single degree of freedom test setup. A) Full view of the test setup, the foam was removed to view the fixturing. B) Alternate view of the setup showing the positioning of the accelerometer and the laser spot from the vibrometer.
The cutting coefficients used for the predictions were obtained from cutting tests performed on a dynamometer as described in references [34–35]. The resulting cutting coefficients were $k_t = 758$ N/mm$^2$, $k_n = 28$ N/mm$^2$, $k_{te} = 16$ N/mm, and $k_{ne} = 23$ N/mm. Time and frequency domain predictions were completed at a radial depth of 1 mm or 7.9% radial immersion and a feed per tooth of 0.15 mm/tooth. A stability analysis predicted a 6 mm axial depth of cut for a spindle speed range of 8000 rpm to 12000 rpm, while the SLE predictions provided the information to focus the spindle speed range and compare against experimental SLE (Figures 4.8 and 4.9). The section on the SLE plot that provided the most interesting data was between 10500 rpm and 12000 rpm, where the error varies from the maximum undercutting to maximum overcutting. SLE predictions were performed at three locations along the axial depth of the cutter at 2 mm, 3 mm, and 4 mm; these were the positions at which SLE was measured on the test part.

Figure 4.7: Pretest FRF for the single degree of freedom setup.
Figure 4.8: Stability lobes for the single degree of freedom FRF presented in Figure 4.7 [16].

Figure 4.9: Analytical SLE profile for the single degree of freedom system. The spindle speed range used in the cutting tests was 10500 rpm to 11875 rpm in order to include the large change in SLE shown in the figure.
Twelve cutting tests were defined using the predictions in Figure 4.9 (see Table 4.1 for spindle speeds and feed rates). There were concerns about alignment errors because the test part was not machined on the flexure and was repositioned when flipping the test part to machine the back. Therefore, several steps were introduced into the experimental procedure to remedy these issues. First, once the entire system was set up, the part was aligned with the feed direction using the machine’s touch probe. The procedure was repeated after flipping the part to minimize the alignment errors on both sides. The back of each boss was located using the rotating endmill and set as zero on the machine. Each boss was then finish machined in down milling on both sides to a nominal dimension (17.78 mm) at a spindle speed and feed rate (14000 rpm and 4200 mm/min) where simulation showed minimal SLE.

Table 4.1: Spindle speed and feed rates for the cutting tests.

<table>
<thead>
<tr>
<th>Cut Numbers</th>
<th>Side 1</th>
<th></th>
<th></th>
<th>Side2</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Spindle speed (rpm)</td>
<td>Feed (mm/min)</td>
<td>Spindle speed (rpm)</td>
<td>Feed (mm/min)</td>
<td></td>
</tr>
<tr>
<td>1 &amp; 7</td>
<td>10500</td>
<td>3150</td>
<td></td>
<td>10625</td>
<td>3187.5</td>
</tr>
<tr>
<td>2 &amp; 8</td>
<td>10750</td>
<td>3225</td>
<td></td>
<td>10875</td>
<td>3262.5</td>
</tr>
<tr>
<td>3 &amp; 9</td>
<td>11000</td>
<td>3300</td>
<td></td>
<td>11125</td>
<td>3337.5</td>
</tr>
<tr>
<td>4 &amp; 10</td>
<td>11250</td>
<td>3375</td>
<td></td>
<td>11375</td>
<td>3412.5</td>
</tr>
<tr>
<td>5 &amp; 11</td>
<td>11500</td>
<td>3450</td>
<td></td>
<td>11625</td>
<td>3487.5</td>
</tr>
<tr>
<td>6 &amp; 12</td>
<td>11750</td>
<td>3525</td>
<td></td>
<td>11875</td>
<td>3562.5</td>
</tr>
</tbody>
</table>

Additionally, the axial and radial cutting depths were very small, 1 mm and <1 mm, respectively. This procedure proved reliable since the mean boss width was 17.77 mm with a standard deviation of 1.3 μm. After the alignment process, the cutter was moved to the desired axial depth, 6 mm, and radial depth, 1 mm, and the test cut was performed. Figure 4.10 shows an exaggerated version of the final geometry. Each boss was treated as an individual experiment, so the procedure was repeated for each. The
kinematic errors and the controller errors on this machine are very small in comparison to SLE as seen in [4] and are negligible for the selected geometry.

Figure 4.10: Relative measurement positions along the cross-section of one of the cut bosses (nominal dimensions shown). The circle is at 2 mm, the square is 3 mm, the triangle is 4 mm, and the horizontal line denotes the reference measurement at 7 mm (figure not to scale).

Figure 4.11: Comparison of the predicted and experimental SLE values.

Measurements of the test parts were completed using a touch trigger probe coordinate measuring machine (CMM) at locations 2 mm, 3 mm, and 4 mm from the top of the part. A reference measurement was also performed at 7 mm from the top.

Subtracting the widths of the material left at 2 mm, 3 mm, and 4 mm from the reference
width gave the cut width (area delineated by the dotted lines in Figure 4.10). Differencing this cut width from the commanded radial depth of cut (1 mm) gave the surface location error. A positive SLE value indicated undercutting, while a negative value indicated overcutting. Figure 4.11 shows a comparison of the measured and predicted SLE data.

In Figure 4.11, the predicted data had to be shifted upward by 60 $\mu$m on the vertical scale. As noted previously, this may be attributed to the missing DC data from the measured FRF. Another difference is the horizontal (spindle speed) location of the SLE dip. This may be due to the contact of the tool with the flexure system, which acts as a preload on the system and modifies the natural frequency. In general, however, the amplitude and trend of the SLE changes show good agreement between the experimental and predicted cases. An area that may require further study is the SLE spread between the different axial locations at the same spindle speed. The predictions show a spread no larger than 10 $\mu$m, but the experimental results show spreads up to 55 $\mu$m. Some factors that may contribute to this are changes in the FRF with axial location and runout along the length of the tool, but this requires further testing.

As shown in Figure 4.6, a laser vibrometer and an accelerometer were used to record vibrations during cutting. A first comparison was performed to select the preferred sensor. As shown in Figure 4.12, the accelerometer data included significant noise content. The laser vibrometer on the other hand, provided a signal with a higher signal to noise ratio and was selected for comparison to the frequency domain predictions.
Figure 4.12: Comparison of the accelerometer (top) and the laser vibrometer (bottom) measurements. Note the expected 90 deg phase shift.

Figure 4.13: Comparison of the predicted and experimental velocity data.
In order to predict flexure velocity (not position), the frequency response function used in the predictions was modified so that it showed a ratio of velocity to force (or mobility). The FRFs used by the frequency domain approach were obtained by impacting the single degree of freedom setup with an instrumented hammer and recording the response with an accelerometer. The acceleration data was integrated once to obtain mobility. Equation 3.3 was used to determine the force. The force data was Fourier transformed and multiplied by the mobility and then inverse Fourier transformed to obtain velocity data. Figure 4.13 shows the comparison between the frequency domain prediction and the vibrometer data at 10500 rpm. In this figure, the mean was extracted from both data sets to avoid the bias caused by the lack of FRF data at low frequencies. The data sets show excellent agreement in both amplitude and frequency content.

**Comparison of Analytical Frequency Domain Solution to Two Degree of Freedom Setup**

The second setup used the notch type flexure from the single degree of freedom experiment mounted on top of a larger leaf type parallelogram flexure. The flexures were aligned, and then bolted and glued together to make the connection as stiff as possible. Packaging foam was inserted into each flexure in order to increase damping and the allowable axial depth of cut. The system was again clamped on a thin film of oil. Aligning and bolting the test part (same part geometry as the single degree of freedom test) to the top of the flexural system completed the setup (see Figure 4.14).

Figure 4.15 displays the FRF of this system with the test part mounted on top of it. The table modes also appear in this FRF but they appear larger than in the single degree of freedom system. A possible explanation is the increased height of the overall setup. Neither of the peaks of the FRF matches the mode of the single degree of freedom
system, but this is not unexpected. The natural frequencies of the individual flexures are very similar, so when mounted together they form a system similar to a dynamic absorber. The interaction between the two single degree of freedom modes yields a two degree of freedom system with modes mirrored about the original natural frequency (between 350 Hz and 370 Hz for the two flexures) that exhibit decreased amplitude.

Figure 4.14: Photograph of the two degree of freedom setup. The two flute tool and Tribos® holder used for the experiments are visible at the top.

The FRF in Figure 4.15 was used to create stability lobes for the flexural system (Figure 4.16). The stability lobes show a much larger stable region than the single degree of freedom tests even though they are for the same cutting conditions. Using the same axial depth as the single degree of freedom test was convenient for comparison, so a value of 6 mm was selected. As with the single degree of freedom tests, the cutting coefficients for this test were obtained from dynamometer tests. The cutting coefficients for these tests were $k_r = 747 \text{ N/mm}^2$, $k_n = 67 \text{ N/mm}^2$, $k_{te} = 24 \text{ N/mm}$, and $k_{ne} = 29 \text{ N/mm}$. 
Figure 4.15: FRF for the two degree of freedom system.

Figure 4.16: Stability diagram for the two degree of freedom system [16].
Figure 4.17: SLE predictions for the two degree of freedom system using a 6 mm axial depth and 1 mm radial depth.

The spindle speed range for the experiments was chosen from the resulting SLE predictions (Figure 4.17). The largest change in the SLE occurred near 7500 rpm.

Therefore, the selected spindle speed range surrounded this speed; see Table 4.2 for feed rate and spindle speed combinations. The machining procedure for these tests was identical to the single degree of freedom experiments because the same design was used for the test part. The average final dimension of the “uncut” width was 17.68 mm with a standard deviation of 1.3 mm. Figure 4.18 shows a comparison of experiment and frequency domain predictions.

Table 4.2: Spindle speeds and feed rates used in the two degree of freedom test.

<table>
<thead>
<tr>
<th>Cut number</th>
<th>Side 1 Spindle speed (rpm)</th>
<th>Feed rate (mm/min)</th>
<th>Side 1 Spindle speed (rpm)</th>
<th>Feed rate (mm/min)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 &amp; 7</td>
<td>6500</td>
<td>1950</td>
<td>6682</td>
<td>2004.6</td>
</tr>
<tr>
<td>2 &amp; 8</td>
<td>6864</td>
<td>2059.2</td>
<td>7046</td>
<td>2113.8</td>
</tr>
<tr>
<td>3 &amp; 9</td>
<td>7228</td>
<td>2168.4</td>
<td>7410</td>
<td>2223</td>
</tr>
<tr>
<td>4 &amp; 10</td>
<td>7592</td>
<td>2277.6</td>
<td>7774</td>
<td>2332.2</td>
</tr>
<tr>
<td>5 &amp; 11</td>
<td>7956</td>
<td>2386.8</td>
<td>8138</td>
<td>2441.4</td>
</tr>
<tr>
<td>6 &amp; 12</td>
<td>8320</td>
<td>2496</td>
<td>8502</td>
<td>2550.6</td>
</tr>
</tbody>
</table>
Figure 4.18: Comparison of experiment and prediction for the two degree of freedom flexural system.

The prediction data again required a shift upwards (by 80 µm) on the vertical axis to compare the results because the DC portion of the FRF was approximate. The contact between the endmill and the workpiece, and corresponding change to the system FRF, is potentially responsible for the differences in the results. The general trend in the data sets is still similar, although the size of the drop in SLE is over-predicted. The spread in the experimental data along each axial depth is larger than predicted, just as in the single degree of freedom experiment. This spread is most visible during the larger changes in surface location error, where the excitation frequency provided by the spinning tool approaches one the system natural frequencies. A vibration comparison was also performed for this setup. The results for the test at 6500 rpm is shown in Figure 4.19. The values were obtained using the same methodology as before and also show close agreement.
Figure 4.19: Comparison of experimental and predicted velocity data at 6500 rpm.

**Comparison of Analytical Frequency Domain Solution to a Complex Multiple Degree of Freedom System**

In the third experimental setup, the system dynamics were much different. The workpiece was no longer the most flexible part of the system. Rather, the tool/holder/spindle system was the most flexible part. Also, the dynamics of the system were not confined to a single direction. The tooling system is free to vibrate in any direction. However, because the tool is more flexible in the $x$- and $y$-directions than the $z$-direction (the axis if the tool), most of the vibrations occur those directions. The test parts were larger than in the other experiments and were mounted directly to the table. The test parts were machined out of solid blocks of aluminum 304.8 mm square and 38.1 mm thick. Each side of the part was completed by machining out a central section 254 mm square by 12.7 mm deep and leaving 18 evenly spaced raised bosses, each 50.8 mm long by 17.78 mm wide by 12.7 mm deep (Figure 4.20).
The test parts were all machined before any test cuts took place. Initial machining was completed using a 12.7 mm diameter endmill while the test endmill was 19.05 mm in diameter. Therefore, alignment and offset issues similar to those present in the flexure setups had to be considered. The same procedure was used to finish machine the bosses (touch the blocks with the tool to find the surface, then machine). However, this time the machine’s x-direction was the feed direction and each row was aligned as a single entity. The finish machining and test cuts were all performed with the same tool, a 19.05 mm diameter 4 flute uncoated carbide endmill with a 30 deg helix angle. The cutting coefficients for this setup were nominally the same as in the single degree of freedom tests. The tool was inserted in a large collet holder at an overhang length of 57 mm. Figure 4.21 shows the y-direction non-rotating FRF for the tool/holder/spindle system measured prior to the cutting tests.
Figure 4.21: Tool point FRF for the 19.05 mm diameter endmill mounted in a large collet holder (measured prior to cutting tests).

The $x$-direction FRF was similar. This FRF is far more complex than the previous two systems. It is also an order of magnitude stiffer. Frequency domain surface location error predictions were used with stability lobes to select 50% radial immersion and 6 mm axial depth cutting conditions for the experiments (see Figure 4.20 for stability lobes and Figure 4.21 for SLE predictions). The feed per tooth for the tests was 0.15 mm/tooth, a typical value for aluminum. The largest variation on the SLE plot occurs between 7500 rpm and 17500 rpm, characterized by a slow dip followed by a quick rise in the SLE values.
Figure 4.20: Stability lobe diagram for multiple degree of freedom setup.

Figure 4.21: SLE predictions for the multiple degree of freedom setup. The solid line is at 2 mm, the dotted line at 3mm, and the dashed line at 4mm from the top of the boss.
In this case, the SLE variation was not isolated over a range of several hundred rpm, but persisted over a range of several thousand rpm. This range increase is due to the more complicated system FRF. The large experimental range required numerous tests to ensure adequate resolution, so three test plates were used as samples. This enabled 108 individual cutting tests (18 bosses per side x 2 sides x 3 test parts).

A decision was made to perform the first and last test cuts on each side at the same spindle speed and feed rate in order to check for any change in the results, reducing the number of tests to 102. As stated above, during finishing machining each row of bosses were machined together to reduce potential setup misalignments. This had a dual purpose:

- The blocks were machined as accurately as possible to a dimension of 16 mm from the original 17.78 mm width.
- The blocks were aligned with the top corner of the first block set as the reference point.

Experimental cuts were performed once the finish machining of the blocks was completed. A schematic of the tool path for the cutting tests is shown in Figure 4.22.

![Figure 4.22: Cutting test tool path.](image)

The tool was moved to the desired radial depth at a point to the left of the bosses with an axial depth of 6 mm (1). Here, the first spindle speed and feed rate were selected and the spindle was started. After five seconds of spinning at speed, the first boss was cut. The tool was stopped halfway between the first and second boss of the row (2). The spindle
speed and feed rate were changed and the process repeated for the second and third blocks (3 and 4). This procedure was repeated for all six rows. The block was then flipped, realigned, and the process repeated for the new set of cuts. This was done to all three blocks at the spindle speeds and feed rates shown in Tables 4.3 and 4.4.

The cuts for this set of experiments were all set to 50% radial immersion (i.e., the tool radius). Once again, the bottom of the bosses was left uncut after the finishing operation in order to provide a reference surface for each boss measurement. The width of the cut section was measured at 2 mm, 3 mm, and 4 mm from the top of each boss and compared to the measurements of the uncut portion to obtain the width of the material removed from the bosses. Finally, the width of the cut material was compared to the radial depth of cut (the tool radius) to obtain SLE data. The results of these measurements were then compared to the predicted data as shown in Figure 4.23. The general trend in the data sets is similar, but the two sharp rises in the predicted data seem to have merged into one and occur to the left of the predicted location along the spindle speed range. The differences between the prediction and measurements are much larger than in the previous experiments and can no longer be attributed solely to the change in the frequency response function when the tool contacts the workpiece. Additional factors must be affecting the system response during testing.
Table 4.3: Spindle speed and feed rate values for the first 54 multiple degree of freedom test cuts.

<table>
<thead>
<tr>
<th>Boss number</th>
<th>Block 1 Side 1</th>
<th>Block 1 Side 2</th>
<th>Block 2 Side 1</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Spindle speed (rpm)</td>
<td>Feed rate (mm/tooth)</td>
<td>Spindle speed (rpm)</td>
</tr>
<tr>
<td>1</td>
<td>7500</td>
<td>4500</td>
<td>9183</td>
</tr>
<tr>
<td>2</td>
<td>7599</td>
<td>4559</td>
<td>9282</td>
</tr>
<tr>
<td>3</td>
<td>7698</td>
<td>4618</td>
<td>9381</td>
</tr>
<tr>
<td>4</td>
<td>7797</td>
<td>4678</td>
<td>9480</td>
</tr>
<tr>
<td>5</td>
<td>7896</td>
<td>4737</td>
<td>9579</td>
</tr>
<tr>
<td>6</td>
<td>7995</td>
<td>4797</td>
<td>9678</td>
</tr>
<tr>
<td>7</td>
<td>8094</td>
<td>4856</td>
<td>9777</td>
</tr>
<tr>
<td>8</td>
<td>8193</td>
<td>4915</td>
<td>9876</td>
</tr>
<tr>
<td>9</td>
<td>8292</td>
<td>4975</td>
<td>9975</td>
</tr>
<tr>
<td>10</td>
<td>8391</td>
<td>5034</td>
<td>10074</td>
</tr>
<tr>
<td>11</td>
<td>8490</td>
<td>5094</td>
<td>10173</td>
</tr>
<tr>
<td>12</td>
<td>8589</td>
<td>5153</td>
<td>10272</td>
</tr>
<tr>
<td>13</td>
<td>8688</td>
<td>5212</td>
<td>10371</td>
</tr>
<tr>
<td>14</td>
<td>8787</td>
<td>5272</td>
<td>10470</td>
</tr>
<tr>
<td>15</td>
<td>8886</td>
<td>5331</td>
<td>10569</td>
</tr>
<tr>
<td>16</td>
<td>8985</td>
<td>5391</td>
<td>10668</td>
</tr>
<tr>
<td>17</td>
<td>9084</td>
<td>5450</td>
<td>10767</td>
</tr>
<tr>
<td>18</td>
<td>7500</td>
<td>4500</td>
<td>9183</td>
</tr>
</tbody>
</table>

Table 4.4: Spindle speed and feed rate values for the last 54 multiple degree of freedom test cuts.

<table>
<thead>
<tr>
<th>Boss number</th>
<th>Block 2 Side 2</th>
<th>Block 3 Side 1</th>
<th>Block 3 Side 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Spindle speed (rpm)</td>
<td>Feed rate (mm/tooth)</td>
<td>Spindle speed (rpm)</td>
</tr>
<tr>
<td>1</td>
<td>12549</td>
<td>7529</td>
<td>14232</td>
</tr>
<tr>
<td>2</td>
<td>12648</td>
<td>7589</td>
<td>14331</td>
</tr>
<tr>
<td>3</td>
<td>12747</td>
<td>7648</td>
<td>14430</td>
</tr>
<tr>
<td>4</td>
<td>12846</td>
<td>7707</td>
<td>14529</td>
</tr>
<tr>
<td>5</td>
<td>12945</td>
<td>7767</td>
<td>14628</td>
</tr>
<tr>
<td>6</td>
<td>13044</td>
<td>7826</td>
<td>14727</td>
</tr>
<tr>
<td>7</td>
<td>13143</td>
<td>7886</td>
<td>14826</td>
</tr>
<tr>
<td>8</td>
<td>13242</td>
<td>7945</td>
<td>14925</td>
</tr>
<tr>
<td>9</td>
<td>13341</td>
<td>8004</td>
<td>15024</td>
</tr>
<tr>
<td>10</td>
<td>13440</td>
<td>8064</td>
<td>15123</td>
</tr>
<tr>
<td>11</td>
<td>13539</td>
<td>8123</td>
<td>15222</td>
</tr>
<tr>
<td>12</td>
<td>13638</td>
<td>8183</td>
<td>15321</td>
</tr>
<tr>
<td>13</td>
<td>13737</td>
<td>8242</td>
<td>15420</td>
</tr>
<tr>
<td>14</td>
<td>13836</td>
<td>8301</td>
<td>15519</td>
</tr>
<tr>
<td>15</td>
<td>13935</td>
<td>8361</td>
<td>15618</td>
</tr>
<tr>
<td>16</td>
<td>14034</td>
<td>8420</td>
<td>15717</td>
</tr>
<tr>
<td>17</td>
<td>14133</td>
<td>8480</td>
<td>15816</td>
</tr>
<tr>
<td>18</td>
<td>12549</td>
<td>7529</td>
<td>14232</td>
</tr>
</tbody>
</table>
Figure 4.23: Predicted and experimental SLE for the multiple degree of freedom setup.

Upon closer observation of the data, it was observed that the divergence of the results increases as the spindle speed increases. This suggests that changes in the FRF with spindle speed may be the source of the disagreement. Obtaining the tool point FRF for a rotating cutter is very difficult. Therefore, the cutter was replaced with a carbide blank of the same diameter to test the effects of spindle speed on the system response. For the selected carbide blank/shrink-fit holder combination (77 mm blank overhang), measurements were performed at several spindle speeds. An impact hammer was used to excite the structure and the response was recorded using a capacitance probe. The results are shown in Figure 4.24.

It is seen that, as spindle speed increases, the response of the system changes significantly. There are two rigid body modes of the spindle near 150 Hz that do not change significantly, but the general trend is that most of the modes are attenuated and the frequencies drop by dozens of Hz. In essence, while the spindle is rotating the tool/holder/spindle becomes a different system depending on the selected spindle speed.
The trend visible in the variable spindle speed FRF’s is manifested in the SLE data. The SLE at higher spindle speeds experiences reduced amplitude and the dip and rise in SLE occurs at a much lower spindle speed value than predicted.

Figure 4.24: Comparison of the FRF’s of the carbide rod at various spindle speeds.

For the frequency domain SLE predictions to be accurate in all cases, this phenomenon requires further research. In our experience, the variation is spindle dynamics depends on the spindle manufacturer. If these effects are not present or these effects are present and compensated, the approach can be used as a compensation or avoidance method for SLE. However, in its current form using the non-rotating FRF with uncompensated spindle dynamic variations for prediction, the frequency domain method may still provide insight into the variations in SLE as spindle speed changes and can be used to identify possible problem spindle speed ranges where SLE changes abruptly. These areas could then be avoided, enabling the machinist to complete the desired part to specifications in a smaller number of iterations.
CHAPTER 5
CONCLUSIONS

Completed Work

In this research, verification of a frequency domain approach for surface location error prediction was completed. Derivation of the frequency domain method was presented and predictions were compared to time domain simulation and data from three experimental setups.

Comparison with time domain simulation proved the approach was accurate with respect to a previous standard of prediction. The frequency domain prediction exhibited a small overprediction (10 $\mu$m at the largest value) with respect to the time domain simulation data in some cases, but the patterns in the data matched almost exactly. Improvements over time domain simulation included decreased computation time and the ability to use FRF data directly from experimental testing or predictive methods such as receptance coupling (i.e., modal fit parameters are not required). Some weaknesses of the approach also became apparent.

The frequency domain approach is unable to detect unstable cutting conditions (chatter) because one of the assumptions of the method is that the cutting system is at stable steady state conditions and the effects of regeneration are neglected. Because regeneration is not considered, the force may show small differences with respect to time domain simulation under downmilling conditions. The step input in chip thickness at tool entry causes a tool deflection that affects the force in time domain. This does not occur in the frequency domain because the force is based on the nominal radial depth of cut and
there is no feedback mechanism to modify the radial depth. This effect is more pronounced at high feed rates and when machining materials with high cutting force coefficients. Additionally, if the Fourier series approach is used, the number of terms required in the force approximation becomes an issue. The use of too few terms results in an inaccurate representation of the cutting forces, while the use of too many results in increased computation time with no appreciable gain in accuracy.

Comparison of the analytical surface location error predictions to data obtained from a single degree of freedom flexure setup was completed. The experimental setup consisted of a test part mounted on top of a parallelogram, notch-type flexure to constrain the flexibility of the system to a single direction (y-direction or perpendicular to the feed direction). The test part was finish machined to a known dimension in order to remove any misalignment errors and 12 test cuts were performed. The test cuts all had the same feed per tooth, but the spindle speed was varied. Measurements of the system vibrations during cutting tests were completed using a vibrometer and an accelerometer. SLE measurements were taken with a touch trigger probe coordinate measuring machine (CMM) at three positions along the axial depth to study the effect of helix angle, as well as cutting parameters, on SLE.

Results from these tests showed good general agreement with the frequency domain approach. Both the amplitude and trend of the predicted results matched the experimental data for both SLE and vibrations. However, the mean (or DC) value of the results differed. This may be attributed to the lack of FRF data at lower frequencies. The FRF for the experimental system was obtained with an accelerometer and integrated twice to obtain positional data making the data below 150 Hz unreliable. The first reliable
point was projected back to DC in an attempt to remedy this problem, but this did not prove fully effective. In addition, a small shift along the spindle speed axis was present between the predicted and experimental results, which may be attributed to changes in the FRF due to the interaction between the tool and the workpiece. Finally, there was a discrepancy between the experimental and predicted SLE values at different axial depths for the same spindle speed. The experiments show variations much larger than the predicted results (50 $\mu$m as opposed to 10 $\mu$m, respectively), which may be attributed to runout along the length of the tool or variations in the FRF along the axial length. This phenomenon requires further research.

The single degree of freedom tests were followed by two degree of freedom tests. This setup used the same flexure as the previous test mounted on top of a leaf-type, parallelogram flexure. The same cutting procedure was applied. The two degree of freedom tests showed similar results to the single degree of freedom tests, but the differences between the predicted and experimental results were more pronounced. Both vibration data and SLE data were compared. The vibration data showed features similar to those present in the experimental data, but the frequency content was slightly different. The DC value was also different, presumably for the same reason as the single degree of freedom tests. The SLE data showed notable differences between prediction and experiment. First, the predictions overshot the experimental results by 50 $\mu$m in amplitude. Also, the patterns were slightly different and the experimental data was shifted to the left on the spindle speed axis relative to the predicted data. This may be due, once again, to the cutting tool interacting with the test part and flexure.
The final test setup incorporated a rigid workpiece and flexible cutting tool. This multiple degree of freedom test was notably different from the other experimental setups because there were no flexures used to control the system dynamics. In this case the tool, not the workpiece, was the most flexible part of the setup and its vibrations were not restricted to a single direction. Vibrations were not measured in this setup because the rotating fluted tool is a poor target for the laser vibrometer and the accelerometer cannot be attached safely either. Here, the predicted variations in SLE spanned several thousand rpm as opposed to several hundred in the other tests. Therefore, more cutting tests (102 individual speeds) were required to obtain an adequate sample of the spindle speed range.

The test part had a different geometry than the other tests, but the procedure for the cutting tests was similar. The bosses were finish machined to a known dimension to reduce alignment errors and then cut at varying spindle speeds, but the same feed per tooth. The bosses were measured using the same CMM as the previous tests.

Results for these tests showed a more notable difference between the predicted and experimental tests than the previous two experiments. The DC shift was still present. However, there was also a notable difference in the pattern of the SLE and the spindle speed shift was larger than before. These differences could no longer be attributed mostly to the interaction between the tool and workpiece. Further investigation using a carbide blank to obtain rotating FRF measurements showed that at higher spindle speeds the spindle dynamics changed appreciably. The damping in the spindle increases and the natural frequencies shifted. This was reflected in the experimental results. The lowest point in the experimental SLE occurred at a speed about 100 rpm lower than predicted and the SLE amplitude was 40 \( \mu \)m smaller than predicted. In addition, the large SLE
change was squeezed to the left into a much smaller spindle speed range than predicted. This trend was supported by the rotating spindle measurement results.

Despite the various discrepancies between the experimental and predicted results, the frequency domain solution for surface location error provides valuable insight into the changes in SLE that occur with changes in spindle speed. In its current form, the method provides information about areas where small changes in spindle speed cause large variations in SLE. Using this information, a machinist could avoid these areas and machine where SLE is less sensitive to machining conditions. If the variations in the FRF data with spindle speed were predicted and compensated, the method could be used as a tool for the compensation and avoidance of SLE altogether, but these areas require further research.

**Future Work**

This work provides comparison of the results from the frequency domain approach for SLE to time domain simulation and experiments. The comparison to time domain simulation proved accurate, but several discrepancies were shown in the experimental comparison. Some of these are presumably due to changes in the FRF that are unaccounted for in the model. These changes include, but may not be limited to, changes due to interaction between the tool and the workpiece and changes in the spindle dynamics at different spindle speeds. A possible method to investigate the interaction hypothesis could be to apply preloads to the system and use a shaker to excite it to observe the changes in the response under different conditions.

Various steps may be required to study changes in spindle dynamics with spindle speed. First, measurements of the tool point FRF using objects with simple geometry such as a carbide blank or a standard holder should be taken at various spindle speeds.
Then, the spindle dynamics could be separated from the rest of the tool point measurements using methods such as inverse receptance coupling [30-32]. The pattern of the changes in the spindle dynamics could then be modeled to create a methodology for full analytical predictions. The spindle dynamics data set could be organized in a database and used with receptance coupling to predict the tool point response at speed. Each FRF would be used at spindle speeds close to the one at which it was measured in order to minimize the error caused by the changes in the spindle at speed.

Observing these changes in the FRF and the changes in the FRF that occur along the axial length of the cutter may also remedy the discrepancies in the spread of the SLE data at a specific spindle speed, but different locations along the axial length. However, if this is not the case, a more detailed study of the cutter tool interaction may be performed. This study should also include a detailed profile of the tool radius along the axial depth and along each tooth to check for runout effects.

Finally, the computational efficiency of the method can be improved by modifying the approach to express the frequency domain force directly. Currently, a time domain force vector is defined and then Fourier transformed to obtain the force in the frequency domain. However, it may be possible to obtain the force directly in the frequency domain by using the Fourier series coefficients and frequency values to create the force vector. Theoretically, this would eliminate many of the force reconstruction and organization problems present in the Fourier series force approach and enable faster calculations.
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