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The purpose of this single session exploratory study was to determine if remediation targets could be selected to improve picture naming and promote generalization to untrained items in 12 adults with early probable Alzheimer disease (PAD). Because theories support competing predictions about the relative effects of training typical versus atypical semantic category members with respect to subsequent generalization, this study contrasted the effects of training typical and atypical semantic category exemplars. Specifically, it examined changes in picture naming and category generation following initial repetition of the items at pretest followed by a semantic training. Stimuli included 24 items from each of 3 semantic categories, half of the items were typical and half atypical based on Rosch’s norms. Two categories received training, one using a subset of typical items, one using a subset of atypical items; the third category remained untrained to track effects of repetition. The untrained category showed
nonsignificant improvements at post-test. Accuracy scores improved for all trained
categories; however, only trained, typical items were named significantly faster at post-
test. Generalization was found in the untrained typical items in the categories that were
trained with typical items, which were named more accurately at posttest. Neither
atypical items from the categories that were trained with typical items nor any of the
items in categories that were trained with atypical items showed improved accuracy after
training. These findings are consistent with those of other researchers investigating the
semantic deterioration in adults with PAD. Several studies have found an advantage for
typical items in this population. These findings are attributed to the redundant
connections among features in typical items, which allow them to be more resilient in the
face of progressive damage, allowing them to be more responsive to intensive semantic
training. Atypical items lack the redundancy of connections and, thus, are more vulnerable
to damage. These findings are extremely encouraging for the development of principled
strategies for choosing items to encourage generalization in the remediation of anomia, as
well as for the development of lexical-semantic treatment paradigms for individuals with
early PAD.
CHAPTER 1
INTRODUCTION

Probable Alzheimer disease (PAD), a progressive neurodegenerative disease, is the most prevalent type of acquired cognitive dysfunction (Thal, 1999) and affects over four million Americans (Kawas & Katzman, 1999). The prevalence of PAD accounts for 50-80% of patients with dementia (Chui, 1989) and comprises the greatest percentage of the dementias in the geriatric population (Chui, 1989; Henderson & Finch, 1989; Sclan & Kanowski, 2001). Furthermore, PAD is already considered to be a major public health concern, and by 2025, the number of Americans affected by the disease is expected to be 12 million (Rosenberg, 2005) and 14 million by 2050 (Katzman & Fox, 1999). Although there is no known cure for PAD, and only symptomatic treatment is available at this time, current research endeavors are aiming to halt the progression of the disease as well as prevent its occurrence (Petersen et al., 2001; Rosenberg, 2005). Reducing the disability until this occurs is important (Rothi et al., 2005). Furthermore, when drug therapies are available that halt the progression of the disease, there will be a demand for linguistic and cognitive rehabilitation for this population. Therefore, it is incumbent upon speech-language pathologists to develop and test appropriate treatments for this population now, so that tested methods are available that address the language difficulties in PAD (ASHA, in press), which largely revolve around word finding.

Word finding difficulties (i.e., anomia), as measured by poor performance on picture naming tasks have been widely reported in adults with PAD (Barbarotto, Capitani, Jori, Laiacona, & Molinari, 1998; Bayles, 1982; Bayles & Tomoeda, 1983;
Benson & Geschwind, 1985; Heilman, 2005; Hodges & Patterson, 1995; Hodges, Patterson, Graham, & Dawson, 1996; Huff, Corkin, & Growdon, 1986; Huff, Mack, Mahlmann, & Greenberg, 1988; Kirshner, Webb, & Kelly, 1984; Martin & Fedio, 1983; Smith, Faust, Beeman, Kennedy, & Perry, 1995; Smith, Murdoch, & Chenery, 1989; Williams, Mack, & Henderson, 1989; Williamson, Adair, Raymer, & Heilman, 1998). However, to date, there are only three PAD anomia treatment studies (Abrahams & Camp, 1993; Ousset et al., 2002; Rothi et al., 2005), and only one has reported generalization to untrained items (Abrahams & Camp, 1993). Consequently, developing treatments for this population that reduce the word finding difficulty is important (Rothi et al., 2005), especially those that promote generalization.

Generalization of learning, an essential objective for rehabilitation (Kearns, 1989; Thompson, 1989), has been described as an observation of an occurrence of a particular trained behavior in a context that has not been trained (McReynolds, 1989). Generalization is important for several reasons, including the clinical accountability of the speech-language pathologist to use methodologies to measure the effectiveness of treatment (Kearns, 1989). The mechanism underlying generalization has been a long-standing question (Martin, Laine, & Harley, 2002), and although cognitive models have been advanced over time, the construct of generalization remains a mystery (Francis, Clark, & Humphreys, 2002). Perhaps due to this, there is still a lack of generalization reported in the literature (Francis et al., 2002; Kearns, 1989; Kiran & Thompson, 2003b; McNeil et al., 1998; McReynolds, 1989; Nickels, 2002; Thompson, 1989; Thompson, Ballard, & Shapiro, 1998; Thompson et al., 1997; Thompson, Shapiro, Kiran, & Sobecks,
Moreover, attempts to replicate methods that have promoted generalization in initial studies have not always been successful (McReynolds, 1989; Thompson, 1989).

There are two types of generalization that, according to Thompson (1989), play an important role in aphasia rehabilitation: response generalization (i.e., when an untrained response occurs after other responses have been trained (e.g., production of different, untrained items) and stimulus generalization (i.e., when there is carryover of a trained behavior to a different, untrained stimulus condition, e.g., outside of the clinic). Without the former, there would be an inordinate number of responses to train, and without the latter, trained behaviors would occur only in the clinic setting (Thompson, 1989). Although both of these are important, the current study focuses only on response generalization.

Several investigators (Hillis, 1998; Kiran & Thompson, 2003b; Plaut, 1996; Thompson, 1989) have suggested that treatment studies might be able to influence the recovery of language if they target factors that are modifiable. A principled selection of materials for training as well as for testing generalization is just one example of this (Hillis, 1998; Kiran & Thompson, 2003b; Plaut, 1996; Thompson, 1989; Thompson et al., 2003). One technique that has successfully induced generalization is to have a structural relationship among and across the stimuli (Stokes & Baer, 1977; Thompson, 1989; Thompson et al., 1998; Thompson et al., 1997; Thompson et al., 2003). One approach recommends choosing stimuli that are more versus less complex, a factor that has been shown to be important for increasing generalization to untrained items (Kiran & Thompson, 2003b; Plaut, 1996; Thompson et al., 1998; Thompson et al., 1997; Thompson et al., 2003). This phenomenon has been referred to as the “complexity effect”
and the Complexity Account of Treatment Efficacy (Thompson et al., 1998; Thompson et al., 1997; Thompson et al., 2003), which has been successfully used in syntactic treatment studies in the aphasia population.

Kiran and Thompson (2003b) have equated the notion of semantic complexity with category typicality (i.e., by the degree to which a semantic category exemplar is similar to the category prototype, as described Rosch, (1975)) and applied this to a semantic training in adults with aphasia. In this study, Kiran and Thompson (2003b) found generalization to untrained items after atypical items from a category were trained. Findings from this study replicated similar results from a connectionist model that were simulated in a computer experiment of acquired dyslexia (Plaut, 1996). In a similar study, Stanczak, Waters, and Caplan (2006) reported generalization for one of two participants with aphasia, after training atypical category exemplars. However, two other aphasia naming treatment studies (Mayer, Murray, & Karcher, 2004; Stanczak, Waters, & Caplan, 2005) did not find generalization following trainings with either atypical and typical items, although treatment effects were observed. Thus, it is important to further explore the effectiveness of training typical or atypical category exemplars as a strategy to encourage generalization (Murray & Clark, 2005).

All of these studies (Kiran & Thompson, 2003b; Mayer et al., 2004; Stanczak et al., 2005, 2006) have tested the predictions of the Complexity Account of Treatment Efficacy (Thompson et al., 2003), and contrasted it with an older approach based on the family resemblance/prototype hypothesis by Rosch (1975). Arguments based on this view center around the benefits of training qualities or features that are shared among many members of a semantic category, so that many items in the category might benefit, and thus, it
provides a rationale for training typical items, which contain a larger proportion of shared features. The structure of a semantic category is an essential element in the rationale for treatments based on typicality (Plaut, 1996); therefore, a population with preserved category structure such as individuals with PAD (Flicker, Ferris, Crook, & Bartus, 1987; Huff et al., 1986; Martin & Fedio, 1983; Nebes, Boller, & Holland, 1986; Salmon, Butters, & Chan, 1999; Schwartz, Marin, & Saffran, 1979; Schwartz, Kutas, Butters, Paulsen, & Salmon, 1996; Warrington, 1975) might be optimal for testing these hypotheses.

Some theories of how semantic representations are affected by PAD have specifically suggested that items that have many shared or intercorrelated features might be more preserved in PAD compared those with representations primarily consisting of distinguishing features, with relatively fewer shared features (Altmann, Kempler, & Andersen, 2001; Devlin, Gonnerman, Andersen, & Seidenberg, 1998; Gonnerman, Andersen, Devlin, Kempler, & Seidenberg, 1997). This literature combined with the evidence that the PAD population has worse performance on atypical items compared to typical items (Sailor, Antoine, Diaz, Kuslansky, & Kluger, 2004; Smith et al., 1995) provides further incentive to compare performance by adults with PAD on typical category exemplars, which have many shared features, and atypical category exemplars, which have relatively fewer shared features.

This exploratory study extends the small body of research comparing the effects of training typical and atypical category exemplars in adults with aphasia (Kiran & Thompson, 2003b; Mayer et al., 2004; Stanczak et al., 2005, 2006) to those with mild-moderate PAD using a modified version of the semantic feature generation task (Boyle,
Since there were no reports of this type of training with the PAD population, it seemed appropriate to first apply it in a single session to determine its feasibility. Thus, the first aim of the study was to determine if there is a facilitation effect (Hickin, Best, Herbert, Howard, & Osborne, 2002; Howard, 1985; Howard, Patterson, Franklin, Orchard-Lisle, & Morton, 1985; Patterson, Purell, & Morton, 1983), for trained items from either item repetition alone (Kendall, personal communication, 2005, Fuller et al. 2001; Hickin et al., 2002; Mayer et al., 2004; Patterson et al., 1993; Rothi et al., 2005) or from the repetition plus a semantic training (Drew & Thompson, 1999; Le Dorze, Boulay, Gaudreau, & Brassard, 1994; Wiegel-Crump & Koenigsknecht, 1973). The second aim of the study was to determine whether there was generalization of training to untrained items in the semantically trained categories. The third aim of the study was to examine generalization to an untrained task, category generation, using the same semantic categories as the naming and feature analysis tasks.

The structure of this study is as follows. The next two chapters provide reviews of the literature. Chapter 2 discusses the naming deficits (i.e., anomia) in adults with PAD, and the anomia treatment studies for this population. The third chapter provides background information on semantic theory, the two competing views, the relevant findings from the connectionist model (Plaut, 1996) and the treatment studies in adults with aphasia using semantic category exemplar training with typical and atypical items (Kiran & Thompson, 2003b; Mayer et al., 2004; Stanczak et al., 2005, 2006). This is followed by a description of the current study, including rationale for applying these techniques to adults with PAD. Additional findings from the aphasia treatment literature
are identified as they relate to the methodology for our study. Finally, our research
questions and predictions based on the above literature are described. In Chapter 4, the
study methods are explained in detail, followed by the results and discussion in Chapters
5 and 6, respectively. To foreshadow our results, this exploratory study provided good
preliminary evidence that semantic training can have significant effects on the anomia
found in PAD, and, with judicious choice of stimuli, this training may potentially
genitalize to other items in the same category.
CHAPTER 2  
REVIEW OF THE LITERATURE 1: NAMING DEFICITS IN PAD

It is common for patients in the early stages of PAD to have picture naming deficits (Appell, Kertesz, & Fisman, 1982; Barker & Lawson, 1968; Bayles & Tomoeda, 1983; Chertkow, Bub, & Seidenberg, 1989; Flicker et al., 1987; Grossman et al., 2004; Kirshner et al., 1984; Lipinska & Backman, 1997; Schwartz et al., 1979; Warrington, 1975; Williams et al., 1989; Williamson et al., 1998). Furthermore, the exact nature of the naming deficit in PAD is controversial (Bell, Chenery, & Ingram, 2001; Nebes, 1992; Nebes, Brady, & Huff, 1989) regarding whether the deficit stemmed from impaired visual-perception, semantic memory, or lexical access (Nebes, 1989). An early theory suggested that visual misperception is the reason for the naming deficit, and this is based on the presence of visuo-perceptual errors, presumably due to difficulties perceiving the object (Barker & Lawson, 1968; Kirshner et al., 1984). These theories and studies providing evidence are discussed below, beginning with the semantic deficit, then the lexical access, and followed by the semantic and lexical access deficit. Next, a discussion of the few naming treatment studies that have targeted this population is provided (Abrahams & Camp, 1993; Fuller et al., 2001; Ousset et al., 2002; Rothi et al., 2005). These PAD naming therapy studies achieved a naming treatment effect (i.e., acquisition) but only one also reported generalization (Abrahams & Camp, 1993). This limited number of studies suggests a need for further research. Insights from all of these studies and additional research from the aphasia literature provided techniques that were applied...
in our exploratory study comparing the effects of training typical and atypical category exemplars.

**Semantic Memory Deficit in Probable Alzheimer Disease (PAD)**

Several studies have suggested that there is semantic memory loss or degradation and, consequently, a loss of information about semantic representations (Alathari, Trinh Ngo, & Dopkins, 2004; Hodges & Patterson, 1995; Hodges et al., 1996; Hodges, Salmon, & Butters, 1991, 1992; Huff et al., 1986; Huff et al., 1988; Margolin, Pate, Friedrich, & Elia, 1990; Martin, 1992; Salmon, Butters et al., 1999; Salmon, Heindel, & Lange, 1999; Salmon, Shimamura, Butters, & Smith, 1988; Schwartz et al., 1979). Evidence for this theory includes impaired naming with semantic errors related to the superordinate category or an associate item within the category (Bayles & Tomoeda, 1983; Martin & Fedio, 1983; Salmon, Butters et al., 1999); the presence of consistent naming responses at two different test periods (Henderson, Mack, Freed, Kempler, & Andersen, 1990) an association between the inability to name an item and the inability to recognize its name (Flicker et al., 1987; Huff et al., 1986; Huff et al., 1988); and a relationship between the naming failures and the lack of core information provided about the corresponding item (Hodges et al., 1996). In addition, deterioration of semantic memory in PAD has been described based on poor performance on explicit tasks such as picture naming tasks and category fluency (Bayles & Tomoeda, 1983; Chertkow & Bub, 1990; Flicker et al., 1987; Huff et al., 1986; Martin & Fedio, 1983); tasks requiring generation of semantic feature knowledge (Alathari et al., 2004), generation of verbal definitions (Garrard, Lambon Ralph, Patterson, Pratt, & Hodges, 2005; Hodges et al., 1996); as well as questions targeting feature knowledge (Chertkow et al., 1989; Giffard et al., 2002). Other tasks that have showed similar findings include making judgments about semantic relatedness
(Bayles, Tomoeda, & Cruz, 1999); and associating words, defining words, and ranking associations (Abeysinghe, Bayles, & Trosset, 1990).

There appears to be different interpretations or variants of this theory of semantic memory loss or degradation in PAD. For example, several investigators have found that, while attribute knowledge about a specific concept or exemplar in a category is impaired, superordinate category knowledge is preserved (Chertkow & Bub, 1990; Flicker et al., 1987; Giffard et al., 2002; Giffard et al., 2001; Hodges et al., 1991; Huff et al., 1986; Lukatela, Malloy, Jenkins, & Cohen, 1998; Martin & Fedio, 1983; Nebes et al., 1986; Salmon, Butters et al., 1999; Schwartz et al., 1979; Warrington, 1975). This led some researcher to assert that the attributes of concepts are degraded in PAD (Chertkow et al., 1989; Giffard et al., 2002; Giffard et al., 2001; Martin, 1992; Martin & Fedio, 1983).

Martin (1992) suggested that random damage from the pathological process of PAD resulted in changes to the semantic representations such that they would be degraded and thus more similar to one another. With progression of the disease, the ability to distinguish between items in the same category would be diminished. Thus, on a confrontation naming task, a semantic representation would be activated but it would lack the specificity needed to correctly name the item and, as a result, several lexical entries would be activated. Therefore, when the person with PAD sees a picture, the semantic representation that is activated may be underspecified in terms of the details. This is due to the absence of the essential attributes knowledge for that item such that the activated distinguishing features of that object are not strong enough to rule out other similar items (Altmann et al., 2001; Devlin et al., 1998; Gonnerman et al., 1997; Martin, 1992).
A property verification task has also been used in a group of adults with PAD (Smith et al., 1995). Participants were asked to verify brief statements containing information about an item’s properties. The items were high or low typicality (and dominance, which relates to the relevance of the meaning of the item and is correlated with typicality) category exemplars. The statements were either distinguishing characteristics (i.e., distinctive) or shared features (i.e., common to the other items in that category). The results from the accuracy scores and reaction times indicated a degradation of property level information, particularly regarding both low dominance typicality items in the category. This was not interpreted as a loss of representations of the items’ properties or a reorganization of relationships among properties of objects. Instead, Smith et al. (1995) offered this as evidence that the representations of category exemplars that are low-typical and low dominant have been degraded by the Alzheimer pathology. Furthermore, these investigators hypothesized that task demands might be a reason for differences in the literature. Smith et al. (1995) suggested that implicit knowledge allows adults with PAD to have faster verification response times. Thus, in a category verification task, the demands probably do not need the full semantic specification. Smith et al. (1995) also suggested that while explicit knowledge is needed to assess information could be impaired, for example, tasks requiring the participant to use relevant information in a ranking task. This example comes from Grober, Buschke, Kawas, and Fuld (1985) who reported that performance on an attribute ranking task showed that attributes about a concept are preserved, but that the organization of semantic information is altered by the disease process. Another example from Smith et al. (1995) is that the naming process involves computation such that an object’s properties
are activated to allow for distinction among other category members. If Alzheimer disease processes affect both distinguishing and shared features that are low dominant and low typicality, this could interfere with complete activation of the object representation (Smith et al., 1995). Consequently, it would reduce the accuracy on a naming task. Better performance is seen when contextual information is provided, yet when the task involves full semantic representation without the support, performance declines (Smith et al., 1995).

While the evidence above for a progressive deterioration of the semantic system comes largely from tasks requiring explicit access of semantic representations, evidence for an overall preservation of semantic category knowledge comes from tasks that require only implicit knowledge of word semantics.

For example, adults with PAD did not show a priming effect on a stem-completion task and had reduced number of productions for the second semantically related item on a free association task (Salmon et al., 1988). Hyper-priming has been reported on lexical decision tasks and found to be associated with degraded semantic representations (Chertkow et al., 1989; Giffard et al., 2002; Margolin, Pate, & Friedrich, 1996; Martin, 1992). To account for the hyper-priming in PAD, Martin (1992) suggested that changes in semantic activation are more robust for processing information that is degraded, such that a degraded semantic network benefits more from a semantic prime in than an intact semantic network. To account for the difference in performance on tasks requiring implicit versus explicit access to semantic representations, it has been suggested that participants with PAD have difficulty performing an intentional search through semantic memory, but perform relatively normally when relying on the automatic spread of
activation in the semantic network (Chertkow & Bub, 1990; Nebes, 1992; Ober, Shenaut, & Reed, 1995).

All of these studies with explicit and implicit tasks suggest that at some level, the semantic system is impaired (due to loss or degradation), and different investigators have used different tasks and methodologies to address this. However, this theory does not go unchallenged; an alternative argument suggests that lexical access, specifically, access of the phonological word form from semantics, is the primary deficit in PAD.

**Lexical Access Deficit in PAD**

Several researchers have argued that the naming impairment in PAD results from impaired access to the phonological form of the word (i.e., a retrieval deficit) in the presence of an overall intact semantic knowledge structure (Albert & Milberg, 1989; Benson & Geschwind, 1985; Nebes, 1992; Nebes et al., 1986; Nebes et al., 1989; Nebes, Martin, & Horn, 1984; Neils, Brennan, Cole, Boller, & Gerdeman, 1988; Ober & Shenaut, 1999; Thompson-Schill, Gabrieli, & Fleischman, 1999). Along these lines, it has been suggested that the presence of semantic errors is actually an indication that knowledge about the item is intact, despite the lack of the ability to retrieve it, rather than in indication of a semantic impairment (Nebes, 1989).

Semantic priming paradigms (as discussed earlier) have been employed to evaluate the status of semantic memory via an implicit task, in order to reduce the participant’s use of attentional mechanisms (Ober, 1999). There are reports of normal priming in adults with PAD (Nebes et al., 1984), as well as reports of hyper-priming which have been interpreted as being caused by abnormal attentional processes in the presence of preserved semantic memory (Hartman, 1991; Ober & Shenaut, 1995; Ober et al., 1995). In a meta-analysis of semantic priming studies, Ober et al. (1995) reported that hyper-
priming was due to attentional mechanisms which co-occurred with large increases in reaction times found in controlled priming paradigms. These researchers argued that the hyper-priming represented evidence that automatic spreading activation was occurring among semantic representations in the semantic priming task (Ober et al., 1995). Further evidence for this comes from another study by Ober and colleagues (1995) in which adults with PAD, as well as healthy young and older adults participated in a series of lexical decision tasks. Results showed that priming effects were equal across the groups. The PAD group demonstrated longer reaction times on low frequency words before making lexical decisions, and this was interpreted as an indication that additional time was needed for reaching activation level threshold for these items. Ober et al. (1995) argued that these data reflected an intact semantic memory structure in PAD.

Two event-related potential (ERP) studies offered more support for an access deficit in PAD (Ford et al., 2001; Schwartz et al., 1996). Event related potentials measure electrical manifestations of particular psychological processes that occur in preparation for or in response to discrete events (Fabiani, Gratton, & Coles, 2000; Kutas & Hillyard, 1980). The N400 is a negative going deflection occurring at ~400 ms and occurs in response to anomalous information, specifically, semantic violations; for example it is larger when the prime is unrelated to the target compared to when it is related (Fabiani et al., 2000; Kutas & Hillyard, 1980). Schwartz et al. (1996) compared healthy older adults and adults with PAD to determine whether or not the specificity of a category prime had a differential effect on the degree of semantic priming in these two populations. Using a variation of a category verification task, the investigators asked the participants first to listen to a prime that was delivered auditorily as a name of a category (different levels,
e.g. superordinate and subordinate) and then, to read the written presentation of the target name (i.e., a member of a category). While the most robust priming effects were found in the young adults, the smallest priming effect and slowest reaction times were found in the PAD group. Responsiveness to the category manipulation was revealed in priming effects that were similar across the groups, not just in the reaction times but also in the ERP N400 congruity effects being larger on some levels, for example, the subordinate category level. Thus, category level manipulation affected the PAD group, and this was interpreted as evidence for an intact semantic network. In contrast, longer response times and smaller priming effects were attributed to the demands of the task and the necessity of searching through memory while engaged in online processing required for this and other similar tasks (Schwartz et al., 1996).

In a more recent ERP study, Ford et al. (2001) examined priming based on age and dementia, and asked whether the N400 amplitude could be used to show specific semantic memory deficits for objects that could not be named. The participants (adults with PAD, healthy young controls and healthy older adult controls) completed a pretest confrontation picture naming task consisting of items from 12 semantic categories. The following week, the participants completed a picture naming verification task while ERPs were measured. The participants were instructed to press a button to indicate whether or not the prime (a picture) matched the target (a word). The consistent finding across the groups was that for a word that did not match the picture, there was a more negative N400 amplitude. The ability of the PAD group to correctly name pictures was not associated with the N400 priming effect or any corresponding scalp distributions. Thus, despite an inability to access the name of an item, there was evidence from the N400
results that the PAD group had sufficiently intact knowledge for priming responses at the cortical level (Ford et al., 2001).

It has been suggested that while the structure of semantic memory is not damaged in PAD, there is a generalized cognitive processing deficit, which is required for intentionally retrieving and evaluating information, and decision making (Nebes, 1992). This results in word retrieval or access deficits. Two ERP studies (Ford et al., 2001; Schwartz et al., 1996) also provide evidence for a fairly preserved semantic structure in PAD. Additional support for an access deficit in PAD comes from the finding by Ousset et al., (2002) that initial syllable cues and the sound representing the item were among the most effective cues during a oral naming to definition task, while providing the semantic category was the least effective.

**Semantic Impairment and Lexical Access Deficit in PAD**

The most likely explanation of these disparate findings is that the naming deficit in PAD is due to a combination of a breakdown in both semantic memory and retrieval abilities (Bowles, Obler, & Albert, 1987; Huff et al., 1988; Watson, Welsh-Bohmer, Hoffman, Lowe, & Rubin, 1999; Williamson et al., 1998). This has been suggested based on results from confrontation naming and fluency tasks.

Williamson et al. (1998) made predictions about performance of healthy older adults compared to adults with PAD on two confrontation naming tasks: the Boston Naming Test (Kaplan, Goodglass, & Weintraub, 1983) and the Action Naming Test (Nicholas, Obler, Albert, & Goodglass, 1985), based on knowledge about the underlying anatomy and PAD pathology. More specifically, they predicted that, compared to action naming; object naming would be more impaired in PAD. This was because the disease process had resulted in more extensive damage to the left temporal area which is needed
for naming objects, compared to the frontal areas required for naming actions. Compared to the control group, the participants with PAD were less accurate on both measures, but their overall performance was worse on the BNT, on object naming test, compared to the Action Naming Test. Williamson et al. (1998) suggested that object naming revealed significant impairments at the semantic specification and lexical levels. However, for action naming, the impairment was mostly at the semantic specification level, while the lexical level remained fairly intact. The authors also attributed the presence of more No Response errors on objects than on actions to the corresponding damage to the anatomy that underlies that function. Williamson et al (1998) concluded that compared to healthy older control participants, adults with PAD are not as accurate when they name objects and actions. Furthermore, the degree of deficit is more pronounced with objects, which was attributed to impairment not just at the semantic specification level, but also at the level of lexical access. Based on these findings, we designed our study to address both of these levels of deficits. The participants engaged in both lexical and semantic tasks to stimulate the system at both the lexical (e.g., repeating the correct name of the item to access the word form) and semantic levels (e.g., answering questions about semantic features of the item).

In summary, the naming impairment in PAD has been attributed to a loss of or degradation in semantic memory storage and/or organization, disruption of the retrieval of the information in the network, a combination of these, or other factors related to task demands. However, there is reason to believe that the semantic structure, at least in terms of semantic categories, is still fairly preserved in early PAD (Flicker et al., 1987; Huff et al., 1986; Martin & Fedio, 1983; Nebes et al., 1986; Salmon, Butters et al., 1999;
Schwartz et al., 1979; Warrington, 1975). For example, although Cronin-Golomb et al. (1992) reported longer reaction times on a category decision task as well as smaller number of items on a category generation task, the pattern was normal across categories and items were ranked by typicality in a normal manner. This was interpreted as being a reflection of intact semantic category organization (Cronin-Golomb et al., 1992).

**Naming Treatment Studies in PAD**

Although there is a plethora of research on the naming impairment in PAD, there are only a few naming treatment studies that involved participants with PAD (Abrahams & Camp, 1993; Fuller et al., 2001; Ousset et al., 2002; Rothi et al., 2005). Like the typicality training studies with the aphasia population (Kiran & Thompson, 2003b; Mayer et al., 2004; Stanczak et al., 2005, 2006), these three PAD studies also had picture naming outcomes based on comparisons of performance before and after the intervention (i.e., a treatment effect), and examined generalization to untrained items. Although these three PAD treatment studies are very different from each other, they each have important implications for the future of word finding treatment for this population.

Using a single subject design study with two adults with dementia, Abrahams and Camp (1993) used spaced-retrieval training (SRT). Spaced retrieval training is a technique that intersperses increasing time intervals between presentation of a target by the clinician and recall of it by the participant. Participant 1 was diagnosed with progressive dementia (16/30 on the Mini Mental Status Exam; MMSE) (Folstein, Folstein, & McHugh, 1975) and Participant 2 had PAD (13/30 on the MMSE). Each participant was tested on the Boston Naming Test (Kaplan et al., 1983). From these results, nine training items from each participant were identified for use as a subset of training and control items. While two of these items were treated, the other seven were
controls (Abrahams & Camp, 1993). Abrahams and Camp (1993) reported that the results of two different treatment targets for each participant showed improved performance (e.g., naming an item after a maximum of 300 seconds). Only Participant 1 was tested two weeks later. This showed maintenance effects for one of the two items, despite a six point drop in her MMSE score (10/30). Abrahams and Camp (1993) described generalization to untrained exemplars of the trained items: a colored drawing of the target; a second target; and an actual exemplar. The investigators reported that SRT was effective in adults with dementia because they not only have word-finding deficits, but also have cognitive deficits that affect the ability to remember new information. It was suggested that SRT uses procedural memory, which appears to be intact in this population, and thus enabled the participants to benefit from the anomia treatment (Abrahams & Camp, 1993).

Although both participants did not have PAD, the findings from this early anomia treatment study by Abrahams and Camp (1993) have value because they were the first to demonstrate a treatment effect after using SRT, in the PAD population, even with participants with low MMSE scores. Spaced retrieval training does not provide any semantic information about the item, but uses repetition. It was not clear if the items that showed generalization actually generalized. Instead, it could be that it was easier for the participant to name the color drawing.

Ousset et al. (2002) compared the effects of an experimental lexical therapy targeting both episodic and lexical stimulation in adults with mild PAD who were on an acetyl cholinesterase inhibitor. The average MMSE score was 21.1. The participants were divided into two groups of eight: one group received lexical therapy (with narratives and
definitions) and the other, a control group, received occupational therapy (i.e., pottery, drawing, and conversations). The treatment was provided in 16 sessions, once a week, with a two week break at the midpoint. The pre and posttest picture naming stimuli consisted of 120 black and white line drawings from three categories. While 80 of these items from the three categories were a part of the lexical therapy, the remaining 40 were not. During each lexical therapy session, the participant first read aloud a narrative from a computer screen and then listened while the examiner read it. Then, the participant completed a naming to definition task on the computer. There were 20 definitions, half of the words were in the narrative to provide both semantic and episodic reinforcement; and half of the words were not in the narrative, to provide episodic reinforcement. When the participant did not respond or was incorrect, the computer randomly provided one of five different types of cues (i.e., semantic category, first syllable, first grapheme, presentation of the item as a color drawing; or the item’s associated sound). If this did not result in a correct response, the computer provided the answer. Compared to the control group, Ousset et al. (2002) reported a significant improvement from pretest to posttest for the treated items in the lexical therapy group (i.e., a treatment effect) but generalization to untreated items was not significant. The investigators also commented about the possible benefit of episodic long-term memory reinforcing the association between the object’s form and the name of it. Although the narratives (i.e., part of the lexical therapy) were designed to assist in memorization of the lexical labels, the participants were better at retrieving the words that were not in the narratives. Ousset et al. (2002) interpreted this reduced naming as a possible indication that working memory was over-extended by the semantic context in the narratives.
The analyses from the cues revealed that the presentation of the color drawings and the initial syllable were the most effective cues, and Ousset et al. (2002) hypothesized that both of these improved the process of searching the lexicon. The semantic category cue was the least effective. To account for this, the authors suggested that the naming deficit in their patients primarily affected their ability to access the phonological form from semantics. Ousset et al. (2002) questioned if the participants actually had a semantic deficit and used the training as a semantic intervention. Alternatively, it was hypothesized that the participants were a subgroup of the PAD population, such that their anomia might have been due to a retrieval deficit, and the lexical therapy provided rehearsal targeting episodic lexical information and linking it to objects and their corresponding names (Ousset et al., 2002).

This group study by Ousset et al. (2002) clearly showed treatment effects from the training and provided an innovative approach to remediate anomia. Trained words were unrelated to each other. It is unclear why Ousset et al. (2002) did not report generalization to untrained items, when the training items were from three categories. Also, further examination of the results indicated that there was generalization to another task. The participants showed better naming performance at the posttest compared to the pretest, but the treatment involved narratives and oral naming to definition, not naming pictures. Generalization to another task suggests that the treatment strengthened connections between semantic and phonological representations (Hillis, 1998). As mentioned earlier, the findings from Ousset et al. (2002), which indicated that the category cue was the least helpful on the naming task, could provide further support for the notion that semantic category structure in PAD is still intact. The rationale for the use
of the semantic categories as the semantic cue was not addressed. Given the evidence of preserved superordinate semantic category knowledge (Chertkow & Bub, 1990; Flicker et al., 1987; Hodges et al., 1991; Huff et al., 1986; Lukatela et al., 1998; Martin, 1992; Martin & Fedio, 1983; Nebes et al., 1986; Salmon, Butters et al., 1999; Schwartz et al., 1979; Warrington, 1975) but degraded attribute knowledge (Martin, 1992) it is not surprising that the category cue had minimal effects. Perhaps a more potent semantic cue would have been to provide more distinguishing information about the item or possibly a picture of it with some foils. This might have led to better performance on the oral naming to definition task.

A recent single subject design study (Fuller et al., 2001; Rothi et al., 2005) also used an acetyl cholinesterases inhibitor, but with an errorless learning paradigm to improve confrontation naming in six adults with PAD. The scores for the patients on the MMSE were \( \geq 10 \). In this study, the stimuli consisted of 100 words, evenly divided for high and low frequency, matched with black and white line drawings from eight semantic categories representing both natural kinds (e.g., animals) and artifact categories (e.g., clothing) with 10 exemplars per category. Three subsets of stimuli based on baseline performance were developed for each participant using three categories, allowing for training on two of these, while the third subset was used both for generalization and experimental control. To establish baseline stability, each participant named the 100 pictures over eight daily probes (i.e., over eight sessions). Sixty minute therapy sessions were provided four times per week, until criterion was met (90%) or after 20 sessions (20-35 sessions were needed to complete the entire protocol) (Fuller et al., 2001; Rothi et al., 2005).
The therapy included two similar treatment phases to determine if the improvements seen in Phase 1 would show response generalization to performance from Phase 2, which at that point would be an untrained set of stimuli. There were two treatment conditions, immediate and delayed repetition. For Phase One, Treatment Condition One involved simultaneous repetition in which the clinician presented the picture, stated the correct name of it and had the participant repeat it. For Treatment Condition Two, delayed repetition was used in which the clinician presented the picture and if the participant knew the name, he/she stated it. If/when the participant did not know the name of the item, he/she informed the clinician. Then, the clinician stated it and had the participant repeat it (Fuller et al., 2001; Rothi et al., 2005). In other words, there was a delay from the time the participant saw the picture until he/she repeated. The results revealed that half of the participants (i.e., three of six) showed a treatment effect. There was no generalization to the untrained items. However, results from the three month maintenance probes showed that the treatment effect was still evident. The investigators also conducted a post hoc review of the participant’s records and identified two other factors that appeared to play a role in the outcomes. The three participants who responded to the treatment both lived at home (versus in an institution) and were not on medications that could affect the learning process and brain plasticity (Fuller et al., 2001; Rothi et al., 2005).

This study (Fuller et al., 2001; Rothi et al., 2005) was the first to demonstrate successful application of errorless learning (i.e., treatment and maintenance effects) in a naming treatment in the PAD population. Furthermore, the influence of both the living status and the medications are important considerations for treatment planning. Perhaps
another reason for the treatment effect was the use of semantic categories (both man-made and natural kinds) and their exemplars.

These three studies (Abrahams & Camp, 1993; Fuller et al., 2001; Ousset et al., 2002; Rothi et al., 2005) were theoretically motivated, well-designed, and offer different approaches for improving the naming performance in adults with PAD, including single subject and group design. More specifically, two of these treatment approaches combined cholinergic medication with training items from semantic categories, one in a lexical training with narratives and naming to definition (Ousset et al., 2002) and the other via an errorless learning paradigm (Fuller et al., 2001; Rothi et al., 2005). Generalization to untrained items essentially did not occur in any of these studies. However, the finding that treated behaviors were maintained for one participant two weeks after training (Abrahams & Camp, 1993) and for three participants three months after training (Rothi et al., 2005) is remarkable. This reflects the responsiveness to the training and that the effect was robust despite the MMSE scores. The lack of generalization to untrained items following anomia treatment in the PAD warrants further investigation.

According to Nadeau and Gonzalez Rothi (2004), the connectionist approach views anomia (that is caused by a semantic deficit) as a reflection of insufficiently engaged representations of features that are critical for making distinctions among concepts. When a network is damaged, a large amount of information still remains in the network, so the focus should be on refining the damaged network via semantic therapy. In particular, the network needs to be changed in terms of its connectivity so that there is more reliable engagement of the distinguishing features, while simultaneously there is relatively a disengagement of the shared features (Nadeau & Gonzalez Rothi, 2004). These findings
suggest that participants with early PAD might therefore be appropriate for the semantically based training provided in our study which compared typical and atypical category exemplars.
CHAPTER 3
LITERATURE REVIEW 2: A BRIEF OVERVIEW OF THE ORGANIZATION OF SEMANTIC MEMORY

Since this study relied heavily on the predictions of theories about semantic category structure, it is important to provide a brief overview of some semantic theories and categorization. This is followed by a discussion of the two views which can be used to compare training with typical and atypical category exemplars. The family resemblance/prototype (Rosch, 1975) view provides support for training typical items, while support for training atypical items to achieve maximum generalization comes from the Complexity Account of Treatment Efficacy (Thompson et al., 2003), and a connectionist model of a computer simulation of acquired dyslexia (Plaut, 1996). Next, there is a brief description of the four studies that have compared these views in the context of a naming intervention with typical and atypical category exemplars for adults with aphasia (Kiran & Thompson, 2003b; Mayer et al., 2004; Stanczak et al., 2005, 2006). A rationale for applying this training in adults with mild to moderate probable Alzheimer disease (PAD) is also be provided. This leads to a discussion of the current study.

A Brief Overview of Semantic Memory and Categorization

Semantic memory has been described as a hierarchical network consisting of conceptual information and knowledge, storing semantic representations of facts, knowledge for objects and concepts, words and their corresponding meanings, as well as associations (Au & Bowles, 1991; Bayles, Kasniak, & Tomoeda, 1987; Tulving, 1983).
Within the semantic system, the representations are organized in a hierarchical order and distributed throughout the association cortices of the brain (Marshall, 1988; McCarthy & Warrington, 1990).

It is important to briefly describe the networks that allow for this organization at the word level. The spreading activation theory (Collins & Loftus, 1975; Quillian, 1967) suggests that there are at least two levels of representations, semantic, which is organized based on semantic similarity of the meaning of the word, and lexical, which is organized based on the phonemic similarity (and to an extent, orthographic similarity). Furthermore, concepts have been hypothesized to have representations as nodes in a network that have features of the concept that are represented as associated connections to other nodes (Collins & Loftus, 1975; Quillian, 1967). These links are based on the importance or relevance of the information to the concept’s meaning such that more important nodes have shorter links or distances between two concepts, and together the nodes make up the network (Collins & Loftus, 1975; Quillian, 1967). The similarity allows for information to spread along pathways in the network (Collins & Loftus, 1975; Quillian, 1967).

Support for the notion of a semantic network and the spreading activation theory (Collins & Loftus, 1975; Quillian, 1967) comes from the semantic priming effect, initially described by Meyer and Schvaneveldt (1971), in which participants had faster reaction times when the prime in a lexical decision task was associated with the target, but were slower when it was not associated. For example, responses to “butter” were faster when preceded by “bread” than when preceded by “window.” It was theorized these faster responses (i.e., facilitation) occurred as a result of spreading activation due to shared semantic contexts. The decision was faster because there was an increase in the
availability of the target as a result of the prime. More specifically, the memory system is connected to the node for butter, so when one is activated, the activation spreads to connected nodes (Meyer & Schvaneveldt, 1971). According to Martin (1992), semantic priming assumes that there should be automatic activation of an object’s representation upon presentation of the object (picture presentation or word), and related concepts should be activated by the spread of activation, which increases accessibility to the name of the object.

Martin (1992) further suggested that these explanations of semantic priming are based on the assumption that the brain is a distributed neural network that instantiates semantic representations. For example, presentation of a picture results in activation of a corresponding neural network, which includes representations of the attributes of the item. Items that are closely related have many shared attributes and overlapping networks that represent them (Martin, 1992). This also explains how the semantic network responds to such information, and when activated above the threshold, semantic processing allows for selection of the target word instead of others (Boyle, 2004; Boyle & Coelho, 1995; Coelho et al., 2000). Although there are different theories related to this topic, it is beyond the focus of our study.

The contents of mental representations have been used to account for a range of phenomena such as knowledge of correctly recognizing objects by their name (i.e., word’s label) (Medin & Smith, 1984). There is a large body of research on semantic categories and how they are represented (Kiran & Thompson, 2003a). This literature review focuses on the superordinate classification of a category, which is a higher-level
grouping allowing for concrete objects to be classified into various divisions (Rosch, 1975).

There are several benefits of categorization, for example, it is both economic and informative. In terms of economy, categories frankly provide a practical and adaptive means for classifying similar items in order to avoid the overwhelming cognitive task of considering all items as if they were unique (Anderson, 1991). Categorizing also allows for assumptions about information that is not explicitly provided, for example, that the item will share similarities with other items in that category (Anderson, 1991; Komatsu, 1992).

Historically, different views have been put forth to account for concepts and categorization. Within some theories of psychology and philosophy the nature of categories is described as Aristotelian (Rosch, 1973a, 1975): They are logical; have clear boundaries; and criteria-based membership. Thus, being a category member requires having a basic set of essential attributes or features such that each item is fully and equally a member. This approach is known as the classical view, which suggests that the representation of categories is achieved by having a set of defining features (Kiran & Thompson, 2003a).

The classical view was challenged by Wittgenstein (1953) who argued that the requirements of formal criteria were not necessary from either a logical or psychological point of view (Rosch & Mervis, 1975). Despite critique, the classical view was researched during the 1960s and considered to be adequate as an appropriate way to describe lexical concepts found in everyday living (Komatsu, 1992). However, by the 1970s, problems with the classical view surfaced, including a lack of evidence for
“defining properties” of objects and concepts, identification of categories that did not have clear-cut boundaries, and evidence suggesting that there is inequality among category members, and resulted in its decline (Kiran & Thompson, 2003a; Komatsu, 1992; Medin & Smith, 1984; Posner & Keele, 1968; Rosch, 1973a, 1975). This led to the development of other theories, including the family resemblance/prototype view (Rosch, 1975; Rosch & Mervis, 1975), which has been described as being among the most widely cited psychological concepts (Hampton, 1995) and is discussed in more detail below.

**Family Resemblance/Prototype View**

Rosch (1973a; Rosch, 1975) argued that for many natural semantic categories, the Aristolean approach does not apply. “Family resemblance” is the term that was applied to highlight the structural principles governing category membership. The notion of family resemblance means that there is an internal structure to the category, such that it is organized around a category prototype (Rosch & Mervis, 1975). This allows for a very general approach to the relationships and for application to categories whether they share features with other category members or meet formal criteria for membership in the category. Some of the original work on this topic (Rosch, 1973a) revealed that the prototype of the category is the “best example” of a category and/or “the clearest case” of category membership. The prototype occupied the central location within the category, surrounded by other category members that differed in degree of similarity to the prototype, and, thus, were not equal in terms of category membership (Rosch, 1973a). Rosch (1975) reasoned that there were graded representations of what the category represented signified. Consequently, some items were better representatives of a category. This approach offered an alternative to the classical view, with both its need for clear-cut boundaries for categories and criteria of defining features for category
membership. Rosch (Rosch, 1975; Rosch & Mervis, 1975) theorized that categories have an internal structure such that they are organized by a family resemblance to a prototypical category member, and it was the degree and type of resemblance to the category prototype that was the foundation of the category structure.

More specifically, the notion of categories having an internal structure of categories has been tested by asking healthy participants to use a seven-point scale to rate how well a category member fits their image of a given category’s name (Rosch, 1975; Rosch & Mervis, 1975). The results showed that some items were more representative than others of that category and these ratings, because they shared features with other items in that category. Thus, they had a family resemblance. These were considered good examples, while others were considered to be poor examples because they did not. These ratings also have been found to be reliable predictors of category verification task performance in which the participants are presented with a statement (e.g., a ___ (i.e., an exemplar) is a ___ (i.e., a category)) and decide if it is true or false. Faster reaction times and higher ratings are found when an item shares features with the category prototype. For example, the exemplar robin is a good example because it is much closer to the prototype, compared to a penguin (a poor example); participants were faster and more accurate verifying that a robin was a bird than that a penguin was a bird (Rips, Shoben, & Smith, 1973; Rosch, 1973a, 1975; Rosch & Mervis, 1975). This is called the typicality effect and additional reports of it are discussed below. It has been suggested that the organization of semantic categories that is based on family resemblance to a prototype is relevant to semantic memory and retrieval (Rips et al., 1973; Rosch, 1973b, 1975).
One of the corollaries of the family resemblance/prototype theory is that the most prototypical members of a category have the most shared attributes with other items in that category and, consequently, represent the central tendency of the category (Rosch, 1975; Rosch & Mervis, 1975). Moreover, as a result of being a prototype defining the category, the prototypical members have the least family resemblance with other categories (Rosch, 1975; Rosch & Mervis, 1975). Furthermore, the more typical items in a category are, the more they share features with the prototype and with each other (e.g., robins, bluejays) while the more atypical items share fewer features with the category prototype and also have more in common with items from other categories (e.g., penguins, ostrichs). Therefore, categories have an internal organization somewhat like a target, such that the prototype is at the center of the bull’s-eye, surrounded by typical category exemplars that have many overlapping features with each other and the prototype. Atypical items are more distant from the prototype and share fewer features among themselves and with the prototype (Rosch, 1975; Rosch & Mervis, 1975).

Some of the conclusions from the family resemblance/prototype view (Rosch, 1973a, 1975; Rosch & Mervis, 1975) are applicable to our study. First, there are clear and pervasive findings suggesting that semantic categories have internal structure that influence the processing of words. This is inconsistent with the classical view, but compatible with the spreading activation theory of semantic memory (Collins & Loftus, 1975; Quillian, 1967). Second, faster reaction times to pictures of objects than words, would suggest that the underlying nature of the semantic representation could be closer to pictures (i.e., more visual than verbal) (Rosch, 1973a, 1975; Rosch & Mervis, 1975).
A wide range of studies have investigated the predictions of the family resemblance view. The typicality effect, the finding of better performance (e.g., faster reaction times and better accuracy) for typical compared to atypical category members has been widely reported in non-brain damaged adults (Hampton, 1995; Kiran & Thompson, 2003a; Posner & Keele, 1968; Rips et al., 1973; Rosch, 1973a, 1975; Rosch & Mervis, 1975).

The various tasks tend to involve words, and these are discussed first, for example in category exemplar rating tasks (Rosch, 1975; Uyeda & Mandler, 1980) and priming paradigms involving category verification (Fujihara, Nageishi, Koyama, & Nakajima, 1998; Kiran & Thompson, 2003a; Rosch, 1975; Rosch & Mervis, 1975; Smith, Shoben, & Rips, 1974). Patterns have also been used in a task requiring learning items in a category (Posner & Keele, 1968). A description of the task is provided below, and this is followed by some studies that suggest that the use of pictures might be different from words.

In the priming studies that used the category verification task with words, the superordinate semantic category name was used as the prime, and the target was a typical or atypical category exemplar from that category. Participants were instructed to decide if the target item was a member of that category. The results revealed faster reaction times and more accurate responses for primes that had been rated as good examples, and these were typical items. Longer reaction times and lower accuracy scores were found for poor examples, and these were mostly atypical exemplars (Fujihara et al., 1998; Kiran & Thompson, 2003a; Rosch, 1975; Rosch & Mervis, 1975; Smith et al., 1974).

The typicality studies using categorization tasks offer a comparison of how typical and atypical items are processed in these tasks (Collins & Loftus, 1975). Typical items
have distinguishing features that reduce a positive decision on the basis of the superordinate connection (Collins & Loftus, 1975; Quillian, 1967). Also, superordinate connections have different strengths which relates to accessibility, which is dependent upon use (Collins & Loftus, 1975; Quillian, 1967). Furthermore, there is a high correlation between typicality ratings and accessibility (Collins & Loftus, 1975; Quillian, 1967). Thus, the typicality effect provides more evidence that semantic similarity increases the speed of making a positive decision and reduces the time for making a negative decision. In contrast, increased reaction times are found for atypical items, because, based on the overlap of features, they represent only some of the category that they belong to and might overlap with other categories as well (Collins & Loftus, 1975; Kiran & Thompson, 2003a; Quillian, 1967; Rosch, 1975; Rosch & Mervis, 1975).

Further support for the typicality effect comes from a study using event-related potentials (i.e., ERPs) during a category verification task in healthy adults (Fujihara et al., 1998). Event related potentials measure electrical manifestations of particular psychological processes that occur in preparation for or in response to discrete events (Fabiani et al., 2000; Kutas & Hillyard, 1980). The N400 is a negative going deflection occurring at ~400 ms and occurs in response to anomalous information, specifically, semantic violations; for example it is larger when the prime is unrelated to the target compared to when it is related (Fabiani et al., 2000; Kutas & Hillyard, 1980). Fujihara et al. (1998) found that participants had different responses to typical and atypical words. The N400 were more negative after atypical words, than they were after typical words. A typicality effect was found (i.e., fastest and most accurate responses occurred after the typical words). This led to the conclusion that greater priming occurred during typical
words compared to atypical words. This was interpreted to be consistent with the hypothesis that the prototype represents the concept of the category, which is the central tendency for each of the category members (Fujihara et al., 1998).

Pictures have also been used as stimuli in category tasks, and according to Snodgrass and McCullough (1986) pictures from a category look similar to each other compared those from different categories, for example, they cite the finding by Rosch (Rosch, 1977, 1978) that based on visual similarity ratings of items from categories of fruit, animals, and vehicles, the ratings were higher for the ones that looked similar to each other. Snodgrass and McCullough (1986) provided more evidence that the time to decide if a picture belongs to a category could be increased or decreased based on the similarity of the items in the category. The investigators suggested that people can categorize a picture and a word via semantic access, but with a picture, people can just use the visual stimulus or the prototype of the category. It was suggested that both visual and semantic strategies are used. Snodgrass and McCullough (1986) thus concluded that picture categorization is not an appropriate task for a comparison of speed of understanding of words and pictures. Although this study did not compare typical and atypical items, it might have referred to them in terms of similar (i.e., typical) and dissimilar (i.e., typical). There is at least one study that provided evidence for the notion that identification of objects first occurs at a level of abstraction that is not the greatest degree of general or specific “entry point”, but instead varies based on typicality (Jolicoeur, Gluck, & Kosslyn, 1984). This suggested that identification of typical items occurred at the “basic level” compared to atypical items, which are subordinate to this level (Jolicoeur et al., 1984).
The term representativeness has also been used to refer to typicality such that high representativeness suggests typical items and low representativeness indicates atypical items (Grossman, Robinson, Biassou, White-Devine, & D'Esposito, 1998). Grossman et al. (1998) has reported that pictures were used with healthy older adults and they showed sensitivity to the degree of typicality (i.e., typicality effect). Another study using pictures found that older adults showed typicality effects with both category judgment tasks and exemplar judgment tasks (Cobb, 2005).

All of these studies examining the typicality effect have involved healthy, non-brain damaged adults. The findings have shown that typical items are processed faster and more accurately. Several of these and other studies were primarily focused on adults with brain damage, but it was important to reveal the pattern in the normal population prior to addressing the patient groups. These include adults with probable Alzheimer disease and other research with adults with aphasia. Some examples are discussed next.

Some studies have found typicality effects in adults with probable Alzheimer disease (PAD) using category verification tasks (Cobb, 2005; Grossman et al., 1998). Other variations of this task, for example ranking attributes or ordering the representativeness of category exemplars (Cronin-Golomb et al., 1992) and some also included rankings of dominance, which relates to the significance of the feature to the meaning of the item (Nebes et al., 1986; Nebes & Brady, 1990). In a category fluency task adults with PAD have shown normal variations in the typicality of the items produced (Ober, Dronkers, Koss, Delis, & Friedland, 1986). Grossman et al. (1998) found normal typicality effects on a category judgment task, but this was only in the
subgroup of PAD participants who did not have a semantic impairment, but had naming deficits.

In contrast, Grossman et al. (1998) reported that the other subgroup of their PAD participants had a semantic deficit, demonstrated naming deficits and insensitivity to the representativeness. These participants did not differentiate among the levels (low, moderate, and high) and this was attributed to compromised ability to make similarity judgments (Grossman, 1981; 1998). Other PAD studies have shown no typicality effects or otherwise differences in processing atypical and typical item in this population, for example impaired performance on ranking attributes (Grober et al., 1985). Sailor et al. (2004) compared the responses of healthy older adults and PAD participants on a category generation task. The analyses revealed that compared to healthy older adults, the PAD group produced significantly fewer atypical items. This was the trend across the categories of fruit, vegetables, animals, and footwear. It was concluded that the PAD group had a slower search rate through semantic memory compared to the healthy older adults (Sailor et al., 2004). Also, as mentioned in the previous chapter, a property verification task revealed worse performance on category generation low typical items (Smith et al., 1995).

Although most of these studies indicated that the PAD population has deficits on atypical items, to the best of our knowledge, there is at least one study that showed better performance on atypical items (Cobb, 2005). The purpose of this study by Cobb (2005) was to attempt to understand if typical items were affected by the pathology of Alzheimer disease. Using the bottom-up deterioration hypothesis in PAD, Cobb (2005) theorized that the vulnerability of typical items compared to atypical items could be described as:
Generalized (equal); Strength (not as vulnerable); Distinctiveness (more vulnerable).

Category judgment tasks and exemplar judgment tasks were used in which pictures were shown and the participants verified them. The results indicated that like the healthy older adults, the PAD group showed a typicality effect on the category judgments (i.e., faster and more accurate responses were found on the typical items). In contrast, on the other task of verifying the exemplars, the PAD group showed deficits on the typical items compared to healthy older adults. Cobb (2005) suggested that these findings provide some evidence that the typical items were more vulnerable to the deterioration, and thus provided support for the distinctiveness model. However, Cobb (2005) also cautioned about generalizing the results because of this preliminary study due to some issues related to methodology.

Research on the typicality effect has also been conducted in the aphasia population. In a category generation task, Grossman (1981) compared the number and typicality of the exemplars generated (i.e., typical and atypical) between a group of participants with nonfluent aphasia and another group with fluent aphasia. The majority of the items produced by the nonfluent group were typical items. Grossman (1981) suggested that this occurred because these participants used the central tendency of the category as a guide and compared the target item to it. In contrast, the fluent aphasia group produced a more even distribution of typical and atypical exemplars, starting out with more typical items (like the nonfluent group), but then producing items that were as close to the central part of the category and even from other categories. Moreover, participants with fluent aphasia actually produced many responses that were not members of the specified category. To account for these findings, Grossman (1981) suggested that these
participants were aware of the central tendency of the category but had reduced mental representations related to the category’s border. Thus, they violated category boundaries (Grossman et al., 1998). Grober et al. (1980) used a category verification task in two modalities (i.e., pictures and words) to determine if performance on these tasks could distinguish groups of patients with anterior (i.e., nonfluent) aphasia and posterior (i.e., fluent) aphasia. There were no differences between performance with pictures and words for any of the patient groups. Furthermore, across groups, the typicality effect was realized as both faster response times and better accuracy for the typical exemplars. However, while the nonfluent patients were fairly accurate in their classifications of atypical category exemplars, this was not the case for the fluent patients. When the item clearly belonged to a given category, the fluent group was accurate, but when the item was at the category boundary, they were less accurate. Grober et al. (1980) suggested this difficulty with atypical items was due to a disruption of the underlying semantic structure of semantic categories in fluent aphasia. Although this task was different from the category generation task used by Grossman (1981), the findings for the patients with fluent aphasia are compatible.

In a category verification study, Kiran and Thompson (2003a) compared the performance of two groups of adults with fluent and nonfluent aphasia to young and older adults without brain damage. Typicality effects were expected to occur in all of the groups. However, based on previous research (Grober et al., 1985; Grossman, 1981), the pattern of activation for the fluent aphasia group was expected to be different. Kiran and Thompson (2003a) used words from the categories of vegetables, birds, and fish typicality ratings that they developed based on the seven-point scale used by Rosch
(1975). Participants first read a category name and decided if the next word was a member of that category or not. Furthermore, the overall results were consistent with the predictions: typicality effects were found in all the groups, and the fluent group displayed a different pattern of performance from the other groups. The fluent group had the smallest effect of typicality and the greatest number of errors. Although this group was more accurate on the typical items compared to the atypical items, their reaction times for accepting the correct typical items were not significantly faster than the correct atypical items. Kiran and Thompson (2003a) interpreted this as two different manifestations of a semantic impairment from the fluent aphasia. The first was that weakened boundaries of the target category led to increased numbers of errors. The second difficulty was that there was a decrease in the ability to access the prototype and this caused a deficit when comparing the target with the prototype of the category. They concluded that the findings of longer reaction times and more errors with atypical exemplars suggested impoverished associations linking atypical exemplars with their category’s prototype. Kiran and Thompson (2003a) theorized that these findings could offer more information about the nature of atypical category exemplars as having differential representation in semantic memory. Furthermore, the greater number of dissimilarities among atypical items in a category allows them to convey a broader range of variation across the category, and thus they were considered to be “more complex” (Kiran & Thompson, 2003a).

Thus, in the aphasia literature, there is at least one study suggesting that fluent aphasia affects the processing of atypical category exemplars in a category generation task (Grossman, 1981). This is understandable given that category generation requires searching semantic memory for an item within a category when only provided with the
superordinate category label. Some category verification task studies have shown
typicality effects in adults with nonfluent aphasia (Grober et al., 1980; Kiran &
Thompson, 2003a; Stanczak et al., 2005), including transcortical motor aphasia (Stanczak
et al., 2006), and fluent aphasia (Stanczak et al., 2005), including conduction aphasia
(Stanczak et al., 2006). In others studies, the typicality effect was found but was
somewhat disrupted in adults with fluent aphasia (Grober et al., 1980; Grossman, 1981;
Kiran & Thompson, 2003a), as shown by more difficulty (e.g., slower or less accurate)
on atypical items. Although the typicality effect indicated better performance with typical
items, at least one study did not find that typical items were verified faster than atypical
items that were correct (i.e., member of the given category) by the adults with fluent
aphasia (Kiran & Thompson, 2003a).

In summary, the family resemblance/prototype view (Rosch, 1975; Rosch &
Mervis, 1975) has had a strong influence on natural language research in category
representation (Barr & Caplan, 1987). Based on the family resemblance/prototype
hypothesis, there are several reasons for training typical category exemplars and they
could have an advantage over training atypical category exemplars. Typical items have
richer representations, and people have greater knowledge of them so they are used more,
and therefore accessed faster (Heilman, 2005, personal communication). Evidence from
adults with brain damage suggests that knowledge about atypical items is disrupted
following strokes to the posterior portion of the left hemisphere (Grober et al., 1985;
Grossman, 1981; Kiran & Thompson, 2003a), and also as a result of PAD (Sailor et al.,
2004; Smith et al., 1995).
The Complexity Account of Treatment Efficacy

As described above, atypical items have been hypothesized to be more complex (Kiran & Thompson, 2003a). The Complexity Account of Treatment Efficacy (CATE) was developed by Thompson et al. (2003) based on their study in which adults with agrammatic aphasia were trained to use sentences that were syntactically complex. As a result, participants showed generalization to less complex sentences whose structures shared processes with trained items. Several studies by Thompson and colleagues (Thompson et al., 1998; Thompson et al., 1997; Thompson et al., 2003) have reported that adults with aphasia have shown generalization following treatments in which complex syntactic structures were trained. This was because when more complex items were trained, this included variables that are relevant to items that are simpler. This promoted greater degrees of access to untrained items compared to the training of simple items (Thompson et al., 1998; Thompson et al., 1997; Thompson et al., 2003). Thompson et al. (2003) concluded that these findings were compatible with other studies in the literature and suggested that enhancement of performance is found under the following two conditions: when there is related linguistic structure and when treatment moves from greater degrees of complexity to lesser degrees of complexity. In addition to acquired language disorders, complexity has been used by Gierut (2001) as a guide for stimuli to promote generalization with children who have phonological disorders. The findings also have been positive and indicate that with greater degrees of target complexity, there are greater degrees of gains in phonological skills; these behaviors have been shown to generalize to untreated sounds (Gierut, 2001). These principles are borrowed from motor skill learning in adults and conditions under which the behavior is practiced (Schmidt & Lee, 1999). Generalization to untrained items in a picture naming study has also been
found to be successful when the focus has been on atypical items as a means for stimuli
selection because they have a hierarchical complexity (Kiran & Thompson, 2003b). This
and other behavioral studies are discussed below. However, it is important to first
understand the initial work in this area by Plaut (1996) in which he compared the training
of atypical and typical items in a connectionist model of acquired dyslexia.

**Connectionist Model and Computer Simulations**

Prior to describing the computer simulations by Plaut (1996), a brief overview of
the connectionist or parallel distributed processing (PDP) model is provided. The PDP is
a computational framework that allows for exploration of cognitive processes of normal
and damaged systems. Simulations are conducted to learn more about the processes and
to contribute to the development of potential rehabilitation programs (Plaut, 1996).
Parallel processing is the term used to describe how individual processing units (similar
to neurons), in a large array, are connected, but each performs a basic function and
represents a component of the modeled entity (Nadeau, 2000; Plaut, 1996; Rumelhart,
McClelland, & PDP Research Group, 1986). The units are linked by connections and the
strength of these connections reflects the knowledge of the network (Nadeau, 2000;
Nadeau & Gonzalez Rothi, 2004). Large patterns of activation, based on excitatory and
inhibitory signals, represent a concept which is referred to as a distributed representation
(Nadeau, 2000; Plaut, 1996; Rumelhart et al., 1986).

Plaut (1996) tested the family resemblance theory using a connectionist computer
model in which he simulated acquired dyslexia in three experiments. Only the first two
are discussed here. First, Plaut (1996) trained the model, then lesioned it to simulate the
effects of stroke. Finally, he retrained the model to simulate therapy after stroke in order
to better understand the degree and speed of recovery; how generalization occurs from
treated to untreated items, and the way this generalization might be maximized via selection of the treatment items.

In Plaut’s (1996) first experiment, he programmed the network and trained it to generate semantic information of about 40 words from five semantic categories (natural kinds and man-made) based on orthographic input. The training was done to allow mapping from the written words to their corresponding meanings. Then, Plaut (1996) damaged the network by random selection and removal of some of the units representing semantics and others representing orthography. Plaut (1996) randomly identified items for retraining: half of the words that were trained correctly and half that were not trained correctly. The remaining words were not retrained. Plaut (1996) reported that, compared to initial learning, retraining was faster because there was a re-establishment of consistency that was relevant among words and thus untreated words improved. Plaut (1996) suggested that location of the damage was important. When the semantic level was damaged, there was fast relearning and generalization was substantial. However, when the orthography level sustained damage, relearning was slower and generalization did not occur. Thus, there was better generalization at the semantic level because the words had relationships based on their meanings. This was based on the structure of the semantic organization of the set of words. Plaut (1996) hypothesized that the part of the system that was damaged could influence recovery. Furthermore, Plaut (1996) suggested that generalization had improved because the semantic categories from which the words were derived had a substantial amount of overlap in their semantic representation. This experiment provided support for using items from semantic categories in therapy because the consistency inherent in the items in the category allowed for efficient processing and
generalization. These findings also offer support for the family resemblance/prototype hypothesis (Rosch, 1975; Rosch & Mervis, 1975) for achieving a treatment effect. However, in terms of maximizing generalization, Plaut (1996) provided evidence for the benefit of training atypical items, and this was discovered in Experiment 2.

Plaut (1996) theorized that generalization could be obtained if the nature of the semantic representation of the items was a good estimate of semantic structure relevant to the whole set of words in the training stimuli. Selection of words for training were based on the word’s semantic representations (Plaut, 1996). Acknowledging that nouns are categorically organized, Plaut (1996) also used typicality, a semantic variable that is essential because it reflects the proximity to the central tendency of a category (Rosch, 1975). Plaut (1996) hypothesized that the extent of generalization from retraining is affected by the relative typicality of the treated words (i.e., typical versus atypical).

The training items that Plaut (1996) chose were 100 artificial “words” from one semantic category. These words were evenly divided into two sets in which the meaning was generated by varying the degree of featural overlap between a prototype item and other items in the category. Thus, the semantic features for the typical words were closer to the prototype of the category; whereas the features for the atypical words were further from the prototype. Training the network involved iterations that allowed for generation of the correct semantic representation for each word when the corresponding orthographic form was presented. Then, to lesion the network, Plaut (1996) randomly selected and deleted connections. Next he retrained 25 of the typical words and 25 atypical words in different networks. This allowed for evaluation of the impact of typicality on generalization to untrained typical items and untrained atypical items. The
results were consistent with Plaut’s (1996) predictions. The lesion rendered typical words more impaired compared to atypical words. Thus, Plaut (1996) suggested that typical words were more vulnerable to damage because they had more competitors that were close, due to the overlap. Thus, distinguishing typical words from other typical words (compared to distinguishing atypical words) required better accuracy by the network. In contrast, there were not as many competitors for atypical words, and distinguishing among atypical words was not as difficult as it was with typical words. However, as a result of retraining, trained typical words had significantly better performance compared to trained atypical words (Plaut, 1996).

Although these findings are relevant to recovery, Plaut (1996) argued that the more critical finding is the fate of the untreated words, because this related to choosing stimuli that could influence generalization, an important component of rehabilitation that clinicians could control. When the training was with either typical or atypical words, there was overall substantial improvement in the untreated typical words. However, atypical words only improved when the network was trained with atypical words. When atypical words were retrained there was more generalization to both untrained atypical and typical words compared to when typical words were trained. In contrast, when the network was trained with typical words, this had a negative impact on performance of untreated atypical words. To account for these results, Plaut (1996) hypothesized that typical words just focus on the central tendency of its category, without indicating the semantic features that can differ from the prototype. Thus, the typical words offer a good estimate about the degree of variation in the semantic features that is shared by other typical words, but not the information about the variation for the atypical words. In
contrast, atypical words indicate the *amount of variation* that can exist across members of a category while also approximating the category’s central tendency. Thus, Plaut (1996) hypothesized that atypical words collectively estimate the semantic representations that span more of the features required by the full set of words compared to representations of typical words. Consequently, training atypical words should result in generalization to typical words, because the semantic representations of the atypical words included information about the degree of variability within the category structure as well as information about the central tendency of the category (Plaut, 1996). While Plaut (1996) recommended using this approach, he cautioned that the atypical items should not be extremely atypical. The semantic dimensions should be relevant and thus allow for the average effects to be near the category’s central tendency. Plaut (1996) recommended that future research endeavors should involve training atypical items from several categories at the same time.

In summary, the PDP model has been described as operating in a manner consistent with the brain (Nadeau, 2000; Plaut, 1996; Rumelhart et al., 1986). Overall findings from Plaut (1996) provided a rationale for training items within a semantic category. Also, while training typical items resulted in better performance (i.e., acquisition or a training effect), training atypical yielded better generalization to untrained items. The results from Plaut (1996) are very positive and have great implications for clinical application. In particular, both category structure and atypical items are important in promoting generalization because they relate to the semantic representations of the items. However, it is important to remember that computer simulations involve isolated information and events, in which the experimenter programs all of the inputs and thus has complete
control over the information in the model. For example, the second experiment used artificial words from one category and the typical and atypical items were created by the network. This differs from the wide range of variation in humans in terms of semantic memory, learning, and the effects of brain damage and behavioral manifestations of different disorders. Nevertheless, as discussed below, studies with humans have been conducted and some of the findings are consistent with Plaut (1996).

**Similar Behavioral Studies**

A series of experiments on category learning in non-brain damaged college students was conducted by Posner and Keele (1968). Participants looked at patterns with varying degrees of distortions. These distortions ranged from high (i.e., the distance from the central tendency of the category was greater) to low (i.e., closer to the central tendency). The participants pressed a button to specify their selection for the given pattern, and received feedback about accuracy. This was repeated over several trials to allow for learning. Results showed that the participants had better generalization from learned patterns to new ones after training with highly variable patterns compared to when the training emphasized low variability. To account for this, Posner and Keele (1968) suggested that variability is an important part of the learning process. Although this study did not involve naming or a patient population, and did not use the term typical and atypical, the patterns with higher variability might be considered atypical, whereas those with much lower variability might be considered typical. Furthermore, the theoretical underpinnings are along the same lines, and can be considered support for training atypical items (Plaut, 1996).

More recently, three different groups of investigators (Kiran & Thompson, 2003b; Mayer et al., 2004; Stanczak et al., 2005, 2006) examined and compared the effects of
training typical and atypical category exemplars, and thus compared the two opposing views of typicality discussed above (Plaut, 1996; Rosch, 1975; Rosch & Mervis, 1975). Each of these therapy studies involved adults with aphasia in the context of a single-subject design targeting confrontation picture naming, and showed consistent evidence of treatment effects. However, the results were mixed, especially in terms of generalization. A brief description of these three studies is provided below. This is followed by a brief critique pertaining to both their strengths and limitations, highlighting how they offer unique contributions to the literature and have implications for the current study.

Kiran and Thompson (2003b) predicted that when atypical items were trained, this process would result in emphasizing both how much the features in the category vary as well as the prototype’s features. This, in turn, would result in a strengthening of the associations among the typical items, increased access to these typical items, and finally generalization to untrained typical items. In contrast, they argued that training typical category exemplars would have more limited effects, because typical items have limited variation, focusing only on the central tendency of the category (Plaut, 1996). Kiran and Thompson (2003b) argued that, compared to typical items, the atypical items were more complex because their semantic features have a greater degree of dissimilarity with each other, and thus they offer more diversified information about the whole category, as a collective unit (Plaut, 1996; Thompson et al., 1998; Thompson et al., 2003).

To test these predictions, Kiran and Thompson (2003b) provided therapy for four adults with fluent aphasia on a naming task. Baseline naming performance was assessed using 48 items consisting of 24 exemplars from each of two semantic categories (birds and vegetables). The study design allowed for each participant to be separately trained on
one category at a time, starting with either eight atypical category exemplars or eight
typical items from each category. After the participant met the criteria the next category
was trained with the opposite typicality. The participants attended two hour therapy
sessions twice a week until either criteria of 7/8 correct was achieved over two
consecutive sessions or after a maximum of 20 training sessions had been completed
(Kiran & Thompson, 2003b). During training, participants performed a variety of
semantic tasks tapping both comprehension and production skills: picture naming,
category sorting, feature selection, answering yes/no questions; and picture naming again.

Participant 1 was first trained on typical birds for seven weeks and this led to a
treatment effect (i.e., acquisition of the trained items) but there was no generalization to
untrained intermediate or atypical items. Subsequent training of atypical birds resulted in
improved performance on those items. At that time, there were no changes on
performance of the control category (vegetables). Then Participant 1 was trained on
atypical vegetables, and in 8 weeks, acquisition criterion was observed as was
generalization to untrained intermediate and typical birds. Participant 2 was first trained
with atypical birds and in 11 weeks, met criteria and showed generalized naming on
intermediate and typical items. At that time, performance on the vegetable category
remained the same. Treatment of birds led to no change in performance on the untreated
category, vegetables, so the participant was subsequently trained on atypical vegetables.
This resulted in a treatment effect and generalization to untrained intermediate and
typical items. Participant 3 was first trained with typical vegetables and although criteria
was met, there was no generalization to intermediate or atypical vegetables. Next,
Participant 3 was trained on atypical vegetables that resulted in improved performance on
the trained atypical vegetables; no further treatment was provided with the bird category because of the extended time for training on the first (28 weeks). Participant 4 was trained only on atypical items and showed a pattern similar to Participant 2: a treatment effect after 6 weeks of training on vegetables and after nine weeks on birds, and generalization to both untrained intermediate and atypical items.

The patients in the Kiran and Thompson (2003b) study acquired atypical items faster acquisition than typical items. Furthermore, naming of untrained typical and intermediate items improved following training of atypical items, thus showing generalization. However, when the typical items were trained, there was no generalization to exemplars that were atypical or of intermediate typicality. Kiran and Thompson (2003b) suggested that the training for the atypical items emphasized how the semantic features in the category varied; whereas the training for the typical items was limited to a small number of features that were shared among the other typical items. Moreover, maintenance of the treatment effects was found 6-10 weeks after the training.

Kiran and Thompson (2003b) conducted an error analysis to gain some insights into the effects of the treatment. Before the intervention, the errors were primarily general, as characterized by superordinate labels, no responses, and neologisms. This was attributed to the participants failing to retrieve the specified semantic and/or phonological details of the target name. However, after the treatment, the participants showed more accurate naming on trained items and on untrained items, reflecting better semantic and phonological access to the representation. The shift in the type of errors, from general at baseline to semantic and phonemic after the training was attributed to a greater impact of excitation at the level of semantics and phonology that had occurred when the
participants attempted to name the items. However, this interfered with the ability to accurately select the target name from others that were also activated. Kiran and Thompson (2003b) suggested that although the treatment had a positive impact that was illustrated in enhanced spread of activation to targets within a category that were related, the intervention was not completely successful in eliminating the interference caused by many category exemplars being activated at the semantic/phonemic level during naming. Kiran and Thompson (2003b) suggested that there was improved performance because the treatment was based on semantics and highlighted the underlying elements of semantic representations and processing. The investigators suggested that this was compatible with the literature using the semantic feature approach (Boyle, 2004; Boyle & Coelho, 1995; Coelho et al., 2000; Drew & Thompson, 1999). Kiran and Thompson (2003b) concluded that their findings provided more support for improving generalization to untrained items based on using more complex training items, and thus providing more evidence for the Complexity Approach to Treatment Efficacy (Thompson et al., 1998; Thompson et al., 2003) as well as for training atypical items to achieve better generalization (Plaut, 1996).

In this study, Kiran and Thompson (2003b) were the first to show that the computer simulations of acquired dyslexia by Plaut (1996) could be successfully applied to adults with fluent aphasia. The findings illustrated the value of training atypical category exemplars in the context of a training highlighting semantic category structure. This study was well designed, including the development of typicality ratings and semantic attributes, intentionally selecting low frequency items to avoid effects of word frequency, the use of both comprehension and production tasks to activate the entire word
representation, and a training regimen that focused on just one category at a time. Two of
the training tasks, feature selection and yes/no questions provided comprehensive
information about the items, including the written form. However, specific information
was provided by the clinician, and the participant had to select it. It is possible that the
training might have been even more robust if the participants were required to generate
the information. More importantly, there appears to be a lack of generalization probes for
untrained atypical items and untrained typical items that have the same and the opposite
typicality of the items that were trained (i.e., trained atypical and trained typical items).
Our study included a measurement of untrained atypical and typical items for the same
and opposite typicality of the trained items (i.e., that were trained with atypical and
typical items; e.g., Training on typical items and untrained typical items), and a more
active role for the participants on the training tasks. These are discussed later.

Mayer et al. (2004) attempted to replicate the findings of Kiran and Thompson
(2003b) in three participants with severe aphasia and to determine if other semantic
categories might yield potent typicality effects. Each participant had a different type of
aphasia. Participant 1 had global aphasia. Participant 2 was considered borderline fluent,
(i.e., fairly intact auditory comprehension and reading ability, with fluent speech and
neologisms including some word approximations). Participant 3 had mixed nonfluent
aphasia (i.e., intact auditory comprehension for basic information, and although
nonverbal, he spontaneously gestured and used facial expressions and drawings).

A total of six categories were used by Mayer et al. (2004): animals, clothing,
furniture, sports, tools, and vehicles. Each participant was trained separately on 10
atypical items from one category, and then on 10 typical items from another category.
Each category was treated for nine weeks, for a total of 18 weeks. Two other categories were used as treatment probes (before and after treatment) and generalization probes. To maximize support in a structured way using phonological and semantic stimulation, training utilized a response-contingent hierarchy (Bandur & Shewan, 2001). The clinician presented a picture and guided the participant through a semantic and phonological cueing hierarchy (starting with the least effective and moving to the most effective). This was used until the participant named the item. Then, the participant was asked to repeat the correct name of the item five times (Pring, Hamilton, Harwood, & MacBride, 1993), before completing a confrontation naming task. The results indicated that there was a treatment effect for each participant, but this did not generalize to any untrained items that were probed. Mayer et al (2004) reported that one participant initially showed progress and typicality effects that were described as subtle: generalized naming to untrained typical sports items after training on atypical sports items. However, because there were unanticipated improvements in not just in trained categories but also in untrained categories, Mayer et al. (2004) indicated that this could not be considered generalization.

Mayer et al. (2004) identified three factors to explain the lack of generalization. First, they considered it possible that the severity of the aphasia might have interfered with the cognitive processes needed for rehabilitation. Second, Mayer et al. (2004) suggested that the training tasks were structured to compensate for the severity of the deficits, and, thus, perhaps did not have the metalinguistic requirements of the tasks used by Kiran and Thompson (2003b). Third, Mayer et al. (2004) discussed Plaut’s (1996) assumption pertaining to the retraining and the mapping; this might not have been
applicable to their participants. According to Plaut (1996) generalization might require a good estimate of the relevant semantic information of the training set overall and this needs to be in alignment with the consistency of the mapping that the damaged part of the network is responsible for carrying out. Mayer et al. (2004) reasoned that the severity of the brain damage in their participants negatively affected the integrity of their lexical-semantic network, rendering it incapable of retrieving the semantic features in order to demonstrate generalization.

This study by Mayer et al. (2004) was carefully designed and included various nuances that are important in therapy, including development of typicality norms, selecting six categories that were based on participants’ interests when possible. In addition they included repetition of the target as a training task, to minimize phonological access deficits.

Stanczak et al. (2005) also sought to understand the relationship among performance on a category verification task (i.e., a measure of online typicality), training typical and atypical category exemplars for naming production, and generalization. Two participants with anomic aphasia, one fluent and the other nonfluent participated in the study. First, prior to the baseline picture naming probes, the participants completed a category verification task (with stimuli from the Kiran and Thompson (2003b) study). The purpose of this was to determine if they would show typicality effects (i.e., faster reaction times and more accurate responses on typical versus atypical items) in response to the written category primes and their written exemplar targets. Then the participants completed baseline probes. This was followed by a naming therapy, in which each participant was simultaneously trained on two categories, birds and vegetables, one with
typical category exemplars and the other with atypical. The training tasks were naming the target picture, verification of semantic attributes related to it, and naming the picture again. The results of the category verification task that was completed at the onset of the study indicated that the participants were faster to verify typical items compared to atypical items (i.e., this was described as “online typicality effects”). The naming treatment had differential effects. The participant with fluent aphasia only demonstrated acquisition of trained typical birds, but not atypical vegetables. In contrast, the participant with nonfluent aphasia demonstrated treatment effects for the atypical birds only (not typical vegetables). There was no generalization to untrained items in either participant. The finding of a typicality effect on the category verification task was interpreted by Stanczak et al. (2005) as activation occurring in a bottom-up fashion (i.e., the semantic retrieval was automatic). The differences in these two participants’ responses to the typical and atypical training was attributed to their lesion site and fluency (anterior and nonfluent versus posterior and fluent) interacting with the semantic processes involved with typical versus atypical items. Specifically, it was hypothesized that the controlled semantic processing in the fluent participant was relatively intact, allowing for better performance with the typical words, despite their similarity with other items and higher degrees of semantic interference. However, learning the atypical items was considered to be more difficult. In contrast, the nonfluent participant, Stanczak et al. (2005), theorized that the demands for atypical items were less than the typical items (i.e., fewer competitors), and thus yielded better performance. This study by Stanczak et al. (2005) provided an intriguing interpretation of the results by linking them to neural substrates.
This is feasible. However, one limitation was that the investigators did not elaborate about the difficulty related to atypical words.

Very recently, Stanczak, Waters, and Caplan (2006) further extended this research by applying the same protocol (Stanczak et al., 2005) to two different participants with anomia from different etiologies. The purpose of this study was to determine if generalization would be affected by the type of deficit and the type of treatment provided. Participant 1 had conduction aphasia, and her deficits were primarily phonological; her training was with atypical vegetables and typical birds. These were trained over a 20 week period. Participant 2 had transcortical motor aphasia and had phonological and semantic impairments; his training was on atypical birds and typical vegetables. The results indicated that compared to atypical items, typical items were learned faster by both participants. Although both participants showed significant treatment effects and better learning of birds compared to vegetables, the patterns of responsiveness to the training varied for each participant. Participant 1, who had a primary phonological impairment, displayed greater learning when trained with typical items compared to atypical items. In contrast, Participant 2, who exhibited both semantic and phonological deficits, did not initially show a difference between learning typical versus atypical items, but did show better learning of atypical items as the treatment continued. Participant 2, who had been trained on atypical birds and typical vegetables, also had statistically significant generalization to untrained typical birds, and only marginal generalization to atypical vegetables.

To account for these different findings, Stanczak et al. (2006) offered interpretations which again were based on neural substrates. It was not the phonological
impairment in Participant 1 that resulted in the lack of learning atypical items, but the
greater degree of semantic difficulty inherent in atypical items. However, for participants
with damage to the left prefrontal area, as in Participant 2 (with both semantic and
phonological impairments), the typical items initially should be learned better because of
the high degree of similarity in the features but, then over time, this overlap leads to
confusion. Stanczak et al. (2006) hypothesized that learning atypical items, which have
greater variation, should result in better performance because the degree of competition is
less. Despite the better performance on birds, the investigators refuted the possibility that
this was a category specific learning (i.e., that it was easier to learn birds compared to
vegetables), and provided a rationale for the effects of typicality on learning (i.e. both
participants were responsive to being trained with typical items but only one responded to
the training with atypical items). Stanczak et al. (2006) concluded that while their
findings were broadly consistent with Plaut (1996) and Thompson et al. (2003), the
differences from findings by Kiran and Thompson (2003b) might be attributable to
differences in the training (i.e., training two categories at that same time) or the
participants (degree of semantic impairment).

These four studies (Kiran & Thompson, 2003b; Mayer et al., 2004; Stanczak et al.,
2005, 2006) were theoretically motivated and well planned, including programming for
generalization. The training tasks included at least some information about the target item
in terms of semantics and the phonological form, as well as confrontation naming. Some
potential limitations of these studies, with the exception of Mayer et al. (2004) included
the use of only two animate categories without a third control category (although the
second category was used as a control) and a lack of information about the clinician’s
response to a failed naming attempt by the participant (Kiran & Thompson, 2003b; Stanczak et al., 2005, 2006). The clinician’s response to the participant’s naming failure is important because it could affect the outcome. This is because it provides information about the response so that the patient can better understand the information and can learn to self-evaluate (Bandur & Shewan, 2001).

Also, in some of the studies it was not clear if generalization probes to untrained items that had the same, different, or both types of typicality as the items that were trained (e.g., train atypical items, probe untrained typical items in the trained category). It appears that the generalization probes were not measured on both in some of the studies.

Other broader methodological concerns about these four studies include the lack of opportunity to or ability to generate semantic information about the item in a more active manner (i.e., beyond yes/no questions). Although yes/no tasks, sorting and other similar tasks are used in the literature and have value, they require the participant to play a less active role in the therapy. Mayer et al. (2004) and Stanczak et al. (2006) identified concerns related to this in terms of the severity of their patient population and how it might have affected generalization. Another possibility that Mayer et al. (2004) identified was that the semantic category structure in their patients was impaired such that they were unable to benefit from the training which was built around the semantic representations of the category (Plaut, 1996). Another important consideration about achieving a generalization effect has been raised by Murray and Clark (2005): it is not known if it is the combination of training typical and atypical category exemplars in the context of semantic training requiring task requiring processing of semantic representations (Kiran & Thompson, 2003b), or simply the use of atypical and typical
category exemplars. We attempted to address some of these issues in the methodology of the current study.

The Current Study

Rationale for Applying the Training to the PAD Population

Brain damage can cause a language impairment, and object naming is a sensitive marker for this (Benson, 1979). There is some evidence that the semantic system is preserved in adults with nonfluent and fluent aphasia based on similar performance on a lexical decision task compared to non-brain damaged adults (Gerratt & Jones, 1987). However, several of the studies discussed above examining adults with aphasia suggested there was a disruption or disorganization of the semantic system in adults with fluent aphasia (Grober et al., 1985; Grossman, 1981; Kiran & Thompson, 2003a). There are other reports of a semantic level impairment in adults with aphasia based on impaired performance on property verification and category verification tasks (Koemeda-Lutz, Cohen, & Meier, 1987); and lexical-semantic discrimination tasks (Chieffi, Carlomagno, Silveri, & Gainotti, 1989; Gainotti, 1981). More specifically, in transcortical sensory aphasia and anomic aphasia, disturbed semantic processing has been identified as the underlying mechanism causing the language deficits (Raymer et al., 1997; Raymer & Gonzalez Rothi, 2001). It is possible that these deficits involving the semantic category structure might prevent generalization to untrained items and perhaps account for such findings in the literature (Mayer et al., 2004; Stanczak et al., 2005, 2006).

The current study proposed that individuals with early PAD provide an alternative population to study the effects of typical and atypical exemplar training from semantic categories. The rationale for this is based on the disease process, which results in diffuse damage (as opposed to focal damage from a stroke) and evidence that to some degree, the
semantic system’s structure is preserved in PAD (Albert & Milberg, 1989; Benson & Geschwind, 1985; Hartman, 1991; Nebes, 1992; Ober et al., 1995; Schwartz et al., 1996). This assertion is supported by findings that show knowledge about semantic categories is preserved in PAD (Flicker et al., 1987; Huff et al., 1986; Martin & Fedio, 1983; Nebes et al., 1986; Salmon, Butters et al., 1999; Schwartz et al., 1979; Warrington, 1975).

The goal of our exploratory study was to determine if choosing remediation targets for anomia based on typicality (i.e., atypical and typical) would result in generalization to untrained items. This involved a comparison of the family resemblance/prototype (Rosch, 1975) favoring typical category exemplars and the Complexity Account of Treatment Efficacy (Thompson et al., 2003), as well as the connectionist model of a computer simulation of acquired dyslexia (Plaut, 1996) favoring training atypical category exemplars for achieving generalization. We provided both lexical phonological information about the item via repetition as well as a semantic feature training with atypical and typical items for adults with PAD. In designing our study, relevant findings were culled from the PAD literature, particularly the three naming treatment studies (Abrahams & Camp, 1993; Fuller et al., 2001; Ousset et al., 2002; Rothi et al., 2005), the five aphasia studies comparing typical and atypical category exemplars (Kiran & Thompson, 2003b; Mayer et al., 2004; Plaut, 1996; Stanczak et al., 2005, 2006), and other relevant findings from the aphasia treatment literature.

According to Nadeau and Gonzalez Rothi (2004), the connectionist approach views anomia (that is caused by a semantic deficit) as a reflection of insufficiently engaged representations of features that are critical for making distinctions among concepts. When a network is damaged, a large amount of information still remains in the network, so the
focus should be on refining the damaged network via semantic therapy. In particular, the network needs to be changed in terms of its connectivity so that there is more reliable engagement of distinguishing features simultaneously while there is relatively a disengagement of the shared features (Nadeau & Gonzalez Rothi, 2004). These findings suggest that participants with early PAD might therefore be appropriate for the semantically based training provided in our study which compared typical and atypical category exemplars.

As noted previously from the aphasia literature, a facilitation effect refers to improved performance on trained items from pretest to posttest in a single session (Howard, 1985; Patterson et al., 1983). Our study used a single session for different reasons, including the lack of picture naming treatment studies in the PAD literature, and to determine if the lexical-semantic system affected by PAD could be stimulated in a short period. This information would be useful to know prior to development of an intervention for naming deficits in adults with PAD.

For the purpose of this study, the term “response generalization” is adapted from Thompson (1989) to indicate that a participant has improved naming of untrained items based on training of other items. Thompson (1989) suggested that for response generalization to occur, the training and the probes should allow for sampling of responses that have a similarity to the trained items, either within a defined set or across it. The methodology for our study allowed for a measure of generalization to untrained atypical and untrained typical items regardless of the type of training that category received. (e.g., in the Train-Typical vehicles condition, there were untrained typical vehicles and untrained atypical vehicles). The aphasia literature suggests criteria to
measure generalization; some examples include an increase in performance from baseline by 40% (Kiran & Thompson, 2003b) or 50-80% (Thompson, 1989). Another approach has been an increase of baseline performance as measured by three or more probe items (Boyle, 2004). In our exploratory study, we chose to measure generalization based on an increase from pretest that was statistically significant at the alpha .05 level.

The typicality ratings from Rosch (1975) provided categories and their exemplars for this study. Using 24 items per semantic category allowed for an adequate number of training and generalization items (Kiran & Thompson, 2003b; Rothi et al., 2005). Two categories were used for the training (seven atypical and seven typical items) and the other was a control category (Mayer et al., 2004; Rothi et al., 2005). While three of the four aphasia treatment studies comparing typical and atypical category exemplar training (Kiran & Thompson, 2003b; Stanczak et al., 2005, 2006) used the categories of birds and vegetables, two of them reported generalization. just one used a combination of natural kinds and man-made artifacts (Mayer et al., 2004).

Our study involved three artifact categories: vehicles, clothing and tools. Although at least one PAD study has suggested that there was no significant difference in performance on natural kinds and artifacts (Tippett, Grossman, & Farah, 1996), others have found there is evidence that adults with PAD have shown lower levels of performance on natural kinds (Chertkow, Bub, & Caplan, 1992; Montanes, Goldblum, & Boller, 1995; Warrington, 1975), or that the profile changes with the progression of the disease (Gonnerman et al., 1997). To avoid this controversy, the current study used only artifact categories.
It has been suggested that providing feedback is an important part of the learning process (Bandur & Shewan, 2001). Repetition has been used as a training task, and found to be effective in obtaining a treatment effect (Fuller et al., 2001; Mayer et al., 2004; Patterson et al., 1983; Pring et al., 1993; Rothi et al., 2005). Hickin et al. (2002) suggested that presenting a picture stimuli and repeating the name of the word actually elicits semantic processing. Our study combined these three components. This was followed by the semantic training requiring generation of semantic information about the target item. The rationale for this comes from studies that suggest that the naming deficit in PAD was both due to semantic specification and lexical access deficits (Bowles et al., 1987; Williamson et al., 1998). Our study used repetition so that if the PAD participants have a deficit in both the semantic system and lexical access, the form of the word was provided and being reinforced, and the semantic training targeted the semantic part of the deficit.

Evidence of a treatment effect has been reported after training with a combination of semantic and lexical (i.e., word form) tasks (Drew & Thompson, 1999; Le Dorze et al., 1994; Wiegel-Crump & Koenigsknecht, 1973). Two other anomia treatment approaches have also been found to result in treatment and generalization effects in adults with aphasia are semantic distinction training (Hillis, 1998); and semantic feature analysis (SFA) (Boyle, 2004; Boyle & Coelho, 1995; Coelho et al., 2000). Both of these approaches combined specific training of semantic features with presentation of the phonological form. As noted above, Kiran and Thompson (2003b) applied a similar process and suggested it was an important aspect of the study. The three other typicality
Our study attempted to achieve some of the benefits of SFA (Boyle, 2004; Boyle & Coelho, 1995; Coelho et al., 2000), for example, to facilitate a threshold level of activation of the semantic network that surrounds the targeted item. Furthermore, like SFA, we aimed for systematic activation of the distinguishing features of the item rather than shared features (Boyle, 2004; Boyle & Coelho, 1995; Coelho et al., 2000). This process is based on the spreading activation theory, which posits that selection of the target item among competitors is based on the highest activation achieved (Collins & Loftus, 1975; Dell & O'Seaghdha, 1992; Levelt, Roelofs, & Meyer, 1999). Once the concept is selected, phonological information is activated so that the target item is produced (Collins & Loftus, 1975; Dell & O'Seaghdha, 1992; Levelt et al., 1999).

Finally, SFA has also been shown to result in both a treatment effect and generalization to untrained items (Boyle, 2004; Boyle & Coelho, 1995; Coelho et al., 2000). More specifically, our training protocol was a modified version of SFA (Boyle, 2004; Boyle & Coelho, 1995; Coelho et al., 2000). Our PAD participants answered questions about the target item and then named it. We also included an aspect of the semantic distinction training (Hillis, 1998), by asking them about how an item differs from others like it. When the participant was unable to respond correctly, the clinician provided the information and had the participant repeat it, based on Coelho et al. (2000).

Other studies also required active production of information, including the use of antonyms and synonyms (McNeil et al., 1998), personalized cueing (Freed, Marshall, & Nippold, 1995; Lowell, Beeson, & Holland, 1995; Marshall, Freed, & Karow, 2001); and
the participant using circumlocution (i.e., describing the item) (Francis et al., 2002). Some of these studies also reported generalization to untrained items (Francis et al., 2002; Lowell et al., 1995). In conclusion, we used information from the three PAD naming treatment studies (Abrahams & Camp, 1993; Fuller et al., 2001; Ousset et al., 2002; Rothi et al., 2005), studies comparing training atypical and typical category exemplars (Kiran & Thompson, 2003b; Mayer et al., 2004; Plaut, 1996; Stanczak et al., 2005, 2006) and other aphasia studies that showed treatment and generalization effects (Boyle, 2004; Boyle & Coelho, 1995; Coelho et al., 2000; Davis & Pring, 1991; Francis et al., 2002; Hickin, Best, Herbert, Howard, & Osborne, 2001; Hillis, 1998; Howard et al., 1985; Pring et al., 1993; Raymer, Thompson, Jacobs, & le Grand, 1993). Many of these studies also provided rationale for predictions about our research questions, which are discussed below.

**Research Questions and Predictions**

The first four research questions focused on performance (i.e., accuracy and reaction times) on picture naming. While the first two research questions addressed the effects of repetition and the training (i.e., facilitation effects), the third question addressed changes in performance on untrained items (i.e., generalization or practice effects). The fourth question also addressed generalization, but to another task, category generation. These questions are listed below with their corresponding predictions. The type of training (i.e., training type) always refers to the typicality of trained items in a particular trained category, and are always referred to as Train-Atypical, to indicate that atypical items were trained, and Train-Typical, to indicate that typical items were trained.

**Research Question 1:** Does repetition of the control items (i.e., not with semantic training) impact performance at posttest?
Prediction: There will be better performance (higher accuracy and faster reaction times) on repeated items compared to items that were not repeated (Fuller et al., 2001; Patterson et al., 1983; Pring et al., 1993; Rothi et al., 2005).

Research Question 2. What are the effects of semantic training on trained items?

Research Question 2a: Do accuracy scores and the reaction times for trained items change from pretest to posttest?

Prediction: Accuracy and reaction times for trained items will show a facilitation effect after training: Accuracy scores will be higher and reaction times will be faster on the trained items at the posttest (Drew & Thompson, 1999; Howard, 1985; Le Dorze et al., 1994).

Research Question 2b: Does the type of training (i.e., Train-Atypical or Train-Typical) impact the performance on trained items at posttest?

Prediction 2b.1: Performance will improve after both types of training, but there will be a greater improvement after training typical items (Plaut, 1996).

Prediction 2b.2: Performance will only improve after training typical items (Rosch, 1975).

Research Question 3a: Will there be an overall change in performance on untrained items from trained categories?

Prediction 3a: Accuracy will increase and reaction times will decrease in untrained items in trained categories (Boyle, 2004; Boyle & Coelho, 1995; Coelho et al., 2000; Hillis, 1998; Plaut, 1996; Wiegel-Crump & Koenigsknecht, 1973).

Research Question 3b: Does the type of training (i.e., Train-Atypical/Train-Typical) affect performance on untrained items in trained categories (i.e., generalization)?
Prediction 3b.1: Training atypical items (Train-Atypical) will result in greater generalization as shown by higher accuracy scores and faster reaction times (Kiran & Thompson, 2003b; Plaut, 1996; Stanczak et al., 2006; Thompson et al., 2003).

Prediction 3b.2: Training typical exemplars will result in greater generalization: higher accuracy scores and faster reaction times for typical exemplars within the same category (Rosch, 1975).

Prediction 3b.3: Training typical exemplars will result in greater generalization to both untrained typical and atypical items, because typical items have richer representations and share more features with all other category members (Heilman, personal communication, 2005).

Research Question 3c: Is there an interaction between time and item typicality (i.e., atypical items and typical items)?

Prediction 3c: Untrained typical items from trained categories will show more improvement than atypical items from trained categories after training.

Research Question 3d: Is there an interaction among time, training type, and item type?

Prediction 3d.1: Training atypical items will result in generalization to untrained typical items (Kiran & Thompson, 2003b; Plaut, 1996; Stanczak et al., 2006) and to untrained atypical items (Plaut, 1996; Stanczak et al., 2006).

Prediction 3d.2: Training typical items will have a positive impact on untrained typical items from trained categories and a negative impact on the performance with atypical items from trained categories (Plaut, 1996).

Research Question 4: Is there generalization to category generation?
Prediction 4: There will be an increase in the number of items named in the trained categories, and this will be greater for the trained categories compared to the untrained categories (Ousset et al., 2002).
CHAPTER 4
METHODS

The purpose of this exploratory study was to extend previous research on the effects of training typical and atypical category exemplars on generalization (Kiran & Thompson, 2003b; Mayer et al., 2004; Plaut, 1996; Stanczak et al., 2005, 2006) while comparing two views of typicality (Plaut, 1996; Rosch, 1975; Rosch & Mervis, 1975). Participants with early probable Alzheimer disease participated in this picture naming training study. The primary goal was to determine if remediation targets could be chosen based on typicality, to maximize generalization to untrained items (Kiran & Thompson, 2003b; Plaut, 1996; Stanczak et al., 2006). This was achieved by training atypical (i.e., Train-Atypical) and typical (i.e., Train-Typical) category exemplars from two semantic categories and leaving untrained atypical and typical items in each category for both the same item typicality that was trained (e.g., Train-Atypical, untrained atypical items), and the opposite (e.g., Train-Atypical, untrained typical items). Using a repeated measures (i.e., within subject) design, our study provided each participant with a modified semantic feature based training (Boyle, 2004; Boyle & Coelho, 1995; Coelho et al., 2000) for each category. This was completed in a single session and the results were analyzed for a facilitation effect (Hickin et al., 2002; Howard, 1985; Howard et al., 1985; Patterson et al., 1983) and generalization to untrained items. While the outcome measures (i.e., dependent variables) for the picture naming were accuracy and response time means (in milliseconds), the number of items generated was the outcome measure for the category generation task.
Participants

Following approval from the UF Institutional Review Board (Appendix A), the participants with PAD were recruited and enrolled into the study. Recruitment of participants was accomplished with the help of the University of Florida Memory and Cognitive Disorder Clinics. Additional recruitment efforts included presenting information and flyers about the study at the Alzheimer’s Association, and Al’z Place, an adult day care facility for individuals with Alzheimer disease and other dementias. Participants were compensated $20 for their time.

Diagnosis of the participants with mild-moderate PAD was made by a team of medical professionals including neurologists and neuropsychologists based on criteria from the National Institute of Neurological and Communicative Disorders & Stroke (NINCDS), and the Alzheimer’s Disease and Related Disorders Association (ADRSA) (McKhann et al., 1984). Individuals were not eligible for the study if they had any history of brain or head injury, psychiatric hospitalization, alcohol or drug abuse; any chronic medical or psychiatric conditions, or any developmental learning disability. Participants were pre-screened at the UF Memory Disorders Clinics for PAD. Some of the results from the neuropsychological testing are shown in Table B-1, Appendix B.

A phone screen was used to confirm eligibility and to collect demographic information. Twelve adults (7 women and 5 men) with newly diagnosed early PAD completed the study. The average age was 77.6 ($SD = 9.6$) and the average number of years of education was 15.8 ($SD = 3.8$). The mean score for the Mini Mental Status Exam (Folstein et al., 1975) was 22.6 ($SD = 3.4$) with a range of 17-27. More specific demographic information and performance scores for each participant are shown in Table 4-1.
Table 4-1. Participant Demographics and Scores on Mini Mental Status Exam and Reading Subtest

<table>
<thead>
<tr>
<th>ID #</th>
<th>Age</th>
<th>Years of Education</th>
<th>Gender</th>
<th>Mini Mental Status Exam</th>
<th>Reading Subtest WRAT-3 (percentile)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1001</td>
<td>72</td>
<td>17</td>
<td>F</td>
<td>21</td>
<td>87</td>
</tr>
<tr>
<td>1002</td>
<td>77</td>
<td>13</td>
<td>F</td>
<td>24</td>
<td>50</td>
</tr>
<tr>
<td>1003</td>
<td>76</td>
<td>10</td>
<td>M</td>
<td>17</td>
<td>8</td>
</tr>
<tr>
<td>1004</td>
<td>92</td>
<td>24</td>
<td>M</td>
<td>24</td>
<td>91</td>
</tr>
<tr>
<td>1005</td>
<td>82</td>
<td>12</td>
<td>F</td>
<td>19</td>
<td>10</td>
</tr>
<tr>
<td>1006</td>
<td>78</td>
<td>12</td>
<td>F</td>
<td>22</td>
<td>50</td>
</tr>
<tr>
<td>1007</td>
<td>55</td>
<td>20</td>
<td>M</td>
<td>27</td>
<td>90</td>
</tr>
<tr>
<td>1008</td>
<td>84</td>
<td>15</td>
<td>F</td>
<td>25</td>
<td>75</td>
</tr>
<tr>
<td>1009</td>
<td>69</td>
<td>18</td>
<td>M</td>
<td>20</td>
<td>50</td>
</tr>
<tr>
<td>1010</td>
<td>86</td>
<td>16</td>
<td>F</td>
<td>19</td>
<td>63</td>
</tr>
<tr>
<td>1011</td>
<td>75</td>
<td>16</td>
<td>M</td>
<td>27</td>
<td>81</td>
</tr>
<tr>
<td>1012</td>
<td>85</td>
<td>16</td>
<td>F</td>
<td>26</td>
<td>87</td>
</tr>
</tbody>
</table>

**Mean**

<table>
<thead>
<tr>
<th>Age</th>
<th>Years of Education</th>
<th>Gender</th>
<th>Mini Mental Status Exam</th>
<th>Reading Subtest WRAT-3 (percentile)</th>
</tr>
</thead>
<tbody>
<tr>
<td>77.6</td>
<td>15.8</td>
<td>22.6</td>
<td>61.8</td>
<td></td>
</tr>
</tbody>
</table>

Notes: Mini Mental Status Exam (Folstein et al., 1975); WRAT-3=Wide Range Achievement Test-3 Reading subtest (Wilkinson, 1993).

**Experimental Stimuli**

There were six training lists (1-6) that were counter balanced using a Latin Square for training conditions (i.e., Train-Atypical, Train-Typical, Control) and semantic category (i.e., vehicles, clothing, and tools). As depicted in Table 4-2, each list had two training conditions and one control condition. Participants were assigned to these lists sequentially, as they were enrolled into the study. For example, the first participant (#1001) had List 1, and this process continued with the remaining participants (e.g., participant eight (#1008) had list 2).

Table 4-2. Lists of Training Conditions and Corresponding Training Conditions

<table>
<thead>
<tr>
<th>List #</th>
<th>Vehicles</th>
<th>Clothing</th>
<th>Tools</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Train-Typical</td>
<td>Control</td>
<td>Train-Atypical</td>
</tr>
<tr>
<td>2</td>
<td>Train-Atypical</td>
<td>Train-Typical</td>
<td>Control</td>
</tr>
<tr>
<td>3</td>
<td>Control</td>
<td>Train-Atypical</td>
<td>Train-Typical</td>
</tr>
<tr>
<td>4</td>
<td>Train-Typical</td>
<td>Train-Atypical</td>
<td>Control</td>
</tr>
<tr>
<td>5</td>
<td>Control</td>
<td>Train-Typical</td>
<td>Train-Atypical</td>
</tr>
<tr>
<td>6</td>
<td>Train-Atypical</td>
<td>Control</td>
<td>Train-Typical</td>
</tr>
</tbody>
</table>
The pre and posttesting picture naming stimuli consisted of 72 black and white line drawings from three categories: vehicles, clothing, and tools. (Table C-1, in Appendix C, shows the list of 72 items used in the study). Since there are several variables being addressed, it is important to first clarify the terminology for the items in the pre and posttest naming tasks, then the details related to the training are discussed. All items were designated as either typical or atypical, based on the ratings in the Rosch norms (Rosch, 1975). Items were chosen from these three categories based on the seven-point typicality ratings from Rosch (1975), such that half the items in each category were atypical and the other half were typical. Typicality ratings for items used in this study ranged from 1.02 (the most typical) to 5.36 (the most atypical). For each category, the typical and atypical items were selected at about a midpoint range so that half would be typical and the other half would be atypical. The mean typicality score for the atypical items 3.5 ($SE = .12$), and the mean typicality score for the typical items was 1.6 ($SE = .08$). An independent t-test indicated that these groups of items were significantly different, $t(70) = 12.967$, $p = .00$.

The picture stimuli were gleaned from a variety of sources, with the majority from the Florida Semantic Battery (Raymer et al., 1990). Name agreement was determined by piloting the naming task on 10 University of Florida (UF) undergraduates in the Language over the Lifespan Lab.

Each semantic category was designated as either the control category (i.e., no items received semantic training), Train-Typical (i.e., only typical items received semantic training), or Train Atypical (i.e., only atypical items received semantic training). There were several reasons for the choice and number of categories. All artifact categories were
chosen to avoid the possible confound of mixing biological and artifact categories. Furthermore, it was important to prevent any overlap from other semantic categories (e.g., vehicles and sports). Also, previous research on picture naming has included these categories (Grossman, 1981; Mayer et al., 2004), although other studies of typicality effects have only included natural kinds (Fuller et al., 2001; Kiran & Thompson, 2003b; Rothi et al., 2005). There were 24 exemplars in each category (Kiran and Thompson, 2003b) 12 typical and 12 atypical.

From these 72 items, the semantic training stimuli were selected. For each category, seven atypical items were designated as the training set for when the category appeared in the Train-Atypical condition, and 7 typical items were designated as the training set for when that category appeared in Train-Typical condition. Thus, in a category that appeared in the Train-Typical condition, for example, the 7 typical items in the training set would receive semantic training, leaving 5 untrained typical items and 12 untrained atypical items from that category to analyze for generalization. Untrained items were those items that received no semantic training, but were members of the trained category. Therefore, for any given item, it was necessary to specify whether it was typical or atypical, trained or untrained, and what type of training, if any, that category received. The control items were untrained items in the untrained category. Control items were named at both pretest and posttest. Because all items from the trained categories were repeated, half of the items from the control category were also repeated to determine what effect simple repetition without semantic training had on lexical access. An example based on list 1 is found in Table 4-3.
The list of phrases or cues for the semantic training was developed by polling volunteers (ranging from a Ph.D. investigator, a certified speech-language pathologist, and several undergraduate research assistants) who are members of the UF Language over the Lifespan Lab in the Department of Communication Sciences and Disorders. These cues were compiled and selected based on the most salient ones.

In a series of post hoc analyses of the stimulus words from these pictures, we examined a possible influence from four variables on the atypical and typical items: typicality (Rosch, 1975), which we expected to show a significant difference; written word frequency (Frances & Kucera, 1982) and familiarity (Wilson, 1987), and phoneme length. We used an independent sample t-test to compare the complete list of 72 atypical and typical items on the four variables. For typicality and phoneme length, ratings were available for each item. The independent t-test for the typicality ratings had a $p$-value of .000, indicating a significant difference in terms of typicality between the atypical and typical items. The independent t-test for phoneme length was not significant, $t(70)=2.528$, $p = .69$, indicating there was no difference between the atypical and typical items. In other words, the phoneme length for the atypical and typical items did not influence the results.

The independent t-test comparing typical and atypical items from the Complete List was not significant for frequency, $t(70) =-1.389$, $p = .169$, suggesting that there was no difference in the frequency ratings between the atypical and typical items. However, although the independent t-test for familiarity was significant, $t(38) =-3.625$, $p = .00$, this
analysis was only computed on 40/72 items (i.e., many of the items did not have familiarity ratings). Thus, the results must be interpreted with caution. Table 4-4 depicts the means of the four variables discussed above.

Table 4-4. Means for Complete List of Atypical and Typical Items.

<table>
<thead>
<tr>
<th>Train Type</th>
<th>Typicality Score</th>
<th>Frequency</th>
<th>Familiarity</th>
<th>Phoneme Length</th>
</tr>
</thead>
<tbody>
<tr>
<td>Atypical</td>
<td>3.6</td>
<td>15.7</td>
<td>480</td>
<td>4.8</td>
</tr>
<tr>
<td>Typical</td>
<td>1.7</td>
<td>25.1</td>
<td>551</td>
<td>4.9</td>
</tr>
</tbody>
</table>

Notes: Typicality (Rosch, 1975); Frequency (Frances and Kucera, 1982); Familiarity (Wilson, 1987).

**Procedure**

Prior to participation in the study, written informed consent was obtained from each participant. As needed, the clinician allowed time for the participant to read the informed consent form. Then, the clinician answered any questions and assisted the participant in interpreting the information.

**Screening**

Two measures were used for the screening: The Mini-Mental Status Exam (Folstein et al., 1975) and the reading subtest of the Wide Range Achievement Test (WRAT-3) (Wilkinson, 1993). The clinician administered the MMSE using the standard procedure (Folstein et al., 1975). Next, the clinician presented a computerized version of the reading subtest (Wilkinson, 1993) in which the participant read aloud the individual words from the screen. These responses were digitally recorded on an Olympus DM-10 digital recorder (Olympus, 2002) and response times (RTs) were collected via DirectRT (Jarvis, 2004) for later scoring and analysis.

**Pretesting**

The pretest consisted of two tasks, Category Generation (Benton, 1968) and Picture Naming. For the Category Generation task, the clinician provided instructions for the
participant to name as many items as possible in one minute for a given category (i.e., vehicles, clothing, and tools). The categories were presented in a pre-determined random order. The clinician wrote the responses verbatim on the pretest form, and responses were also digitally recorded for checking reliability.

The Picture Naming task consisted of the complete set of 72 line drawings randomly presented on the computer via DirectRT (Jarvis, 2004). At the onset of the task, the clinician read aloud the set of instructions that appeared on the screen and confirmed comprehension of the task. The clinician controlled the pace of the session by using the mouse button presses on a wireless mouse. Each picture stayed on the screen until the clinician advanced to the next picture (i.e., the picture did not disappear or time out). There were four practice items from the category of fruit. After the participant attempted to name a presented picture, the clinician informed the participant if he/she was correct or not, and then asked the participant to repeat the correct name of the item three times. If the participant produced a correct alternative name of the item (e.g., “jet” for “airplane”) their response was accepted as correct, and this word was repeated (Appendix C includes a list of acceptable alternative names for items). The clinician then advanced to the next trial. As stated above, twelve items from the control category were not repeated (half were typical and half were atypical). A prompt appeared on the computer screen to alert the clinician as to whether this was a repeated item or not. This procedure was used for all of the items in the two trained categories, and for half of the control items (i.e., repeat or no repeat, without semantic training).

More specifically, after the participant named an item, the word “repeat” appeared on the lower center section of the screen. Next, the clinician provided verbal feedback
and directed the participant to repeat the name of it three times (i.e., “That’s correct, now you say it three times __, __, ___” or “It’s supposed to be a __, now you say it three times, __, __, ___”) (Kendall, personal communication, 2005; Fuller et al. 2001; Rothi et al. 2005). When an unrepeated item was presented, the participant named the item, then the words “Go on” appeared in place of the word “Repeat,” and the clinician advanced to the next item. Thus, on these control items the clinician did not provide feedback about the participant’s response, and the item was not repeated. The clinician continued this process with each of the remaining pictures until all 72 items had been named. At this point, the participant took a short break while the clinician set up for the semantic training. All of the naming responses were digitally recorded for later transcription and analysis, and response times were collected via DirectR (Jarvis, 2004).

**Semantic Training**

This was a guided, feature generation task, loosely based on semantic feature analysis (Boyle, 2004; Boyle & Coelho, 1995; Coelho et al., 2000) and semantic distinction training (Hillis, 1998). The computer presented the pictures from one of the training categories (i.e., seven items) in random order and the clinician asked the participant to answer each of the following questions about the item: 1. “What is its function?”; 2. “Who uses it?”; and 3. “How is it different from other __?” (i.e., things like it). After the participant answered the three questions, the clinician asked the participant to name the item. Whenever a participant was unable to correctly answer a question or provided ambiguous information, the clinician provided cues from a pre-determined typed list. Whenever the participant was unable to name the item, the clinician stated it and asked the participant to repeat it. The clinician continued this process with the remaining six training items for that category. Each participant was trained on the two
categories from their designated list. The trained categories (e.g., Train-Atypical Tools, and Train-Typical Vehicles) were randomly presented in blocks, but the order of the items presented within each category was random. This allowed each participant to be trained on each category and the corresponding training type (i.e., Train-Atypical, Train-Typical) for a total of six practice sets (i.e., three presentations for each category). Then, the participant took a break while the clinician prepared for the posttesting. The responses from the training were also digitally recorded.

**Posttesting**

The posttesting consisted of the same two tasks and instructions as the pre-testing: Category Generation and Picture Naming. During the Category Generation task, the participant was given the same instructions and the same random order for generating as many items as possible for each of the three categories (vehicles, clothing, and tools). The clinician wrote down participants’ responses verbatim and also digitally recorded them in order to check reliability.

For the Picture Naming task, the same 72 item picture set was presented by computer running Direct-RT (Jarvis, 2004). Items were presented in a different random order than at pretest. In this version, the participant only named the pictures aloud, without feedback or repetition.

**Scoring**

The scoring for the screening tasks was completed as follows. The Mini Mental Status Exam was scored using the standard scoring outlined by Folstein et al. (1975). Digital recordings of the reading subtest from the WRAT-3 (Wilkinson, 1993) were used to code the data for accuracy of production by a trained research assistant. The clinician scored the responses and calculated raw and standard scores and converted them to the
percentiles, based on instructions from the WRAT-3 Manual (Wilkinson, 1993). It is important to note that normative data for adults with PAD is not provided in the WRAT-3 Manual (Wilkinson, 1993), and that most of our PAD participants were beyond the age ranges provided (i.e., 55-64.11; and 65-74.11). Thus, these findings must be interpreted with caution.

The pre and posttest picture naming performance for accuracy and response times was collected by Direct RT (Jarvis, 2004). Accuracy and response times were tracked by the clinician’s mouse clicks (i.e., left for correct and right for incorrect) based on the participant’s response and coded these as ones and zeros. The list of acceptable alternate names is displayed in Appendix C. The clinician used the same procedure for the response times (i.e., left for usable and right for unusable). For the response times, only fluent, correct responses were computed in the analyses (e.g., response times were excluded if the participant said, “uh airplane”, but the response would be scored as accurate/correct). Furthermore, response times for each participant were adjusted for outliers by replacing any value that was greater than three standard deviations above the mean, with the mean value.

The responses for the Category Generation task were transcribed independently by a trained research assistant. The clinician and research assistant then compared these results to the clinician’s original on-line written documentation from the session and discrepancies were resolved by referring back to the corresponding voice files until agreement was reached. Informal reliability measures were carried out with ~ 50% of the data, using the voice files. Agreement was ~98% and disagreements about scoring of
responses were resolved by consensus during the Language over the Lifespan Lab meetings.

Responses from the Picture Naming task were also transcribed by a trained research assistant. The clinician used these transcripts to verify coding of 100% of the picture naming scoring.

**Statistical Analyses**

Our study used a repeated measures design. The analyses compared pre and post-test category generation and picture naming performance using both accuracy and response times where possible. Analyses evaluated the effects of repetition and practice from data in the control condition, the effects of semantic training, and generalization effects to untrained items in trained categories. The effects of training atypical and typical category exemplars were also examined.

The pre and posttest picture naming data were analyzed using t-tests, repeated measures analysis of variances (ANOVAs) and follow-up post hoc t-tests where necessary. It is important to point out that the pretest naming data reflects the participants’ initial attempt at naming the pictures; this was followed by the repetition and semantic training. Thus, the effect of repetition and training can only be evaluated by comparing pre and posttest performance. Due to an error in the programming related to the control items, four participants repeated all items. Consequently, data from only eight of the twelve participants could be included in the analysis of repetition effects.

Since inspection of the data for some of the analyses showed pronounced differences at pretest, difference scores were calculated from the pre and posttest data and then analyzed. The dependent variables for picture naming were means from the accuracy and response time data. The independent variables varied according to the questions, but
included time (pre/posttest), repetition (no repeat/repeat), training type (i.e., the Train-Atypical/Train-Typical), item typicality (i.e., item type, atypical/typical). For consistency, whenever possible the term atypical is always discussed before typical, this convention is alphabetical and used in order to reduce confusion with the terminology (there is no intentional bias).

The dependent variables for the pre and posttest category generation data were the number of items generated per category, and the independent variables were time and training type (i.e., Control category, Train-Atypical, Train-Typical). The data was analyzed with repeated measures ANOVAs.

**Research Question 1: Control Items**

Does repetition of the control items (i.e., not with semantic training) impact performance at posttest? This question addressed the possibility of a repetition or practice effect. Only accuracy and response time means from the untrained items in untrained categories (i.e., the control condition) made up the dependent variable. Half of these were in the repetition condition and half were not (i.e., not repeated). The independent variables were time (pre/post) and repetition (yes/no). A (2) Time (pre/post) X (2) Repetition (yes/no) repeated measures ANOVA was used to answer this question.

**Research Question 2: Trained Items in Trained Categories**

This two-part question addressed the possibility of a facilitation effect in semantically trained items (i.e., Train-Atypical and Train-Typical). The data consisted of scores from the 14 trained items (i.e., the seven atypical and seven typical items from the two trained categories). This within category measure was assessed as a comparison of pretest and posttest performance on the confrontation naming task.
Research Question 2a: Do accuracy scores and the response times for trained items change from pretest to posttest? The independent variable was time (i.e., change from pretest to post test).

Research Question 2b: Does the type of training (i.e., Train-Atypical or Train-Typical) impact the performance at posttest? The independent variables were time and training type.

To answer both of these questions, (2) Time (pre/post) x (2) Training type (Train-Atypical/Train-Atypical) repeated measures ANOVAs were computed.

Research Question 3: Untrained Items in Trained Categories

Question 3 had several subcomponents, but overall addressed the possibility of a primary generalization effect. If there was a facilitation effect in question 2, the purpose of questions 3a, b, c, and d was to determine if the facilitation effect generalized to untrained items within the same trained category.

Research Question 3a: Is there generalization to untrained items in the trained category? The independent variable was time (pre/post).

Research Question 3b: Does the type of training (i.e., Train-Atypical/Train-Typical) affect generalization to untrained items in trained categories? The independent variables were training type and time.

Research Question 3c: Does the typicality of the untrained item (i.e., atypical items and typical items) determine whether it will benefit from generalization? The independent variables were time and item type.

Research Question 3d: Do time, training type, and item type interact to promote generalization limited to a particular item type following a particular training type? The independent variables were time, training type, and item type.
The analyses for Question 3 used the 34 untrained items in the two trained categories (i.e., 17 untrained items in each trained category). For the accuracy means, we used a (2) Time x (2) Training Type (Train-Atypical/Train-Typical) x (2) Item Type (Atypical/Typical) repeated measures ANOVA.

The response time means were analyzed differently. For Question 3a, a t-test was used to compare pre and posttest performance. To answer Questions b, c, and d, difference scores were computed between pre- and posttest response times and analyzed via a (2) Training Type x (2) Item type repeated measures ANOVA.

**Research Question 4: Category Generation**

Research Question 4: Is there generalization from picture naming to category generation? Does the type of training the category receive affect whether there is generalization to category generation. The independent variables were time and training type. The dependent variable was total number of items generated per category and these were analyzed with a (3) Training Type (Train-Atypical, Train-Typical and Control) x (2) Time repeated measures ANOVA.
CHAPTER 5
RESULTS

In this study we compared the performance of adults with probable Alzheimer disease (PAD) on picture naming and category generation tasks before and after a semantic training using atypical and typical category exemplars. The accuracy means and response times (in milliseconds, ms) from pre and posttest picture naming, and number of items generated per category on a category generation task were analyzed with t-tests and repeated measures analysis of variances (ANOVAs). To control for some of the differences in the pretest scores across conditions, difference scores were computed for several of the questions and then analyzed to compare direction and magnitude of change. An a priori decision was made to use a .05 level of significance for all of the analyses. The two training conditions are always referred to as Train-Atypical (i.e., training atypical items) and Train-Typical (i.e., training typical items).

Research Question 1: Control Items

Question 1 asked if repetition of the control items (i.e., not with semantic training) impacted the performance of picture naming at posttest. The dependent variables were the accuracy and response times, and the independent variables were time and the repetition and no repetition conditions. The data for these analyses were from the control categories (i.e., untrained items in untrained categories) in which half of the items were repeated (i.e., repetition condition) and the other half were not (i.e., no repetition condition).
A (2) Time (pre/posttest) x (2) Repetition (yes/no) repeated measures ANOVA was used to examine the data from eight participants. The results showed that there were no significant main effects or interactions for the accuracy means. Although the items in the repetition condition were somewhat higher (Mean ($M$) = .89, $SE$ = .04) compared to items in the no repetition condition ($M$ = .80; $SE$ = .04), this was not significant, $F(1,7) = 3.691; \ p = .096; \ \eta^2 = .35$. There were no other main effects or interactions with the accuracy means for the control items. Thus, repetition did not have a significant effect on the accuracy means.

The response time means showed a similar pattern from the (2) Time x (2) Repetition repeated measures ANOVA. There were no significant main effects to suggest that repetition alone impacted performance from pretest to posttest. There were decreases in the response time means, indicating faster responses, but these were not significant.

One was for time, $F(1,7) = 3.702; \ p = .096; \ \eta^2 = .346; \ M_{Pre} = 2456 \text{ ms} (SE = 521); \ M_{Post} = 1858 \text{ ms} (SE = 243)$. The other was for repetition, $F(1,7) = 4.416; \ p = .074; \ \eta^2 = .387; \ M_{REP} = 1979 \text{ ms} (SE = 321 \text{ ms}), \ M_{NoRep} = 2334 \text{ ms} (SE = 440 \text{ ms})$. The interaction was not significant, $F(1,7) = 1.566; \ p = .251; \ \eta^2 = .183$.

The items in the control condition did not receive any semantic training, but half of them were repeated at pretest. Although the accuracy in the control condition means were slightly higher, this was not significant. The response times decreased somewhat, but not significantly. Thus, repeating items in the control condition did not result in statistically significant changes in accuracy or response times.

**Research Question 2: Semantically Trained Items**

Questions 2a and b asked if performance on the semantically trained items (i.e., Train-Atypical and Train-Typical) changed from pre to posttest, and, if so, whether there
was a difference between the two types of training (i.e., Train-Atypical versus Train-Typical). The dependent variables for both questions were accuracy and response times from the 14 trained items (i.e., seven atypical and seven typical items) from the 12 participants. Table 5-1 provides an overview of the accuracy and response time means. These are discussed separately below.

<table>
<thead>
<tr>
<th>Table 5-1. Pre and Post Group Accuracy and Response Time Means for Trained Items</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
<tr>
<td>Accuracy</td>
</tr>
<tr>
<td>Response times</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Note: The numbers in parentheses are standard errors (SE).</td>
</tr>
</tbody>
</table>

To determine the effects of semantic training on performance, a (2) Time (pre/post) x (2) Training type (Train-Atypical/Train-Typical) repeated measures ANOVA was used to compare pre and posttest accuracy means. These showed a significant main effect of time, \( F(1,11) = 12.780; p < .01; \eta^2 = .54 \). The trained items were named significantly more accurately at posttest compared to the pretest (\( M_{Pre} = .76, SE = .04; M_{Post} = .86, SE = .03 \)). There were no other main effects or interactions for the accuracy means. Although trained items were more accurate after the training, there was no difference between training typical versus atypical items. Table 5-2 shows the results for the accuracy and response times.

<table>
<thead>
<tr>
<th>Table 5-2. Group Accuracy and Response Time Means for Trained Items (Train-Atypical; Train-Typical)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
<tr>
<td>Accuracy</td>
</tr>
<tr>
<td>Response Times</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Note: (SE).* Difference scores for the response time means were significant (( p = .04 )).</td>
</tr>
</tbody>
</table>
Response times were examined to determine if semantic training impacted the speed of lexical access. A t-test of pre and posttest performance showed that response times were 357 ms faster after the training; these results approached significance, \( t(11) = 2.12; p = .057 \); \( M_{\text{Pre}} = 1719, SE = 183 \text{ ms} \); \( M_{\text{Post}} = 1362 \text{ ms}, SE = 96 \text{ ms} \).

Since the pretest response times for the two training conditions varied, difference scores were calculated for Question 2b to determine if the type of training (i.e., Train-Atypical versus Train-Typical) affected the response times. The difference scores were computed by subtracting the posttest response times from pretest response times for each training type. Next, a paired t-test was computed, which showed that the results were significant, \( t(11) = 2.28; p = .04 \). As shown in Table 5-2, there was a larger difference for the Train-Typical items (\( M = -605, SE = 217 \text{ ms} \)), which were the slowest at pretest, but fastest at posttest compared to Train-Atypical items (\( M = -109, SE = 186 \text{ ms} \)).

Thus, the semantic training had a facilitation effect on lexical access in individuals with mild-moderate probable Alzheimer disease (PAD), increasing accuracy on picture naming. Although the change in accuracy for trained items was similar regardless of training type, response times for Train-Typical items benefited more from semantic training.

**Research Question 3: Untrained Items in Trained Categories**

Question 3 addressed various aspects of generalization to the 17 untrained items in the 2 trained categories. For each trained category, these 17 items comprised 5 untrained items with the same typicality as the items trained and 12 items of the opposite typicality. For example, if Typical Vehicles were trained (i.e., Train-Typical), untrained items would consist of 5 untrained typical vehicles and 12 untrained atypical vehicles. The dependent variables were accuracy and response times. The different components of
Question 3 were addressed using different repeated measures ANOVAs. The accuracy scores are discussed together, answering Questions 3a, b, c, and d, and is followed by a similar procedure for the response times.

The purpose of Question 3a was to determine if there was generalization to untrained items in the trained category. Question 3b aimed to determine if the type of training (Train-Atypical versus Train-Typical) affected generalization within a category at posttest. The independent variables were time and training type. Questions 3c, d, and e asked about the possibility of specific interactions between time and training type, time and item type (i.e., item typicality, atypical or typical); and among time, training type, and item type. The independent variables were time, training type, and item type, and the dependent variable was accuracy means. To address these questions systematically, a (2) Time x (2) Training type (Train-Atypical/Train-Typical) x (2) Item type (Atypical/Typical) repeated measures ANOVA was computed. Table 5-3 shows the results.

<table>
<thead>
<tr>
<th>Effect</th>
<th>df</th>
<th>F</th>
<th>η²</th>
<th>p value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time</td>
<td>1</td>
<td>5.811</td>
<td>.346</td>
<td>.035*</td>
</tr>
<tr>
<td>Train</td>
<td>1</td>
<td>4.968</td>
<td>.311</td>
<td>.048*</td>
</tr>
<tr>
<td>Item Type</td>
<td>1</td>
<td>1.902</td>
<td>.147</td>
<td>.195</td>
</tr>
<tr>
<td>Time x Train</td>
<td>1</td>
<td>2.681</td>
<td>.196</td>
<td>.130</td>
</tr>
<tr>
<td>Time x Item Type</td>
<td>1</td>
<td>6.597</td>
<td>.375</td>
<td>.026*</td>
</tr>
<tr>
<td>Train x Item Type</td>
<td>1</td>
<td>3.717</td>
<td>.253</td>
<td>.080</td>
</tr>
<tr>
<td>Time x Train x Item Type</td>
<td>1</td>
<td>5.987</td>
<td>.352</td>
<td>.032*</td>
</tr>
</tbody>
</table>

Notes: * = significant at .05 alpha level.

The accuracy results for Question 3a showed that there was a significant main effect of time, $F(1,11) = 5.811; p < .04; \eta^2 = .35$. As depicted in Figure 5-1, the accuracy means were significantly higher at posttest compared to pretest ($M_{pre} = .71$, versus $M_{post} = .77; SEs = .04$).
There was also a main effect of training type, $F(1,11) = 4.968; p = .048; \eta^2 = .31$, but this was secondary to the three-way interaction, discussed below. There was no interaction between time and training type that the category had received. However, a significant two-way interaction between item type and time, $F(1,11) = 6.597; p = .03; \eta^2 = .38$ was found for Question 3d. This revealed that, at pretest, the accuracy means for the atypical items were at .76 ($SE = .06$) but the typical items were only .66 ($SE = .03$). At posttest, the atypical items were at .78 ($SE = .047$) and the typical items were at .77 ($SE = .04$). Thus, the typical items showed a larger increase in accuracy than atypical items. A three-way interaction among training type, item type and time was also significant $F(1,11) = 5.987; p = .03; \eta^2 = .35$. As can be seen in Figure 5-2, significant increases in accuracy only occurred for untrained typical items in categories that received training on typical items (i.e., untrained typical items in the Train-Typical condition).
Atypical items  Typical items  Atypical items  Typical items
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Figure 5-2. Untrained Items in Trained Categories: Three-Way Interaction Among Time (Pretest versus Posttest), Training Type (Trained Atypical versus Trained Typical) and Item Type (Untrained Atypical Items and Untrained Typical Items); \( p = .03 \); the numbers in the figure are proportions. Only typical items in categories that were Trained Typical increased in accuracy.

Due to variability in the pretest accuracy data, the 3-way interaction was explored using difference scores to examine change due to training. We computed pre to post difference scores for each of the four conditions. Then, we used these four difference scores in a (2) Training type x (2) Item type repeated measures ANOVA. This showed a main effect of item typicality, \( F(1,11) = 6.597; p = .03; \eta^2 = .38 \), indicating a larger difference for typical items (\( M = .113 \)) compared to atypical items (\( M = .02 \)). A significant interaction between training type and item typicality was also found \( F(1,11) = 5.987; p = .03; \eta^2 = .35 \). This confirmed that the biggest difference for the accuracy means (\( M = .20 \)) was in the typical items from categories that were trained with typical items.

Table 5-4 shows the mean response times for the untrained items in trained categories for the 12 participants.
Table 5-4. Group Response Time Means (ms) for Untrained Items in Trained Categories.

<table>
<thead>
<tr>
<th></th>
<th>Train-Atypical</th>
<th></th>
<th>Train-Typical</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Pre</td>
<td>Post</td>
<td>Pre</td>
<td>Post</td>
</tr>
<tr>
<td>Atypical Items</td>
<td>1957 ms (235)</td>
<td>1575 ms (180)</td>
<td>1668 ms (156)</td>
<td>1255 ms (60)</td>
</tr>
<tr>
<td>Typical Items</td>
<td>1837 ms (194)</td>
<td>1756 ms (212)</td>
<td>1551 ms (101)</td>
<td>1535 ms (199)</td>
</tr>
</tbody>
</table>

Notes: (SE response times are in ms).

The pre and posttest response time means for Question 3a were analyzed with a t-test to determine if there was generalization to untrained items in trained categories. These results were not significant, $t(7) = 1.77; p = .12$; ($M_{Pre} = 1596$ ms, $SE = 154$ ms; $M_{Post} = 1430$, $SE = 156$ ms. It is important to note that for this analysis, only eight participants had usable response times for both pre and posttest, and these were the only data included in the analysis. As mentioned above, the criteria for usable response times were a correct response for the item name and a fluent response that was not preceded by other words, such as “It’s a __”. Consequently, there was missing data in four of the cells at pretest, and thus a reduction in the number of available data points for the response time analyses. This could have influenced the results.

Response time means for Question 3b, c, and d were analyzed with pre to post test difference scores calculated for each item type within each Training Type (e.g., for untrained typical items and untrained atypical items in each trained category). While Question 3b asked if there was a main effect of training type (e.g., Train-Typical), Question 3c focused on a main effect of item type (e.g., atypical items). Question 3c addressed the possibility of a two way interaction between Training type and Item type. To answer these questions, a (2) Training type x (2) Item type repeated measures ANOVA was computed. There were no significant main effects: for the Training type, $F(1,7) = .170; p = .69; \eta^2 = .02$; or for Item type, $F(1,7) = 2.294; p = .17; \eta^2 = .25$. There
was no interaction between Training type and Item type, $F(1,7) = .72; p = .43; \eta^2 = .09$. This lack of significance could be due to missing data as mentioned above or due to a lack of effect of training and item type on response times.

Overall, participants showed significant improvements in accuracy on the untrained items in trained categories, and this was evident in the main effect of time: there was higher accuracy after the training. Also, there were two interactions. The interaction between time and item type showed that there was more improvement for the untrained typical items compared to the untrained atypical items. From the three-way interaction among time, training type and item type, it was evident that at posttest, accuracy improved significantly in the untrained typical items from the Train-Typical category. Thus, at posttest, our participants had improved naming accuracy on untrained items in trained categories; especially on the typical items, in general, and more specifically, when they were in the category that had been trained with typical items. However, there was no concomitant generalization of training to response times.

**Research Question 4: Category Generation**

Is there generalization to category generation? Question 4 asked if there was generalization to another task, category generation, and if the type of training influenced the outcome. While the dependent variable was total number of items generated per category, the independent variables were time and training type. A (3) Training type (Train-Atypical/Train-Typical/Control) x (2) Time (per/post) repeated measures ANOVA was calculated. There was a significant main effect of time, $F(1,11) = 9.968; p < .01; \eta^2 = .48$. Figure 4-3 shows that a greater number of items were generated at posttest compared to at pretest ($M_{pre} = 7.16, SE = .72$, versus $M_{post} = 8.61, SE = .83$). There were no other significant findings. Training type had no significant main effect, $F(2,10) = .578; p =$
.578; $\eta^2 = .104$, nor was the interaction between training type and time significant, $F(2,10) = .186; p = .833; \eta^2 = .036$. These results suggested that the type of training did not influence the category generation performance at posttest. Figure 5-3 shows the number of items generated at pretest and posttest for the picture naming training conditions (i.e., Train-Atypical, Train-Typical, and Controls).

![Figure 5-3. Category Generation, Number of Items Generated at Pre & Posttest for Trained & Control Items. Train-AT=Train-Atypical, Train-TY =Train Typical, p= .833.](image)

**Summary of Results**

In summary, the group of adults with PAD performed picture naming and category generation tasks after participating in a semantic training by answering questions about typical and atypical items and then naming them. The participants repeated the correct name of most of the items after an initial attempt to name them during the pretest. Although the control items showed slight increases in accuracy and faster response times, these changes were not significant. The accuracy scores for trained items showed a facilitation effect from the semantic training (i.e., combined Train-Atypical and Train-
Typical conditions). Although the responses were faster for the trained items, this only approached significance. However, the difference scores for the response times did show a significant reduction for the Train-Typical items compared to the Train-Atypical items. The accuracy scores showed generalized naming to untrained items in trained categories, and a three-way interaction suggested that the participants also demonstrated better performance on the typical items, especially when they were in the Train-Typical condition, but this was only significant for the accuracy scores. In the category generation task, the PAD group also demonstrated a significant improvement in the number of the items generated from pre to posttest, but the type of training did not have an impact. These results are reviewed and interpreted in the next chapter.
CHAPTER 6
DISCUSSION

In this exploratory study, 12 adults recently diagnosed with early probable Alzheimer disease (PAD) individually completed a three phase session involving pretesting, semantic training, and postesting. The first phase involved category generation and picture naming. After an initial attempt at naming the picture, participants received performance feedback and repeated the name of all of the items, except for half of the items in the control condition. In the second phase, 14 items were trained, 7 atypical items (i.e., Train-Atypical) from one semantic category and seven typical items (i.e., Train-Typical) from another semantic category. Participants were required to answer questions about the target item and then name it. In the third phase, category generation and picture naming tasks were used again, except there was no feedback or repetition. Outcome measures were accuracy scores and response times for the picture naming and number of items produced for the category generation task.

The research questions addressed the effects of repetition, training, and generalization, as well as typicality. The two views were compared, one favoring typical items, based on the family resemblance view (Rosch, 1975) and the other favoring atypical items, based on the Complexity Account of Treatment Efficacy (Thompson et al., 2003) and a connectionist model of acquired dyslexia (Plaut, 1996), as well as adults with aphasia (Kiran & Thompson, 2003b; Stanczak et al., 2006) who had better generalization after training with atypical items. Interpretations of our data are related to the predictions from these views and theories of semantic representations in PAD.
(Altmann et al., 2001; Devlin et al., 1998; Gonnerman et al., 1997), as well as PAD anomia therapy studies (Abrahams & Camp, 1993; Fuller et al., 2001; Rothi et al., 2005) and some of the anomia treatment studies from the aphasia literature. It is important to note that there were many differences in these studies, including issues related to the patient population (i.e., PAD versus aphasia; aphasia classification; severity, and corresponding language deficits) and methodology (i.e., group versus single subject design; accuracy and response time measures versus just accuracy).

Summary of Findings

In this exploratory study, adults with PAD showed that repeating items in the control condition led to slight changes (i.e., increases in the accuracy scores and decreases in the response times) but these were not significant. However, the participants showed a facilitation effect in this single semantic training using typical and atypical semantic category exemplars in which they were required to generate information about the target item and than name it. Thus, at posttest, they showed a facilitation effect characterized by both significantly improved accuracy scores and faster response times on picture naming. Although accuracy and response times for both Train-Atypical and Train-Typical items changed, only the change in response times for the Train-Typical condition was significant. In terms of generalization to untrained items in trained categories, changes in accuracy scores were significant; specifically, there was significant improvement in the accuracy scores for the untrained typical items that were in the Train-Typical category. For the category generation task, the participants produced significantly more items in the category generation at posttest; however, this was not due to semantic training, since all categories were affected.
It is important to note that several comparisons showed relatively high effect sizes but non-significant results. This is likely due both to the small sample size and to the high variability among participants, which gave this study little power to detect subtle differences. Therefore, while the results are suggestive, a larger sample size is recommended for future studies. In the next section, implications of the findings are discussed.

**Implications for Anomia Treatment in PAD**

The findings from our group of adults with PAD are consistent with the family resemblance view (Rosch, 1975) and the hypothesis that training typical items results in generalization (Heilman, personal communication, 2005). Furthermore, the PAD group’s performance is compatible with some (Plaut, 1996; Stanczak et al., 2006) but not all of the treatment effects from typicality training studies with aphasic speakers and some accounts of PAD (Altmann et al., 2001; Devlin et al., 1998; Gonnerman et al., 1997; Martin, 1992; Sailor et al., 2004; Smith et al., 1995).

Previous research has suggested possible reasons to account for better performance with typical items including the timeframe related to the initial phase of the training (Stanczak et al., 2006). These are discussed briefly and compared with our findings. This is followed by an alternative account of why our PAD group did better with the typical items.

To account for the performance of one of their participants with transcortical motor aphasia and semantic and phonological deficits, Stanczak et al. (2006) proposed that for such participants, typical and atypical items might be best treated in sequence. This was because over time, training the typical items may lead to confusion due to the competition among related typical items, at which point the atypical items, which provide
more variation and thus have fewer competitors, are learned better compared to the
typical items (Stanczak et al., 2006). A similar phenomenon was also noticed in the
training of a connectionist network. Plaut (1996) reported that his computer simulation of
acquired dyslexia had more difficulty learning to distinguish among highly typical
category exemplars although ultimately the model learned the typical items better than
the atypical items. The results of the current study support this hypothesis to some extent.
We found that at pretest, responses to typical items were more accurate but much slower
than responses to atypical items, which is consistent with there being some difficulty
distinguishing between items. It is certainly possible that continued intense training of
typical items could lead to confusion among them (Stanczak et al., 2006). This has also
been described as a semantic blocking effect or interference: repeatedly accessed words
with similar semantics become more difficult to access the more frequently they must be
named (Schnur, Schwartz, Brecher, & Hodgson, 2006). At that point, the greater
interitem distinguishability among the atypical items might benefit our participants
(Stanczak et al., 2006). However, this is an empirical question that requires investigation
using a more standard treatment study methodology.

It is important to note that these typicality training studies were conducted in
systems that had damage due to focal lesions, either acquired dyslexia in a connectionist
model (Plaut, 1996) or aphasia in adults (Kiran & Thompson, 2003b; Mayer et al., 2004;
Stanczak et al., 2005, 2006). Gonnerman et al. (1997) reminds us that PAD does not
result in exclusive damage to an area, instead, it is a diffuse pattern of damage. Thus, it
might be unreasonable to expect similar outcomes from training typical and atypical
category exemplars in adults with PAD. Indeed, the results of the current study are
consistent with previous studies examining the effects of PAD on semantic tasks, and can be accounted for by existing hypotheses about the effects of PAD on the semantic system (Altmann et al., 2001; Devlin et al., 1998; Gonnerman et al., 1997).

The primary findings of the current study were that training effects were strongest among trained typical items, manifesting as faster response times, and only typical items from categories in which typical items were named more accurately, a generalization effect. Further, the training encouraged participants to answer questions that emphasized distinguishing features of the target items, as suggested by Hillis (1998) and Nadeau and Rothi (2004). Our findings are consistent with those reported in Sailor et al. (2004) who found that individuals with PAD generated fewer atypical than typical items. Smith et al. (1995) reported that a group of adults with PAD performed poorly when verifying features of low typical (and low dominance, a similar construct related to importance), suggesting that information about the low typical items had deteriorated. However, Smith et al. (1995) found that both shared and distinguishing features were affected.

The differential effects of PAD on the accessibility of shared versus distinguishing features can account for the findings in this study. Earlier, typical items were described as sharing more features with others in the category compared to atypical items (Rosch, 1975; Rosch & Mervis, 1975). When sets of features co-occur in many items in a category, they are frequently activated together, and, consequently develop strong connections with each other (Collins & Loftus, 1975; Hebb, 1949). This highly interconnected network provides strong redundancy in the channels through which activation can flow among these connected features, which allows alternate pathways for activation of features, even when there is damage to some of these connections. Thus,
when there is damage to connections among the shared features, the behavioral manifestations are not severe because activation can still be achieved by the existing conditions, although it might not be as efficient (Altmann et al., 2001; Devlin et al., 1998; Gonnerman et al., 1997; McRae, de Sa, & Seidenberg, 1997). The difficulty with items whose representations consist primarily of shared features, however, comes from trying to distinguish one from the other. Distinguishing features are, by definition outside the set core of shared features of a category and serve to distinguish one item from another. Distinguishing features occur in only one or possibly a few items within a category, and, thus, have relatively fewer connections that link them to the shared feature set. Consequently, they are not highly interconnected with other features and have no redundant or alternative pathways for activation to compensate for damage (Altmann et al., 2001; Devlin et al., 1998; Gonnerman et al., 1997). As a result, damage to the connections to distinguishing features increases the possibility that it will be inaccessible, whereas similar damage to connections between shared features is more likely to be compensated for (Altmann et al., 2001; Devlin et al., 1998; Gonnerman et al., 1997; Martin, 1992; Sailor et al., 2004; Smith et al., 1995).

In the earlier discussion of the semantic representations of atypical items, they were described as having a lower proportion of shared features and higher proportion of distinguishing features than typical items. As just discussed, this would make atypical items particularly vulnerable to the diffuse damage of PAD. Furthermore, due to the relative lack of connections to distinguishing features and to the lack of connections between distinguishing features, atypical items might be more difficult to remediate.
In the current study, we suspect that the semantic training used, as well as the emphasis on training distinguishing features, facilitated access to other typical items by raising the overall activation levels of the core semantic features in the category. Due to the constant stimulation of the connections between the shared features, it likely strengthened their connectivity by raising their activation thresholds (Altmann et al., 2001; Devlin et al., 1998; Gonnerman et al., 1997). Moreover, we also emphasized distinguishing features for the typical items, allowing participants to better discriminate among them.

Atypical items might not have benefited as much as the typical items for a number of reasons. According to the hypothesis, the semantic representations of atypical items contain fewer of the shared features of the category, and there is no guarantee that the shared features included in the representation of atypical item 1 are the same shared features included in the representation of atypical item 2. Thus, the degree of feature overlap among atypical items might have been minimal, so there could be no benefit of spreading activation from other trained items in the category. Alternatively, it is possible that the connections to the distinguishing features were not merely just below threshold activation but were damaged and inaccessible, possibly due to infrequency of use as suggested in Smith et al. (1995).

This discussion has shown that the findings of the current study are consistent with previous findings on the performance of individuals with PAD on semantic tasks, and can be well accounted for by existing theories of semantic representations and their degradation in PAD (Altmann et al., 2001; Devlin et al., 1998; Gonnerman et al., 1997; Martin, 1992; Sailor et al., 2004; Smith et al., 1995). Extending these theories to the
creation of a possible intervention for anomia in PAD has led to promising results supporting the use of a combination of semantic treatment with word repetition for this population. Whether atypical items will be remediable in this population, or whether there may even be an advantage for atypical items after further treatment is an open question to be addressed in future studies.

Implications for Methodology

There are several methodological factors that might have influenced the outcomes of our study relative to other studies investigating the effects of training typical versus atypical items. As discussed above, some of these include the population being trained (e.g., connectionist networks, adults with different types of aphasia or PAD) and type and severity of the damage (Mayer et al., 2004; Stanczak et al., 2005, 2006), as well as the typicality of the items (Kiran & Thompson, 2003b; Stanczak et al., 2005, 2006) and the timeframe (Stanczak et al., 2006). Other differences include the type of study (e.g., facilitation versus treatment) and the study design (single-subject, versus group), as well as the procedure and training tasks. The group design used here is very different from the majority of PAD and aphasia studies discussed above. There are numerous advantages of the single-subject design, such as, the careful monitoring of treatment outcomes in relationship to the targeted behavior (Kearns, 2000). Group data does not capture the nuances of individual subject performance as well as a single subject design. However, the goal of the current study was to determine if a facilitation effect (Howard, 1985) could be elicited after this single training, which was a question more suited to group design. Knowing that a facilitation effect is possible in individuals with PAD should encourage researchers to begin testing more in-depth treatments.
The combination of the repetition (i.e., lexical information) and the semantic training appeared to be beneficial for our PAD group. Repetition over a short period was not effective by itself. Yet a treatment effect in the PAD anomia study by Fuller et al. (2001) and Rothi et al. (2005) was found after many training sessions with repetition in an errorless learning paradigm. Similarly, Abrahams and Camp (1993) reported that the spaced retrieval technique, which also involved repetition, resulted in a treatment effect. The possibility of generation effects (Slamecka & Graf, 1978) has been raised. According to Mitchell et al. (1986) the generation effect has been attributed to persistence of activation of previously accessed information within semantic memory. Generation effects have been documented in some PAD studies (Fleischman et al., 1997; Multhaup & Balota, 1997) but not in others (Dick, Kean, & Sands, 1989; Mitchell et al., 1986). Our study found somewhat increased accuracy and faster response times in the unrepeated control items, but these were not significant. These findings support the use of interventions for anomia in PAD that include both a repetition element and a semantic element to address the two common loci of word finding difficulties in this population.

The semantic training task could have also been a factor influencing the performance of our PAD group. The questions were specific to the particular categories and effective but they might not have been as powerful as the feature selection task used for the fluent participants in the Kiran and Thompson (2003b) study. These participants saw a board containing a large number of semantic features pertaining to the category. While the set of defining features were shared by all of the typical category exemplars from that category, another set was comprised of characteristic features, such that some were more relevant to typical items while other features covered a broader spectrum of
information pertinent to atypical items. Consequently, when participants were asked to choose appropriate features they were exposed to a large set of features appropriate to an item. The task demands included choosing not only the features that were appropriate to the item, but also rejecting those that were not relevant to the item. It is possible that this, combined with the other training tasks, and the atypical items themselves, allowed the essential differences between training atypical and typical items to be revealed and have their impact on items in a measurable way, in favor of atypical items. This variation of a semantic training task has only been used by Kiran and Thompson (2003b), and it differs considerably from the other semantic training methods used in the other typicality training studies (Mayer et al., 2004; Plaut, 1996; Stanczak et al., 2005, 2006). It is also different from having to self-generate characteristics of an item, as in our study.

We suspect that our training method did not provide as robust a comparison between items to allow participants to hone in on the broad distinctions between atypical and typical items (Kiran & Thompson, 2003b). Instead, our method may have put the focus on the individual items themselves. The PAD population might benefit from using the feature selection task, but modified to present fewer pieces of information to avoid overstimulation and confusion from the simultaneously presented printed information.

Another factor that might have influenced the performance of our PAD group is the choice of semantic categories. At least two studies have shown generalization following training with natural kinds (vegetables and birds) (Kiran & Thompson, 2003b; Stanczak et al., 2006). These studies demonstrated evidence for better generalization after training atypical items. However, we used artifact categories for training, which has been shown to have more functional information than perceptual features found in natural kinds.
(Warrington & Shallice, 1984). Thus, artifacts might have very different internal structures (e.g., for vehicles, there are many subtypes, e.g., 2-wheel, 4-wheel, floating, flying) than the more hierarchically organized natural kind categories, like birds and vegetables (Devlin et al., 1998; Gonnerman et al., 1997). Clearly, future studies should contrast the effects of training natural kinds and artifacts.

It is difficult to know if training two categories simultaneously with two different training types (i.e., Train-Atypical, Train-Typical) provided an advantage or not. Both Stanczak et al. (2006) and Mayer et al. (2004) provided training for two categories at the same time and found a treatment effect. Mayer et al (2004) used a combination of artifacts and natural kinds; they attributed the lack of generalization of training in their participants to the severity of their aphasias. Stanczak et al. (2006) trained birds and vegetables simultaneously, in blocks, and found treatment effects, but only one of two participants showed generalization (i.e., to untrained typical birds after being trained on atypical birds and marginally generalized naming of untrained atypical vegetables after typical vegetables were trained). However, Kiran and Thompson (2003b) showed successful outcomes (i.e., treatment effect and generalization after being trained on atypical items) with adults with fluent aphasia when only training one category (i.e., birds or vegetables) at a time with atypical or with typical exemplars. Considering these variable results across studies, it is difficult to determine if the number and type of trained categories accounted for any differences in the outcomes.

A lack of power was certainly an issue, especially for the items in the control condition (i.e., untrained items in untrained categories). The effects of the small sample size were likely exaggerated by variability among the participants in variables such as
age, education, and severity of impairment (despite being recently diagnosed). This variability is causally related to the challenges of identifying and recruiting the participants with mild-moderate PAD and completing data collection (e.g., the 12 participants with PAD took about four months). There might also have been effects related to other factors such as mental fatigue, learning curves, and practice schedules. Although the clinician offered opportunities for breaks between the pretesting and training, and before the posttesting, it is possible that more time was needed for these breaks in order to fully benefit from the training. Anecdotally, several of the participants indicated that they were tired at the posttest, yet they still enthusiastically expressed interest in and completed their participation in the study without incident. The wide range of differences among our study and the other typicality studies warrant caution in generalizing the findings. However, despite these methodological challenges, the data has provided meaningful information.

Future Studies

The findings from our study provide a good foundation for further development of this protocol into an anomia treatment program for PAD. Various issues have been raised and will be considered in our future anomia treatment studies. First, generalization should be programmed prior to starting the study (McNeil et al., 1998). We also recommend continuing the use of generalization probes for untrained atypical items and untrained typical items so that the type of training can be compared with the item type. Again, performance should be compared across conditions, but with a category in which there is no repetition. This would allow for a comparison between repetition with semantic training versus just semantic training.
In addition, sessions should be scheduled for the screening, and pre and posttesting as well as a follow-up maintenance session. The testing should continue to use the Mini Mental Status Exam (Folstein et al., 1975) but perhaps with more strict criteria (18-24). Additional cognitive-linguistic assessments should be used: the Boston Naming Test (Kaplan et al. 1983, 2001), for a standardized measure of confrontation picture naming, the Hopkins Verbal Learning Test (Brandt, 1991) to measure memory and new learning, and perhaps the Western Aphasia Battery (Kertesz, 1982) for an overall standardized language screening. A pretest picture naming with the 72 items should also be used as a screening to determine eligibility for the study perhaps with a cutoff score to identify treatment items based on failed naming attempts at pretest. At the onset of the study, a category verification task could be conducted (Stanczak et al., 2005, 2006). Perhaps a few categories and their corresponding exemplars that are not part of the naming task could be used.

The training should be extended into a treatment in which the participant attends several sessions per week, for several weeks, for example three one hour sessions per week for three weeks. To insure that the participant can correctly name the item, the treatment protocol could start with the errorless naming (i.e., immediate repetition) paradigm (Fuller et al., 2001; Rothi et al., 2005). This could be followed by the current training (i.e., answer the three questions and name it). Additional suggestions are to include categories that are meaningful to the participant (Mayer et al., 2004). Natural kinds should also be included to further examine some of the hypotheses related to artifacts (Warrington & Shallice, 1984) and intercorrelated features compared to distinguishing features in PAD (Altmann et al., 2001; Devlin et al., 1998; Gonnerman et
A modified semantic feature task based on Kiran and Thompson (2003b) should be considered, to emphasize the broad differences between the typical and atypical items in the categories. Semantic feature distinction with the target items that the participant had difficulty with could also be incorporated into the intervention (Hillis, 1998) to compare and contrast the features. Family members or caregivers could be involved and trained to assist with a home program. Perhaps with additional training and over a longer period of time, some of these unresolved questions will be answered and the current protocol will be transformed into a more potent vehicle for improving naming deficits in adults with PAD.

In summary, in a period of less than three hours, we found that adults with early PAD respond well and quickly to a semantic training program. Following training, the PAD participants showed an advantage for typical category exemplars, first in faster response times (i.e., a facilitation effect from trained items) and then in accuracy scores (i.e., generalization to untrained items categories trained with typical exemplars). These preliminary findings suggest training typical items produced the best results, although this advantage of typical over atypical items may change over time (Stanczak et al., 2006). Overall, our findings not only provide support for the family resemblance (Rosch, 1975) view, and the prediction by Heilman (personal communication, 2005) that typical items would show better generalization, but also suggest that in PAD, Hebbian learning (Hebb, 1949) is possible. Another important finding is that there was no generalization to untrained categories, which is highly important for clinicians involved in semantic training of all populations. These findings are extremely encouraging for the development of principled strategies for choosing items to encourage generalization in
the remediation of anomia, as well as for the development of lexical-semantic treatment paradigms for individuals with early PAD.
Choosing Remediation Targets for Naming Deficits: Effects of Typicality

Please read this consent document carefully before you decide to participate in this study.

Purpose of the research project
The purpose of this study is to test two potential treatments for the naming impairment in Alzheimer disease. Both treatments are methodologically identical, varying only in the type of stimuli used.

What you will be asked to do in the study
In this study, you will be asked to complete two tasks for the screening phase by answering general knowledge questions, and reading words aloud. For the pre-testing there will be two tasks. First, the examiner will name each of the three semantic categories and ask you to name as many items as you can that belong to each. Second, the examiner will present pictures and ask you to name them, and then to repeat the correct name of the picture. For the training phase the examiner will present the training pictures and ask you three questions about the item. Then you will be asked to name the picture. For the post-testing, you will be asked to do the same tasks as you did for the pre-testing (name as many items as you can in three categories, and name pictures but without repeating the correct name of the picture). Responses on this task will be digitally recorded and transcribed for later analysis.

During the time that you are participating in the study, we will offer brief breaks, and you can ask for a longer break at any time.

All testing will be carried out by the principal investigator, Claudia A. Morelli, Dr. Altmann, or trained research assistants.

Time required
We anticipate it will take 2-3 hours for the participants with Alzheimer disease to complete the protocol and about 2 hours for the healthy participants.
Risks and Benefits
Participating in this study may help people who have difficulties with word finding. The risk is minimal, but it is possible that participants will become fatigued or bored, during the course of the testing and training. These will be minimized by offering breaks as needed.

Compensation
You will be compensated for participating in this study ($20.00 for people with Alzheimer disease, and $15.00 for older adults).

Confidentiality
Your identity will be kept confidential to the extent provided by law. Your information will be assigned a code number. The list connecting your name to this number will be kept in a locked file in the Language over the Lifespan lab. When the study is completed and the data have been analyzed, the list will be destroyed. Your name will not be used in any report.

Voluntary participation
Your participation in this study is completely voluntary. There is no penalty for not participating.

Right to withdraw from the study
You have the right to withdraw from the study at any time.

Whom to contact if you have questions about the study
Claudia A. Morelli, M.S., CCC-SLP, Ph.D. Candidate, Communication Sciences and Disorders Department, P.O. Box 117420, 336 Dauer Hall, University of Florida, Gainesville, FL 32611-7420. cmorelli@ufl.edu 352-392-2113 X232.

OR
Lori J. Altmann, Ph.D., Communication Sciences and Disorders Department, P.O. Box 117420, 336 Dauer Hall, University of Florida, Gainesville, FL 32611-7420 laltmann@ufl.edu 352-392-2113 x279

Whom to contact about your rights as a research participant.
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## Participant Demographics and Selected Neuropsychological Test Results

Table B-1. Participant Demographics and Selected Neuropsychological Testing Results from the PAD Diagnosis.

<table>
<thead>
<tr>
<th>ID #</th>
<th>Age</th>
<th>Years of Education</th>
<th>Gender</th>
<th>MMSE Total Score (Max 30)</th>
<th>MMSE Recall (Max 3 items)</th>
<th>Boston Naming Test</th>
<th>Hopkins Verbal Learning Test: Free Recall (Max 36)</th>
<th>Hopkins Verbal Learning Test: Delayed Recall (Max 12)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1001</td>
<td>72</td>
<td>17</td>
<td>F</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>1002</td>
<td>77</td>
<td>13</td>
<td>F</td>
<td>20/30</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>1003</td>
<td>76</td>
<td>10</td>
<td>M</td>
<td>18/30</td>
<td>0/3</td>
<td>10/30</td>
<td>9/36</td>
<td>0/12</td>
</tr>
<tr>
<td>1004</td>
<td>92</td>
<td>24</td>
<td>M</td>
<td>19/30</td>
<td>0/3</td>
<td>N/A</td>
<td>9/36</td>
<td>0/12</td>
</tr>
<tr>
<td>1005</td>
<td>82</td>
<td>12</td>
<td>F</td>
<td>19/30</td>
<td>0/3</td>
<td>11/19</td>
<td>4/36</td>
<td>0/12</td>
</tr>
<tr>
<td>1006</td>
<td>78</td>
<td>12</td>
<td>F</td>
<td>22/30</td>
<td>0/3</td>
<td>14/15</td>
<td>15/36</td>
<td>0/12</td>
</tr>
<tr>
<td>1007</td>
<td>55</td>
<td>20</td>
<td>M</td>
<td>25/30</td>
<td>0/3</td>
<td>15/15</td>
<td>20/36</td>
<td>0/12</td>
</tr>
<tr>
<td>1008</td>
<td>84</td>
<td>15</td>
<td>F</td>
<td>23/30</td>
<td>0/3</td>
<td>15/15</td>
<td>16/36</td>
<td>0/12</td>
</tr>
<tr>
<td>1009</td>
<td>69</td>
<td>18</td>
<td>M</td>
<td>24/30</td>
<td>2/3</td>
<td>15/15</td>
<td>12/36</td>
<td>N/A</td>
</tr>
<tr>
<td>1010</td>
<td>86</td>
<td>16</td>
<td>F</td>
<td>21/30</td>
<td>0/3</td>
<td>11/15</td>
<td>10/36</td>
<td>0/12</td>
</tr>
<tr>
<td>1011</td>
<td>75</td>
<td>16</td>
<td>M</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>1012</td>
<td>85</td>
<td>16</td>
<td>F</td>
<td>24/30</td>
<td>2/3</td>
<td>24/30</td>
<td>12/36</td>
<td>0/12</td>
</tr>
</tbody>
</table>

Notes: N/A: Scores not available; MMSE= Mini Mental Status Exam (Folstein et al., 1975); Hopkins Verbal Learning Test (Brandt, 1991); Boston Naming Test (Kaplan et al., 1983, 2001).
Demographics and Performance Before and After Semantic Training

Table B-2. Participant Demographics and Pre and Posttest Category Generation and Picture Naming Tasks (i.e., Before and After the Semantic Training, Day of Participation in the Study).

<table>
<thead>
<tr>
<th>ID Number</th>
<th>Age</th>
<th>Years of Education</th>
<th>Gender</th>
<th>Pretest Category Generation</th>
<th>Posttest Category Generation</th>
<th>Pretest Picture Naming (Proportion)</th>
<th>Pretest Picture Naming (Max=72)</th>
<th>Posttest Picture Naming (Proportion)</th>
<th>Posttest Picture Naming (Max=72)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1001</td>
<td>72</td>
<td>17</td>
<td>F</td>
<td>25</td>
<td>25</td>
<td>.74</td>
<td>53/72</td>
<td>.83</td>
<td>60/72</td>
</tr>
<tr>
<td>1002</td>
<td>77</td>
<td>13</td>
<td>F</td>
<td>23</td>
<td>23</td>
<td>.81</td>
<td>58/72</td>
<td>.83</td>
<td>60/72</td>
</tr>
<tr>
<td>1003</td>
<td>76</td>
<td>10</td>
<td>M</td>
<td>15</td>
<td>15</td>
<td>.71</td>
<td>51/72</td>
<td>.78</td>
<td>56/72</td>
</tr>
<tr>
<td>1004</td>
<td>92</td>
<td>24</td>
<td>M</td>
<td>14</td>
<td>14</td>
<td>.51</td>
<td>37/72</td>
<td>.57</td>
<td>41/72</td>
</tr>
<tr>
<td>1005</td>
<td>82</td>
<td>12</td>
<td>F</td>
<td>18</td>
<td>17</td>
<td>.60</td>
<td>43/72</td>
<td>.58</td>
<td>42/72</td>
</tr>
<tr>
<td>1006</td>
<td>78</td>
<td>12</td>
<td>F</td>
<td>30</td>
<td>36</td>
<td>.81</td>
<td>58/72</td>
<td>.81</td>
<td>58/72</td>
</tr>
<tr>
<td>1007</td>
<td>55</td>
<td>20</td>
<td>M</td>
<td>24</td>
<td>34</td>
<td>.89</td>
<td>64/72</td>
<td>.94</td>
<td>68/72</td>
</tr>
<tr>
<td>1008</td>
<td>84</td>
<td>15</td>
<td>F</td>
<td>27</td>
<td>37</td>
<td>.83</td>
<td>60/72</td>
<td>.86</td>
<td>60/72</td>
</tr>
<tr>
<td>1009</td>
<td>69</td>
<td>18</td>
<td>M</td>
<td>20</td>
<td>26</td>
<td>.81</td>
<td>58/72</td>
<td>.83</td>
<td>60/72</td>
</tr>
<tr>
<td>1010</td>
<td>86</td>
<td>16</td>
<td>F</td>
<td>23</td>
<td>33</td>
<td>.76</td>
<td>55/72</td>
<td>.82</td>
<td>59/72</td>
</tr>
<tr>
<td>1011</td>
<td>75</td>
<td>16</td>
<td>M</td>
<td>24</td>
<td>31</td>
<td>.83</td>
<td>60/72</td>
<td>.96</td>
<td>69/72</td>
</tr>
<tr>
<td>1012</td>
<td>85</td>
<td>16</td>
<td>F</td>
<td>19</td>
<td>22</td>
<td>.60</td>
<td>43/72</td>
<td>.72</td>
<td>52/72</td>
</tr>
</tbody>
</table>

| Group Mean | 77.6 | 15.8 | 21.8 | 26.1 | .74 | 53/72 | .79 | 57/72 |

Notes: Category Generation is the total across the 3 categories (vehicles, clothing and tools); Picture Naming is proportion correct, and Total Correct, Maximum=72.
# APPENDIX C
## TABLES WITH INFORMATION ABOUT THE STIMULI

### Master List of Stimulus Items Used in the Study

Table C-1. Master List of Stimulus Items Used in the Study. *Trained Items are Italicized*

<table>
<thead>
<tr>
<th>Number</th>
<th>Item Name</th>
<th>Typicality Rank</th>
<th>Typicality Score</th>
<th>Written Word Frequency</th>
<th>Familiarity Rating</th>
<th>Phoneme Length</th>
</tr>
</thead>
<tbody>
<tr>
<td>TY 1</td>
<td>Automobile</td>
<td>1</td>
<td>1.02</td>
<td>74</td>
<td>456</td>
<td>8</td>
</tr>
<tr>
<td>2</td>
<td>station wagon</td>
<td>2</td>
<td>1.14</td>
<td>0</td>
<td></td>
<td>11</td>
</tr>
<tr>
<td>3</td>
<td>truck</td>
<td>3</td>
<td>1.17</td>
<td>80</td>
<td>620</td>
<td>4</td>
</tr>
<tr>
<td>4</td>
<td>bus</td>
<td>5.5</td>
<td>1.27</td>
<td>42</td>
<td></td>
<td>3</td>
</tr>
<tr>
<td>5</td>
<td>taxi</td>
<td>5.5</td>
<td>1.27</td>
<td>19</td>
<td></td>
<td>5</td>
</tr>
<tr>
<td>6</td>
<td>jeep</td>
<td>7</td>
<td>1.35</td>
<td>16</td>
<td>564</td>
<td>3</td>
</tr>
<tr>
<td>7</td>
<td>motorcycle</td>
<td>9</td>
<td>1.65</td>
<td>0</td>
<td></td>
<td>8</td>
</tr>
<tr>
<td>8</td>
<td>van</td>
<td>11</td>
<td>1.95</td>
<td>2</td>
<td>542</td>
<td>3</td>
</tr>
<tr>
<td>9</td>
<td>train</td>
<td>14</td>
<td>2.15</td>
<td>86</td>
<td>548</td>
<td>4</td>
</tr>
<tr>
<td>10</td>
<td>bicycle</td>
<td>16</td>
<td>2.51</td>
<td>7</td>
<td></td>
<td>6</td>
</tr>
<tr>
<td>11</td>
<td>airplane</td>
<td>18</td>
<td>2.64</td>
<td>21</td>
<td></td>
<td>6</td>
</tr>
<tr>
<td>12</td>
<td>boat</td>
<td>20</td>
<td>2.75</td>
<td>123</td>
<td>584</td>
<td>3</td>
</tr>
<tr>
<td>AT 13</td>
<td>ship</td>
<td>22</td>
<td>2.82</td>
<td>126</td>
<td>553</td>
<td>3</td>
</tr>
<tr>
<td>14</td>
<td>scooter</td>
<td>23</td>
<td>3.24</td>
<td>1</td>
<td>468</td>
<td>5</td>
</tr>
<tr>
<td>15</td>
<td>tractor</td>
<td>24</td>
<td>3.3</td>
<td>31</td>
<td>518</td>
<td>6</td>
</tr>
<tr>
<td>16</td>
<td>wagon</td>
<td>25</td>
<td>3.31</td>
<td>72</td>
<td>443</td>
<td>5</td>
</tr>
<tr>
<td>17</td>
<td>wheelchair</td>
<td>29</td>
<td>3.68</td>
<td>0</td>
<td></td>
<td>6</td>
</tr>
<tr>
<td>18</td>
<td>tank</td>
<td>31</td>
<td>3.84</td>
<td>30</td>
<td>511</td>
<td>4</td>
</tr>
<tr>
<td>19</td>
<td>rowboat</td>
<td>33</td>
<td>3.92</td>
<td>0</td>
<td></td>
<td>5</td>
</tr>
<tr>
<td>20</td>
<td>tricycle</td>
<td>35</td>
<td>4</td>
<td>0</td>
<td>436</td>
<td>7</td>
</tr>
<tr>
<td>21</td>
<td>canoe</td>
<td>36</td>
<td>4.01</td>
<td>8</td>
<td>441</td>
<td>4</td>
</tr>
<tr>
<td>22</td>
<td>raft</td>
<td>37</td>
<td>4.37</td>
<td>5</td>
<td>483</td>
<td>4</td>
</tr>
<tr>
<td>23</td>
<td>submarine</td>
<td>38</td>
<td>4.51</td>
<td>35</td>
<td>450</td>
<td>7</td>
</tr>
<tr>
<td>24</td>
<td>blimp</td>
<td>42</td>
<td>4.81</td>
<td>1</td>
<td></td>
<td>5</td>
</tr>
<tr>
<td>TY 25</td>
<td>pants</td>
<td>1</td>
<td>1.12</td>
<td>9</td>
<td>575</td>
<td>5</td>
</tr>
<tr>
<td>26</td>
<td>shirt</td>
<td>2.5</td>
<td>1.14</td>
<td>29</td>
<td>612</td>
<td>3</td>
</tr>
<tr>
<td>27</td>
<td>dress</td>
<td>2.5</td>
<td>1.14</td>
<td>63</td>
<td>588</td>
<td>4</td>
</tr>
<tr>
<td>28</td>
<td>skirt</td>
<td>4</td>
<td>1.21</td>
<td>22</td>
<td>551</td>
<td>4</td>
</tr>
<tr>
<td>29</td>
<td>blouse</td>
<td>5</td>
<td>1.27</td>
<td>2</td>
<td>562</td>
<td>4</td>
</tr>
<tr>
<td>30</td>
<td>suit</td>
<td>6</td>
<td>1.49</td>
<td>64</td>
<td>543</td>
<td>3</td>
</tr>
<tr>
<td>31</td>
<td>jacket</td>
<td>8</td>
<td>1.68</td>
<td>39</td>
<td>596</td>
<td>5</td>
</tr>
<tr>
<td>32</td>
<td>coat</td>
<td>9</td>
<td>1.88</td>
<td>52</td>
<td>610</td>
<td>3</td>
</tr>
<tr>
<td>33</td>
<td>sweater</td>
<td>10</td>
<td>1.89</td>
<td>18</td>
<td></td>
<td>5</td>
</tr>
<tr>
<td>34</td>
<td>socks</td>
<td>16</td>
<td>2.08</td>
<td>7</td>
<td></td>
<td>4</td>
</tr>
<tr>
<td>35</td>
<td>parka</td>
<td>17</td>
<td>2.19</td>
<td>0</td>
<td></td>
<td>5</td>
</tr>
<tr>
<td>36</td>
<td>pajamas</td>
<td>18</td>
<td>2.25</td>
<td>3</td>
<td></td>
<td>7</td>
</tr>
<tr>
<td>AT 37</td>
<td>bathing suit</td>
<td>22.5</td>
<td>2.44</td>
<td>0</td>
<td></td>
<td>8</td>
</tr>
<tr>
<td>38</td>
<td>bath robe</td>
<td>24</td>
<td>2.65</td>
<td>3</td>
<td></td>
<td>6</td>
</tr>
<tr>
<td>39</td>
<td>shoes</td>
<td>27</td>
<td>2.73</td>
<td>44</td>
<td></td>
<td>3</td>
</tr>
<tr>
<td>40</td>
<td>vest</td>
<td>30</td>
<td>2.81</td>
<td>4</td>
<td>472</td>
<td>4</td>
</tr>
<tr>
<td>41</td>
<td>boots</td>
<td>33</td>
<td>3.42</td>
<td>1</td>
<td></td>
<td>4</td>
</tr>
<tr>
<td>Number</td>
<td>Item Name</td>
<td>Typicality Rank</td>
<td>Typicality Score</td>
<td>Written Word Frequency</td>
<td>Familiarity Rating</td>
<td>Phoneme Length</td>
</tr>
<tr>
<td>--------</td>
<td>-----------</td>
<td>-----------------</td>
<td>------------------</td>
<td>------------------------</td>
<td>--------------------</td>
<td>----------------</td>
</tr>
<tr>
<td>42</td>
<td>sandals</td>
<td>34</td>
<td>3.56</td>
<td>5</td>
<td>-</td>
<td>6</td>
</tr>
<tr>
<td>43</td>
<td>tie</td>
<td>35</td>
<td>3.71</td>
<td>27</td>
<td>559</td>
<td>2</td>
</tr>
<tr>
<td>44</td>
<td>belt</td>
<td>37</td>
<td>3.93</td>
<td>36</td>
<td>550</td>
<td>4</td>
</tr>
<tr>
<td>45</td>
<td>scarf</td>
<td>38</td>
<td>3.96</td>
<td>4</td>
<td>-</td>
<td>5</td>
</tr>
<tr>
<td>46</td>
<td>mittens</td>
<td>39</td>
<td>3.99</td>
<td>2</td>
<td>-</td>
<td>5</td>
</tr>
<tr>
<td>47</td>
<td>hat</td>
<td>40</td>
<td>4.08</td>
<td>71</td>
<td>580</td>
<td>3</td>
</tr>
<tr>
<td>48</td>
<td>gloves</td>
<td>43</td>
<td>4.53</td>
<td>6</td>
<td>-</td>
<td>5</td>
</tr>
<tr>
<td>TY 49</td>
<td>saw</td>
<td>1</td>
<td>1.04</td>
<td>8</td>
<td>552</td>
<td>2</td>
</tr>
<tr>
<td>50</td>
<td>hammer</td>
<td>2</td>
<td>1.34</td>
<td>6</td>
<td>515</td>
<td>4</td>
</tr>
<tr>
<td>51</td>
<td>ruler</td>
<td>3</td>
<td>1.48</td>
<td>13</td>
<td>571</td>
<td>4</td>
</tr>
<tr>
<td>52</td>
<td>screwdriver</td>
<td>4</td>
<td>1.56</td>
<td>1</td>
<td>544</td>
<td>9</td>
</tr>
<tr>
<td>53</td>
<td>drill</td>
<td>5</td>
<td>1.59</td>
<td>21</td>
<td>473</td>
<td>4</td>
</tr>
<tr>
<td>54</td>
<td>nails</td>
<td>6</td>
<td>1.67</td>
<td>20</td>
<td>-</td>
<td>4</td>
</tr>
<tr>
<td>55</td>
<td>tape measure</td>
<td>7</td>
<td>1.69</td>
<td>0</td>
<td>-</td>
<td>7</td>
</tr>
<tr>
<td>56</td>
<td>sawhorse</td>
<td>8</td>
<td>1.77</td>
<td>1</td>
<td>-</td>
<td>6</td>
</tr>
<tr>
<td>57</td>
<td>level</td>
<td>11</td>
<td>1.82</td>
<td>50</td>
<td>504</td>
<td>4</td>
</tr>
<tr>
<td>58</td>
<td>toolbox</td>
<td>14</td>
<td>2.12</td>
<td>1</td>
<td>-</td>
<td>7</td>
</tr>
<tr>
<td>59</td>
<td>T-square</td>
<td>15</td>
<td>2.22</td>
<td>0</td>
<td>-</td>
<td>7</td>
</tr>
<tr>
<td>60</td>
<td>chisel</td>
<td>16</td>
<td>2.26</td>
<td>5</td>
<td>469</td>
<td>4</td>
</tr>
<tr>
<td>AT 61</td>
<td>pliers</td>
<td>22</td>
<td>2.59</td>
<td>1</td>
<td>499</td>
<td>5</td>
</tr>
<tr>
<td>62</td>
<td>wrench</td>
<td>23</td>
<td>2.6</td>
<td>1</td>
<td>-</td>
<td>4</td>
</tr>
<tr>
<td>63</td>
<td>ladder</td>
<td>24</td>
<td>2.64</td>
<td>19</td>
<td>507</td>
<td>4</td>
</tr>
<tr>
<td>64</td>
<td>vise</td>
<td>25</td>
<td>2.76</td>
<td>1</td>
<td>368</td>
<td>3</td>
</tr>
<tr>
<td>65</td>
<td>screws</td>
<td>26</td>
<td>2.77</td>
<td>10</td>
<td>-</td>
<td>5</td>
</tr>
<tr>
<td>66</td>
<td>awl</td>
<td>33</td>
<td>3.09</td>
<td>0</td>
<td>257</td>
<td>2</td>
</tr>
<tr>
<td>67</td>
<td>crowbar</td>
<td>34.5</td>
<td>3.12</td>
<td>0</td>
<td>-</td>
<td>6</td>
</tr>
<tr>
<td>68</td>
<td>bolts</td>
<td>40</td>
<td>3.63</td>
<td>1</td>
<td>-</td>
<td>5</td>
</tr>
<tr>
<td>69</td>
<td>paintbrush</td>
<td>45</td>
<td>3.81</td>
<td>1</td>
<td>-</td>
<td>8</td>
</tr>
<tr>
<td>70</td>
<td>stapler</td>
<td>48</td>
<td>4.21</td>
<td>0</td>
<td>-</td>
<td>6</td>
</tr>
<tr>
<td>71</td>
<td>axe</td>
<td>53</td>
<td>4.53</td>
<td>19</td>
<td>461</td>
<td>3</td>
</tr>
<tr>
<td>72</td>
<td>scissors</td>
<td>59</td>
<td>5.36</td>
<td>1</td>
<td>559</td>
<td>5</td>
</tr>
</tbody>
</table>

Notes: TY=Typical items; AT=Typical items. Typicality Rank and Score; Written Word Frequency; Familiarity.
### Alternate Names for Stimulus Items Used in the Study

Table C-2. Master List of Stimulus Items Used in the Study. Alternate names for stimuli counted as correct.

<table>
<thead>
<tr>
<th>Number</th>
<th>Item Name</th>
<th>Alternate Names Counted as Correct</th>
</tr>
</thead>
<tbody>
<tr>
<td>TY 1</td>
<td>Automobile</td>
<td>Car, sedan</td>
</tr>
<tr>
<td>2</td>
<td>station wagon</td>
<td>Volvo</td>
</tr>
<tr>
<td>3</td>
<td>truck</td>
<td>Pick-up, semi, 18 wheeler; semi-truck, tractor trailer</td>
</tr>
<tr>
<td>4</td>
<td>bus</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>taxi</td>
<td>Taxi cab, cab</td>
</tr>
<tr>
<td>6</td>
<td>jeep</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>motorcycle</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>van</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>train</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>bicycle</td>
<td>Bike</td>
</tr>
<tr>
<td>11</td>
<td>airplane</td>
<td>Plane, jet</td>
</tr>
<tr>
<td>12</td>
<td>boat</td>
<td>Tugboat</td>
</tr>
<tr>
<td>AT 13</td>
<td>ship</td>
<td>Cruisiner, oceanliner, steamship</td>
</tr>
<tr>
<td>14</td>
<td>scooter</td>
<td>Moped</td>
</tr>
<tr>
<td>15</td>
<td>tractor</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>wagon</td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>wheelchair</td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>tank</td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>rowboat</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>tricycle</td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>canoe</td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>raft</td>
<td></td>
</tr>
<tr>
<td>23</td>
<td>submarine</td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>blimp</td>
<td>Derigible, zeppelin</td>
</tr>
<tr>
<td>TY 25</td>
<td>pants</td>
<td></td>
</tr>
<tr>
<td>26</td>
<td>shirt</td>
<td>Dress shirt</td>
</tr>
<tr>
<td>27</td>
<td>dress</td>
<td></td>
</tr>
<tr>
<td>28</td>
<td>skirt</td>
<td></td>
</tr>
<tr>
<td>29</td>
<td>blouse</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>suit</td>
<td></td>
</tr>
<tr>
<td>31</td>
<td>jacket</td>
<td></td>
</tr>
<tr>
<td>32</td>
<td>coat</td>
<td>Winter coat</td>
</tr>
<tr>
<td>33</td>
<td>sweater</td>
<td>Turtleneck sweater, turtleneck</td>
</tr>
<tr>
<td>34</td>
<td>socks</td>
<td></td>
</tr>
<tr>
<td>35</td>
<td>parka</td>
<td></td>
</tr>
<tr>
<td>36</td>
<td>pajamas</td>
<td></td>
</tr>
<tr>
<td>AT 37</td>
<td>bathing suit</td>
<td>Swimsuit</td>
</tr>
<tr>
<td>38</td>
<td>bath robe</td>
<td>Robe</td>
</tr>
<tr>
<td>39</td>
<td>shoes</td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>vest</td>
<td></td>
</tr>
<tr>
<td>41</td>
<td>boots</td>
<td></td>
</tr>
<tr>
<td>42</td>
<td>sandals</td>
<td></td>
</tr>
<tr>
<td>43</td>
<td>tie</td>
<td>Necktie</td>
</tr>
<tr>
<td>44</td>
<td>belt</td>
<td></td>
</tr>
<tr>
<td>45</td>
<td>scarf</td>
<td></td>
</tr>
<tr>
<td>46</td>
<td>mittens</td>
<td></td>
</tr>
<tr>
<td>47</td>
<td>hat</td>
<td>Fedora</td>
</tr>
<tr>
<td>48</td>
<td>gloves</td>
<td></td>
</tr>
<tr>
<td>Number</td>
<td>Item Name</td>
<td>Alternate Names Counted as Correct</td>
</tr>
<tr>
<td>--------</td>
<td>----------------</td>
<td>------------------------------------</td>
</tr>
<tr>
<td>TY</td>
<td></td>
<td></td>
</tr>
<tr>
<td>49</td>
<td>saw</td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>hammer</td>
<td></td>
</tr>
<tr>
<td>51</td>
<td>ruler</td>
<td></td>
</tr>
<tr>
<td>52</td>
<td>screwdriver</td>
<td></td>
</tr>
<tr>
<td>53</td>
<td>drill</td>
<td>Electric drill</td>
</tr>
<tr>
<td>54</td>
<td>nails</td>
<td></td>
</tr>
<tr>
<td>55</td>
<td>tape measure</td>
<td>Measuring tape</td>
</tr>
<tr>
<td>56</td>
<td>sawhorse</td>
<td></td>
</tr>
<tr>
<td>57</td>
<td>level</td>
<td></td>
</tr>
<tr>
<td>58</td>
<td>toolbox</td>
<td>Toolkit</td>
</tr>
<tr>
<td>59</td>
<td>T-square</td>
<td></td>
</tr>
<tr>
<td>60</td>
<td>chisel</td>
<td></td>
</tr>
<tr>
<td>AT</td>
<td></td>
<td></td>
</tr>
<tr>
<td>61</td>
<td>pliers</td>
<td></td>
</tr>
<tr>
<td>62</td>
<td>wrench</td>
<td></td>
</tr>
<tr>
<td>63</td>
<td>ladder</td>
<td></td>
</tr>
<tr>
<td>64</td>
<td>vise</td>
<td></td>
</tr>
<tr>
<td>65</td>
<td>screws</td>
<td></td>
</tr>
<tr>
<td>66</td>
<td>owl</td>
<td></td>
</tr>
<tr>
<td>67</td>
<td>crowbar</td>
<td></td>
</tr>
<tr>
<td>68</td>
<td>bolts</td>
<td></td>
</tr>
<tr>
<td>69</td>
<td>paintbrush</td>
<td></td>
</tr>
<tr>
<td>70</td>
<td>stapler</td>
<td></td>
</tr>
<tr>
<td>71</td>
<td>axe</td>
<td></td>
</tr>
<tr>
<td>72</td>
<td>scissors</td>
<td></td>
</tr>
</tbody>
</table>

Notes: TY=Typical items; AT=Typical items.
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