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Gaseous hydrogen is being widely promoted as the future primary energy carrier to replace current hydrocarbon fuels. Governments and industries are investing in research and development programs to develop hydrogen production, transport and storage technologies. In addition, hydrogen gas is currently used in chemical processing and aerospace applications. Hydrogen gas is combustible with a wide flammability range of about 4 to 75 percent, a low ignition energy, and a low gas density. With the expanding application of hydrogen gas coupled with its highly combustible nature, focus must be placed on safety. Detection and monitoring technologies are needed which can provide low limits of detection, high sensitivity, a wide detection range, fast response times and ease of implementation to ensure public safety. Current technologies such as chemisorbing sensors, acoustic sensors and mass spectrometry-based systems exhibit limitations in one of these metrics. This work examines the use of Raman scattering and
laser-induced breakdown spectroscopy as quantitative and practical hydrogen detection techniques.

Hydrogen detection by Raman scattering was examined in a remote, backscattering format in a laboratory setting. Binary mixtures of hydrogen and nitrogen, excited by a laser, were used to study the limit of detection and sensitivity for hydrogen detection by Raman scattering. In addition, various configurations of collection optics, laser pulse energies, and excitation wavelengths were examined to improve limits of detection by reducing noise and increasing photon collection efficiency. Linear responses were observed with a lowest achieved detection limit of 0.76% hydrogen by volume. Scaling in the response as a function of pulse energy and the square of the diameter of the collection optics was observed at individual hydrogen concentrations as expected from Raman theory. A field detection system based on Raman scattering was also constructed.

Laser-induced breakdown spectroscopy was also examined as a real-time, practical hydrogen point sensing technique. Laser pulses of 100 mJ and 55 mJ were used to create a gas phase breakdown in a sample gas stream and a solid substrate-initiated breakdown which entrained sample gas, respectively. Six metals were examined as substrates for surface breakdowns. Stainless steel was selected and a comparison of the responses of both LIBS formats was examined for changing hydrogen concentrations in a nitrogen background by measuring the H$_\alpha$ emission line at 656.28 nm for hydrogen. Both techniques exhibited linear responses with a substrate detection limit of 16 ppm and a gas phase detection limit of 23 ppm. Overall, both Raman scattering and LIBS were concluded to be viable techniques for practical hydrogen sensing, exhibiting high sensitivities and fast response times with a format well-suited for field implementation.
CHAPTER 1
INTRODUCTION

Increasing concern with current energy sources, specifically fossil fuels, has prompted the industrial and scientific communities to examine other sources for the growing energy needs of society. Fossil fuels have been the staple source of energy for most mechanical and electrical applications since before industrialization. Although fossil fuels are in widespread use with a large supporting infrastructure, there are many problems with dependence on fossil fuels. The consumption of oil, the principal fossil fuel in use, is increasing at an unprecedented rate. For the United States, this is of great concern. The United States already consumes 26 percent of the world oil output (Dunn 2002). An almost 50 percent increase is expected in oil demand by the year 2025 (DOE 2004). Coal consumption is expected to rise by 30 percent over the next twenty years (Dunn 2002). Petroleum, natural gas, and coal are all resources in limited supply as a result of their long geologic formation process. This limited supply coupled with such significant increases in consumption raises concerns about the future availability of fossil fuel energy sources.

A second important shortcoming of fossil fuels is their detrimental effect on the environment. Energy extraction from fossil fuels occurs principally through combustion. This combustion, whether it be in a power generating cycle, heat engine or any other fossil fuel based energy process produces many forms of pollution. The most notable pollution occurs in the form of gaseous emissions. Gases such as nitrous oxides, carbonaceous oxides, and sulfuric oxides are all emitted during combustion of fossil
fuels. A focus has been placed on carbon dioxide due to its purported effect on global climate change. More than 277 billions tons of carbon have been admitted into the atmosphere since 1751 due to fossil fuel combustion (Marland et al. 2000). Global carbon emissions are currently around 6.1 billion tons annually and expected to increase to 9.8 billion tons by 2020, thereby accelerating pollution and associated climate change (Dunn 2002). Over the span of history, carbon dioxide concentrations have increased from 280 to 369 parts per million (ppm) by volume, a 31 percent increase and the highest point in 420,000 years (Scripps 2000). Projections for the year 2100 show carbon dioxide levels from 650 to 970 ppm (Intergovernmental Panel on Climate Change [IPCC] 2001). Among sources, gaseous pollution from the petroleum-based transportation sector are rising faster than any other (Melaina 2003). In the U.S., 33 percent of the carbon emissions are from this sector (EIA 2000). In addition to these harmful gaseous species, a number of biologically hazardous metalloids, particulate matter and organics are emitted into the air due to combustion processes. Particulate matter alone is responsible for 500,000 premature deaths annually (Dunn 2002). These species eventually precipitate out of the air causing pollution of the soil and aqueous environments. Direct contamination of the soil and aqueous environments is also achieved when solid carbonaceous byproducts and any associated impurities are eliminated after a combustion process. In addition to the effects of fossil fuel combustion, the procurement of fossil fuels is extremely taxing on the environment.

A third shortcoming of fossil fuels relates to the socioeconomic climate. Sustainable oil reserves are under the control of a limited number of countries yet fossil fuel dependence has pervaded most of the world. Therefore, any political disruptions or
strained international relations involving these countries controlling the reserves greatly
effects the availability of the world’s energy supply. The bulk of the petroleum reserves,
some 65 percent, are located in the Middle East (EIA 2000). As of 2004, oil importation
supplies 55 percent of the oil required for the U.S. (DOE 2004), with that number
expected to rise to 72 percent if current trends continue (Dunn 2002). A similar rise from
56 to 76 percent in 2020 is expected for all industrial nations (UNDP 2000). This
concentration of resources and dependence on importation can jeopardize energy supplies
for a majority of the world in changing political climates.

While a continued discussion of the problems associated with current energy
sources is beyond the scope of this document, the above noted increasing concerns
associated with fossil fuel usage and the continuing desire to develop a clean, renewable
energy source have resulted in an increased demand for new energy carriers. Energy
consumption by humans in the twentieth century was ten times that of their ancestors in
the previous 1000 years (Dunn 2002). This is a trend that is only expected to increase
exponentially. A rise of around 60 percent in global energy consumption is expected
over the next 20 years alone (EIA 2001). With regard to past energy carriers, there has
been a trend of shifting from solids to liquids to gases as the principal form of energy
since the mid-19th century (Ausubel 2000). Natural gas has become the second-leading
energy source for power generation, overtaking coal in 1999, making it the fastest-
growing fossil fuel in terms of use (Ausbel 2000). This shift towards natural gas use
follows a shift towards increased hydrogen-to-carbon ratios in fuels. This trend is
illustrated in Figure 1.1 with a comparison of the molecular structure of some of the
modern fuels.
If wood is included as an energy source, the hydrogen-to-carbon ratio has gone from between 1:3 to 1:10 for wood to 1:2 for coal, 2:1 for oil, and finally 4:1 for natural gas during this process that has been entitled “decarbonization.” In the span of time, there was a six fold increase in the ratio of hydrogen-to-carbon between 1860 and 1890 (Dunn 2002). Based on these two trends, hydrogen gas seems to be the conclusion to a line of energy carriers and can aid in meeting the growing energy demands of human consumption.

Use of hydrogen is already widespread in the industrial processing and aerospace industries. Hydrogen use in the metallurgical, chemical, and ceramics industries comprises almost 50 percent of the 500 billion cubic meters of annual hydrogen consumption (Elam et al. 2003). About 80 billion cubic meters of hydrogen is produced in the U.S. annually (Dunn 2002). As far back as the Second World War, fuel shortages...
prompted the U.S. military to examine hydrogen as a viable fuel (Hoffman 2001). As a result, liquid hydrogen became the primary fuel source for the U.S. space shuttle program of the National Aeronautics and Space Administration (NASA) and several other global space initiatives. Fuel cells are being designed and implemented to run on hydrogen fuel. This application was already established in aerospace as hydrogen has been used in fuel cells since the 1950s for space applications (Dunn 2002). These few examples illustrate that hydrogen is not just a future energy carrier, but rather an established energy source.

Future use of hydrogen as a fuel is almost a certainty with government and industry embarking on extensive hydrogen plans. The International Energy Agency (IEA) commissioned the Production and Utilization of Hydrogen program in 1977, referred to as the Hydrogen Agreement, to promote hydrogen use and hydrogen production and distribution research (Elam et al. 2003). The U.S. government has proposed $1.2 billion for a New Hydrogen Fuel Initiative (DOE 2004). Continued fuel cell development includes over a 100 companies interested in commercializing fuel cells for applications as varied as cell phones, soda machines, laptop computers, vehicles, offices, factories, and homes (Dunn 2002). Automobile and fuel companies are spending between $500 million and $1 billion annually on research and development programs for hydrogen (Dunn 2002).

The expanding use of gaseous hydrogen as an energy source means that hydrogen storage and handling will have a growing importance. Hydrogen is a flammable gas and therefore safety issues arise with any handling and storage applications. The use of a combustible energy carrier first requires an understanding of its ignition, combustion, and
potential detonation behavior (Fischer and Eichert 1998). For this reason, a brief examination of hydrogen gas properties, with focus on safety, is now given.

1.1 Gaseous Hydrogen as an Energy Medium

Atomic hydrogen is the most basic element, composed of one electron and one proton, and accounts for more than 90 percent of the universe by mass (HTAP 1999). Elemental hydrogen has a low atomic weight of approximately 1.008 g/mol. As a result, both its melting temperature and vaporization temperature are low, -259 ºC and -253 ºC, respectively. Therefore hydrogen exists as a gas under most working conditions.

Gaseous hydrogen is composed of symmetric, diatomic molecules with one covalent bond adjoining the two atoms. Gaseous hydrogen is non-toxic, has no color, odor, or taste, and thus is imperceptible by a person (McAuliffe 1986). The addition of odorants to hydrogen has been considered to aid in detection of hydrogen leaks, but these odorants can poison fuel cells and are often too large to diffuse through leaks easily navigated by the small hydrogen molecule (Romm 2004). The low molecular weight of the diatomic molecule, approximately 2.016 g/mol, means that hydrogen gas is much lighter than air, thus hydrogen diffuses upward and burns upward in contrast with many other gaseous fuels (McAuliffe 1986). In addition, hydrogen flames are nearly invisible (Romm 2004).

The combustible properties of hydrogen gas are of interest for both its use as a fuel and for safety. Table 1.1 gives hydrogen properties that are associated with combustion and thus pertinent to safety considerations. As observed in the table, hydrogen has a higher heating value almost three times that of methane and propane and a similar ratio in comparison to gasoline (Tan et al. 2003). Therefore, hydrogen is highly energetic fuel by mass and appears to be an improvement over conventional fuels.
Table 1.1 Combustion properties of gaseous hydrogen.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Hydrogen $\text{H}_2$</th>
<th>Methane $\text{CH}_4$</th>
<th>Propane $\text{C}_3\text{H}_8$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gas Density at STP$^a$ (kg/m$^3$)</td>
<td>0.0838</td>
<td>0.6512</td>
<td>1.87</td>
</tr>
<tr>
<td>Self-ignition temperature (K)</td>
<td>858</td>
<td>813</td>
<td>760</td>
</tr>
<tr>
<td>Minimum ignition energy in air (mJ)</td>
<td>0.02</td>
<td>0.29</td>
<td>0.26</td>
</tr>
<tr>
<td>Ignition limits in air (vol-%)</td>
<td>4-75</td>
<td>5.3-15</td>
<td>2.1-9.5</td>
</tr>
<tr>
<td>Flame temperature in air$^b$ (K)</td>
<td>2318</td>
<td>2148</td>
<td>2385</td>
</tr>
<tr>
<td>Detonation limits in air (vol. %)</td>
<td>13-59</td>
<td>6.3-14</td>
<td></td>
</tr>
<tr>
<td>Detonation velocity in air$^b$ (km/s)</td>
<td>2</td>
<td>1.8</td>
<td>1.85</td>
</tr>
<tr>
<td>Detonation overpressure (bar)</td>
<td>14.7</td>
<td>16.8</td>
<td>18.25</td>
</tr>
<tr>
<td>Lower heating value (kJ/g)</td>
<td>119.93</td>
<td>50.02</td>
<td>46.35</td>
</tr>
<tr>
<td>Higher heating value (kJ/g)</td>
<td>141.86</td>
<td>55.53</td>
<td>50.41</td>
</tr>
<tr>
<td>Gas Specific heat$^a$ (J/gK)</td>
<td>14.89</td>
<td>2.22</td>
<td>1.67</td>
</tr>
<tr>
<td>Velocity of sound in gas at STP$^a$ (m/s)</td>
<td>1294</td>
<td>448</td>
<td>260</td>
</tr>
<tr>
<td>Stoichiometric mixture in air (vol. %)</td>
<td>29.53</td>
<td>9.48</td>
<td>4.03</td>
</tr>
<tr>
<td>Diffusion coefficient in air at STP$^a$ (cm$^3$/s)</td>
<td>0.61</td>
<td>0.16</td>
<td>0.12</td>
</tr>
<tr>
<td>Explosion energy$^c$ at STP$^a$ (kg TNT/m$^3$)</td>
<td>2.02</td>
<td>7.03</td>
<td>20.5</td>
</tr>
<tr>
<td>Explosion energy$^c$ (g TNT/g fuel)</td>
<td>24</td>
<td>11</td>
<td>10</td>
</tr>
<tr>
<td>Explosion energy$^c$ (g TNT/kJ)</td>
<td>0.17</td>
<td>0.19</td>
<td>0.2</td>
</tr>
</tbody>
</table>

$^a$ STP: standard temperature and pressure, 293.15 K, 1.013 bar.
$^b$ Stoichiometric mixture
$^c$ Theoretical maximum; actual value approx. 10 % of theo. maximum

Source: Hord 1976

This benefit is negated by a much lower gas density for hydrogen as seen in Table 1.1 in comparison to methane and propane. As a result, hydrogen must be compressed to higher levels than other gaseous fuels to achieve similar energy extraction from comparable fuel volumes. These high pressures can pose many safety risks for storage and handling processes. Another difference seen in Table 1.1 between hydrogen and the gaseous hydrocarbons is the broad flammability range in air. Hydrogen can be ignited over a concentration range of about 4 to 75% by volume. Coupled with a low ignition energy and higher explosion energy by mass, uncontained hydrogen fuel presents a formidable safety hazard.

1.2 Hydrogen Safety

The previous description of hydrogen as a fuel demonstrated that hydrogen is a highly energetic and combustible gas. It is for this reason that hydrogen is seen as a
promising fuel and why care must be taken in its handling and storage. While hydrogen use is prevalent in industrial applications, its expansion in society means an increased focus on safety. Undetected hydrogen leaks already comprise 22 percent of current hydrogen accidents (Romm p106). A similar percentage in the public setting would be unacceptable. “Hydrogen safety is an issue of every aspect from production to utilization and continues to be of the utmost importance; not only to those researching, designing and working with it; but to the general public, local authorities, insurance agents, etc.” (p 603 Elam et al.2003).

Monitoring and leak detection must be a key focus of all hydrogen handling, storage and transmission activities. One projection is that the transition to hydrogen would first make use of the existing natural gas network of pipelines to achieve distribution (Dunn 2002). As exhibited in an earlier section, hydrogen has a much lower gas density than methane thus creating the possibility for failure of joints and seals in existing pipeline networks. Hydrogen can be safely transported in specifically designed pipelines. This is demonstrated by the lengthy hydrogen pipelines in some of the leading industrial nations: 210 km in Germany, 400 km from France to Belgium, and over 720 km throughout the U.S. (Amos 1998). Construction of such pipelines for widespread use would not be feasible in the initial transition to hydrogen and even these pipelines have inherent risk associated with the high pressure at which they are operated. Hydrogen also tends to degrade materials over time by processes such as embrittlement and destruction, induced crack generation, blistering, flakes, and cold-cracking of welded joints (Goltsov 2002). Normally, molecular hydrogen should be relatively inert in pipelines but with very pure and compressed hydrogen, as NASA has determined,
embrittlement is a possibility especially around pipeline welds (McAuliffe p50). These effects of hydrogen on materials have similar safety implications for storage vessels. Safe and economic transportation of hydrogen is key to hydrogen becoming the next energy carrier (Dunn 2002). As a result, hydrogen leak monitoring is a necessity for safety.

Governments recognize the need to address hydrogen safety as an essential element of their hydrogen development programs. One of the guiding principles of the IEA Hydrogen Agreement is that “barriers, both technical and non-technical, to the introduction of hydrogen are being reduced through advances in renewable energy technologies and hydrogen systems including progress in addressing hydrogen storage and safety concerns” (Elam et al. 2003). In the U.S. Hydrogen Initiative, phase one requires the demonstration of “critical path” technologies and safety assurance before any commitment is made to a hydrogen infrastructure (DOE 2004). N.A.S.A. has outlined requirements for hydrogen gas monitoring in the space shuttle program as shown in Table 1.2.

Table 1.2 N.A.S.A requirements for gas detection and monitoring.

<table>
<thead>
<tr>
<th>Performance criteria</th>
<th>Basic requirements</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy (% error)</td>
<td>&lt;10% or 5 ppm, whichever is less</td>
</tr>
<tr>
<td>Precision (% deviation)</td>
<td>&lt;5% or 3 ppm, whichever is greater</td>
</tr>
<tr>
<td>Detection limit (ppm)</td>
<td>H₂: 25; He: 100; O₂: 25; Ar: 10</td>
</tr>
<tr>
<td>Response time (sec)</td>
<td>10 (0 ppm raised to 500 ppm)</td>
</tr>
<tr>
<td>Recovery time (sec)</td>
<td>30 (500 ppm lowered to 0 ppm)</td>
</tr>
</tbody>
</table>

*Requirement for all gases, unless otherwise stated.

Source: Ottens 2002.

Hydrogen leak detection and monitoring is thus critical not only for safety, but for the expansion of hydrogen as an energy carrier. Technologies are needed to meet this
demand for monitoring that can provide reliable, continuous detection of low hydrogen concentration levels for all handling, transport and storage applications

1.3 Hydrogen Detection and Monitoring Schemes

The safety concerns regarding the handling and transport of hydrogen have resulted in the examination of many detection schemes for hydrogen monitoring applications. The predominance of detection systems, either currently available or under investigation, can be classified into four categories. The first category is chemisorbing solid-state sensors which use a thin-film surface that interacts chemically with hydrogen and in response undergoes a change in one of several physical properties. The second category encompasses several types of acoustic sensors. Acoustic hydrogen sensors use the difference in density and speed of sound between hydrogen and other gases to achieve detection. The third classification for hydrogen detection schemes are those based on mass spectrometry. In these detection systems, hydrogen ions are separated based on mass in a magnetic field and a resulting mass spectrum is used for identity and quantification. The final category is optical spectroscopic methods. This includes the methods that are the focus of this paper. Optical spectroscopic techniques may use a range of identifying characteristics, such as atomic or vibrational transitions. Atomic emission schemes use an excitation source to induce atomic transitions or complete ionization in a sample of hydrogen gas. As the molecules of hydrogen return to their lowest energy state after excitation or ionization, electromagnetic radiation is released and collected to produce an emission spectrum. Using known emission schemes for hydrogen, the presence and concentration of hydrogen can be determined. In contrast, vibrational schemes, such as Raman scattering, use a quantum of energy to excite a vibrational mode and measure the subsequent relaxation through photon emission to
determine the presence and concentration of hydrogen. There are many devices currently available or under development that fall into these four detection categories. A brief comparison of the technologies available in each category is now given. In addition, important metrics of performance such as detection limit, sensitivity, response time, recovery time, and detection range are highlighted.

1.3.1 Chemisorbing, Solid-state Sensors

This is a broad category of sensors comprising the bulk of hydrogen sensing technologies available. These sensors are often classified as point gas sensors. The basic principle on which these hydrogen sensors function is that hydrogen concentration in a sample gas volume can be detected by monitoring the change in the physical properties of a chemisorbing film layer. There are numerous chemisorbing layers that have been developed with a variety of compositions but in general, the layer is doped with a metal, usually palladium, which is responsible for interacting with gaseous hydrogen in a surrounding sample volume. These metallic layers adsorb hydrogen to form hydrides when in contact with free hydrogen gas thus changing their solid crystal structure (Bevenot 2000). This crystal modification induces changes in the electrical, optical and acoustic properties of the chemisorbing layers. Chemisorbing sensors can be divided into three groups based on which one of the three physical properties is used for sensing (Dong 2003). The combination of composition and the type of solid-state sensor has created a number of devices. The remainder of this section presents examples from each category of chemisorbing sensors for the purpose of examining their metrics and limitations.

Solid-state semiconductors with a hydrogen sensitive layer are the most common of the chemisorbing hydrogen sensors. These sensors exhibit a change in electrical
conductivity proportional to the amount of hydrogen adsorbed onto the surface layer at equilibrium (Scharnagl et al. 2001). The first semiconductor hydrogen sensor can be found in 1975 with the MOSFET transistor proposed by Lundstrom and Svensson. As a result of this development, the use of palladium doped MOS field effect transistors for hydrogen detection has been a common practice for more than 25 years (Scharnagl et al. 2001). While commonly used for sensing, these sensors have drawbacks. Usually conductance sensors operate at several hundred degrees centigrade making them unpractical for use as field detection device (Scharnagl et. al. 2001). Also, due to the interaction of the surface with hydrogen, these sensors show reduced detection ability with ageing (Tardy 2004). Blistering in the palladium layers of MOS transistors at high hydrogen concentrations is one effect of ageing that limits detection range (Armgarth 1982). Chemisorbing semi-conducting sensors also show a significant response and recovery time due the requirement of adsorption and desorption of hydrogen on the active surface. A few examples of recently developed semi-conducting hydrogen sensors are now presented to examine improvements and continued limitations in these types of sensors.

Scharnagl et al. tried to combat blistering of past semi conducting transistor sensors by using alloys of Pd-Ni and Pd-Ag as the sensitive layer, thereby stabilizing the palladium. While effective in stabilizing the palladium layer, a constant sensor temperature of either 25 or 100º C was necessary for detection and the transistors exhibit lengthy response times. A graph of the Pd-Ni sensor response to three concentrations of hydrogen in synthetic air is shown in Figure 1.2. The linear response on a semi logarithmic scale should be noted. A decrease in signal response is observed with
increasing hydrogen concentration. This shows that saturation can be achieved with this sensor thus limiting detection range.

![Graph showing Pd-Ni doped transistor response to hydrogen concentration under dry and humid conditions.](image)

Figure 1.2  Pd-Ni doped transistor response to hydrogen concentration under dry and humid conditions.  Source: Scharnagl et. al. 2001

For a 0.1% by volume mixture of hydrogen and synthetic air, an 80% signal took 10 seconds to achieve for the Pd-Ni doped transistor. In addition to the response time, 40 minute gas cycles were required due to saturation and recovery of the Pd-Ni layer with more than 40 minutes required for hydrogen gas concentrations higher than 0.1%. For 1% hydrogen, only 50% of the maximum signal was achieved in 20 seconds while equilibrium took 20 minutes. Another drawback noted for the Pd-Ni layer was a strongly reduced response with humid sample gas. For the Pd-Ag layer, similar response times were observed but the response levels were lower at 100 °C. Baseline drift was also
observed after repeated gas exposure. While successful at showing stabilized palladium alloy layers could detect hydrogen ultimately over a concentration of 0.1%-2% by volume, the Pd-Ag layer could not detect hydrogen at elevated temperatures or maintain a constant signal and both layers exhibited multi-second response times.

Platinum and iridium have also been examined as chemiabsorbing dopants for semiconducting transistor devices (Schnargl, Karthigeyan et al. 2001). Platinum exhibited a saturation tendency, like palladium, to increasing hydrogen concentration as shown by a decrease in signal rise in Figure 1.3.

![Figure 1.3 Calibration curve for a platinum doped transistor at 30°C with error bars showing one standard deviation. Source: Schnargl, Karthigeyan et al. 2001](image)

A 90% signal response for each concentration was observed within 10 seconds. Long recovery times for desorption were observed with almost 3 hours needed for 2% by volume concentrations of hydrogen in synthetic air. The iridium doped transistor exhibited small signal responses at 1000 parts per million (ppm) and 2% hydrogen samples with long response times of more than 40 minutes and 15 hours respectively. A
return to baseline levels after exposure wasn’t achieved in 15 hours. In addition, humidity was found to decrease platinum response while increasing iridium signals.

Kang and Gurbuz explored the use of another chemisorbing semiconductor type, the Schottky diode, for hydrogen detection. Two GaAs Schottky diodes, one doped with palladium and the other with platinum, were constructed and examined for hydrogen detection ability. Schottky diodes like all diodes control current flow. With the doped diodes, changes in current flow were observed with changes in ambient hydrogen concentration due to the adsorption of the hydrogen into the surface layer. Figure 1.4 shows the current response to changes in hydrogen partial pressures.

![Figure 1.4 Current change in Pd and Pt doped Schottky diode in response to changing hydrogen partial pressures at three temperatures. Source: Wang and Gurbuz 1994.](image)

While the Schottky diodes did exhibit a response to changing hydrogen concentrations, a tendency toward saturation is again observed for both sensors. Above room temperature
operating temperatures were also required for sensor operation. Similar to other semiconducting sensors, response times were in the multiple second range, decreasing for larger concentrations. Table 1.3 gives the time constants for both diodes at various partial hydrogen pressures.

Table 1.3 Diode response time constants at varying pressures.

<table>
<thead>
<tr>
<th>Sensor</th>
<th>Pressure (Torr)</th>
<th>Time constant (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pd-GaAs</td>
<td>1</td>
<td>16</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>104</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>98</td>
</tr>
<tr>
<td>Pt-GaAs</td>
<td>5</td>
<td>71</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>62</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>57</td>
</tr>
</tbody>
</table>

Source: Kang and Gurbuz 1994

Between the two sensors, the palladium-doped diode showed better sensitivity than platinum diode to low hydrogen concentration, as shown by the slope in Figure 1.4, as well as a quicker response time.

Similar behavior to the chemisorbing semiconductors presented has been demonstrated with many other metallic-doped active layer configurations. Uwira et al. reported the use of a palladium-doped copper phthalocyanine (Cu-Pc) p-type semiconductor to achieve detection limits around well below 1 ppm at 95 °C and multiple minute response times. Large hydrogen concentrations up to 1000 ppm lead to saturation with a conductance decrease of more than 90%. Shukla et al. reported hydrogen detection with a tin oxide film semiconductor over a range of 1-4% hydrogen by volume. A maximum sensitivity of 394% was observed at 4% by volume and a 94% sensitivity at 1% by volume at room temperature. No information on response time was given. Wong et al. described the use of carbon nanotubes impregnated into a thin-layered Pd/CNTs/n⁺-Si structure. The carbon nanotubes are supposed to aid in hydrogen molecular adsorption
into the surface prior to dissociation by palladium. When examined in the presence of hydrogen gas at room temperature and 80 °C, a reduction in current through the composite sensor was observed in a fashion similar to Schottky diodes. While Wong et al. demonstrated the ability to detect the presence of hydrogen and commented on absorption mechanisms, proportionality to concentration was not examined and further research is required. Additional surface dopants such as Si$_3$N$_4$ (Dobos 1984), Ta$_2$O$_5$ (Dobos 1984), Al$_2$O$_3$-SiO$_2$ (Lundstrom and Svensson 1985), Al$_2$O$_3$ (Okuyama 1997), SiO$_2$-SiC (Arbab 1993; Chen 1997), SiC (Baranzahi 1996), ZnO (Basu 1994), TiO$_2$ (Kobayashi 1994), and diamond thin film (Kang 1995) have all been used for chemisorbing semiconductors. Overall semiconducting devices with chemisorbing layers have all exhibited the ability to detect low concentrations of hydrogen with high sensitivity but they all suffer from multi-second response times, limited detection range, saturation and a lack of robustness due to surface degradation, poisoning and operating temperature dependency. In addition, the small sample volumes examined by these point gas sensors means entire arrays of sensors would be needed for any macroscopic hydrogen monitoring scheme.

A second type of chemisorbing electrical solid state sensors in use is solid electrolytes with variable ionic conductivity. An example of this sensor is described by Maffei and Kuriakose and entails the use of a hydronium Nasicon disc, a conducting electrolyte, with two electrodes, one silver-based and one palladium. As with the other sensors, hydrogen adsorption changes the electrical characteristics of the potentiometric sensor. Figure 1.5 shows the response of the sensor in air for an increasing volumetric percentage of hydrogen.
Figure 1.5 Voltage across a potentiometric sensor for increasing percentages of hydrogen in air by volume. Source: Maffei and Kuriakose 2004

As with the semiconducting sensors, a semi logarithmic scale was presented due to the decreasing signal change of the chemisorbing layer with increasing hydrogen concentration. In contrast to the semiconducting sensors, results were presented up to 100% hydrogen and saturation was not achieved. Figure 1.6 shows the response time of the sensor to brief hydrogen exposures of various concentrations.

Figure 1.6 Response time of a potentiometric hydrogen sensor to the introduction of hydrogen at various concentrations in air. Source: Maffei and Kuriakose 2004
An extremely short response time is seen for high concentrations due to the increased rate of adsorption associated with high concentrations, but response time recedes to over 200 seconds for low concentrations.

A second form of the chemisorbing solid-state sensor used for hydrogen detection is based on measuring the change in optical properties of the active layer. As with the electrical property-based sensors, palladium is the metallic surface dopant used most commonly. Several configurations have been developed based on this principle namely palladium doped micromirrors (Bevenot 2000, Butler 1993), surface plasmon resonance (Chadwick 1993, Bevenot 2002), intensity variations of electrochromatic materials (Ito 1992, Hamagami 1993), interferometric measurements (Davis 1986, Bearzotti 1982), and fiber Bragg gratings (Peng 1999, Tang 1999). Palladium micromirrors and surface plasmon resonance optical fibers are now examined to exemplify the characteristic responses of chemisorbing optical hydrogen sensors.

Bevenot et al. 2000 developed a palladium micromirror sensor which exhibits a change in reflectivity to an incident diode laser due to adsorption of the hydrogen. The micromirror was mounted on the end of an optical fiber and exposed to a range of hydrogen concentration from 1 to 100% by volume. Figure 1.7 shows the response of the sensor as a function of hydrogen concentration and Figure 1.8 shows the response time as a function of hydrogen concentration. Figure 1.7 shows that a response was first seen around 1% when phase transition of the palladium occurred. A saturating response, similar to the semiconducting sensors, was observed for hydrogen concentrations greater than 10%.
Figure 1.7  Detection response of a palladium micromirror as a function of hydrogen concentration. Source: Bevenot 2000.

Figure 1.8  Response time a palladium micromirror as a function of hydrogen concentration. Source: Bevenot 2000
Response times were observed to exponentially increase as hydrogen concentration decreased exhibiting a 14 second response at 4% by volume. In addition, maximum response was seen at low temperatures while low response was seen at high temperatures whereas response times were longer at low temperatures and shorter at high temperatures.

Surface plasmon resonance sensors also examine the change in optical properties of palladium in the presence of hydrogen. Tobiska et al. presents a surface plasmon resonance sensor in which an optical fiber is embedded in a palladium substrate. A diode laser is used to illuminate the fiber and a detector with a collimating lens and polarizer is used to monitor changes in the transmitted light through the fiber. In the presence of varying concentrations of hydrogen, adsorption into the palladium causes a change in its complex permittivity. As a result, the transmission of transverse magnetic (TM) polarized light increases and the transmission of transverse electric (TE) polarized light decreases. This plasmon sensor was examined only at the lower explosive limit of hydrogen, 4% by volume. A TM polarization response of 51% and TE polarization response of -5% were seen upon introduction of the hydrogen sample. Response time was observed to grow from 74 seconds to 150 seconds over sensor cycling and recovery time grew from 540 seconds to 680 seconds. A full day was required to achieve complete desorption of hydrogen from the sensor and a return to original signal levels. The resolution of the sensor was estimated at 0.2% by volume of hydrogen in nitrogen. It should be noted that the author also observed poisoning and unpredictable changes in response time if the sensor was not kept under a pure gas flow.

The final class of chemisorbant hydrogen sensors are the surface acoustic wave (SAW) sensors. These sensors involve the incorporation of the active layer onto a solid
piezoelectric substrate. Application of current at a specific frequency generates a surface acoustic wave under the palladium layer that experiences shifts in frequency based on hydrogen adsorption in the layer (Jakubik et al. 2002). D’Amico et al. developed the first SAW sensors using thin palladium layers and achieved a small response even at three percent hydrogen by volume (D’Amico 1989). Recently, bilayer films of palladium and other metalloceramics, namely nickel phthalocyanine and copper phthalocyanine, have been proposed by Jakubik et al. Hydrogen detection was observed over a concentration range of 0.5 to 3% hydrogen by volume in nitrogen. Response times of 100 seconds for 0.5% and 1000 seconds for 1.5% were exhibited with recovery times around 200 seconds. Sensitivity was shown to have an inverse relationship with temperature.

While all forms of the solid-state sensors presented here provide a compact, functional hydrogen detection scheme for low hydrogen concentrations around or below the lower flammability limit of 4% hydrogen by volume, several drawbacks are noted from the examples presented. For the detection of hydrogen, solid-state sensors must first adsorb the gas until equilibrium is achieved on the solid surface which results in a delayed response time for the detection of hydrogen thereby reducing the ability for rapid detection (Dong 2003). Response times of all the above sensors were at least 10 seconds with many achieving a steady signal after a period of minutes. Due to adsorption, a recovery time is needed for the diffusion of hydrogen from the active film layers before successive sensing can occur. This time period is much greater than the response time in all cases resulting in limited repeatability of measurements in a short time period. In addition, the reactive surface is also prone to “poisoning” due to its chemisorbant property. Other chemical species can adsorb onto the surface which not only hinders
hydrogen absorption, but also changes the physical properties of the material. This affects the accuracy of the sensor for hydrogen detection. Finally, saturation tendency results in reduced signal sensitivity at increased concentrations thus making broad detection ranges difficult to achieve for most sensors (Dong 2003).

1.3.2 Acoustic Hydrogen Sensors

As discussed previously, acoustic hydrogen sensors take advantage of differences in the densities and speeds of sound between hydrogen and other gases, particularly air, to achieve detection. Often these two properties are combined into a single parameter, the acoustic impedance, which is the product of the speed of sound and the density for a gas. Due to the dependence on both properties, the acoustic impedance shows even greater variation between hydrogen and other gases. Hydrogen has an acoustic impedance that is approximately a quarter of the impedance for air, a mass density 1/15 of air, and a speed of sound four times that of air. The lower molecular weight of hydrogen also results in a much greater acoustic velocity for hydrogen in comparison to most gases except for helium (Dong 2003). Two acoustic hydrogen sensors are now presented to examine the detection limits, response times, detection range and sensitivity of acoustic hydrogen sensors.

Dong et al. developed an acoustic hydrogen sensor entitled a piezoelectric-sound-resonance cavity (PSRC). This sensor is constructed of two piezoelectric discs placed at opposite ends of a cylindrical cavity. A hole in one of the piezoelectric discs allows sample gas to enter and exit the chamber. An AC voltage is applied across on disc causing a bending motion which upon release, generates a resonant standing wave in the cavity. The other disc is used to record the changes in the frequency and acoustic intensity of the standing wave by monitoring the voltage and phase output of the disc.
Through experimentation it was shown that the output voltage and phase responded linearly to a change in hydrogen concentration with a limit of sensitivity below 10 ppm. Some concern is associated with this measurement because a calibrated electrochemical reaction was used to generate low hydrogen concentrations. The calibration of the electrochemical reaction was achieved using a semiconductive hydrogen sensor. As already noted, semiconductive hydrogen sensors suffer from delayed response time thus introducing error into the calibration of gas production and consequently into the calibration of the PSRC. With this noted, the PSRC exhibited a linear response up to a concentration of 0.2 ppm and a response time of 1.2 sec to changes in concentration.

A second acoustic sensor has been presented by Barberi et. al. in which an acoustic wave is generated by a sensitizer, a black body that produces an acoustic wave in response to excitation by narrow pulse radiation. The acoustic wave is independent of wavelength thus allowing for the use of any narrow pulsed radiation source. A small diode laser was used for testing of this system. After the wave is generated, its propagation time through a gas is examined with an acoustic detector in the same fashion as for the PSRC acoustic sensor. Again, a linear response of the shift in propagation time was observed with increasing hydrogen concentration up to around 0.25% by weight. Sensitivity was found to be approximately 200 ppm. The author did not comment on response time.

The two acoustic hydrogen sensors discussed here have shown low detection limits and reduced response times are obtainable with acoustic hydrogen sensors in comparison to solid-state detection schemes. While showing these improvements, it must be noted that acoustic properties of gases are temperature dependent thus application as a
hydrogen monitoring device would require a controlled sampling environment. In addition, these acoustic hydrogen sensors still require localized hydrogen sampling without the possibility of remote sampling and in the case of the PSRC acoustic sensor, are constructed of piezoelectric materials which can have significant cost implications for use in large numbers.

1.3.3 Mass Spectrometry-based Hydrogen Detection Schemes

Mass spectrometric methods are currently being employed for the purpose of hydrogen leak detection in the U.S. space program. Mass spectrometry is a common technique employed in the laboratory to determine molecular composition. This method of analysis should not be confused with spectroscopy in which radiation absorption or emission is used to determine composition. Mass spectrometry uses a beam of highly energetic electrons to separate molecules into charged components and then measures the masses of these fragments through manipulation in a magnetic field (Wade 2003). The data obtained from this process allows for a reconstruction of the analyte’s constituent molecules and a determination of concentration of the analyte.

Mass spectrometry is one of the primary technologies currently in use for hydrogen leak detection for the U.S. space shuttle program. In the past, NASA has used multiple systems to monitor for hydrogen leaks prior to launch. The Prime Hazardous Gas Detection System (HSDS) and Backup HSDS were the primary systems, incorporating a linear quadropole and fixed sector mass spectrometer, respectively, for detection (Griffin 2002). The Hydrogen Unmbilical Mass Spectrometer (HUMS) and Portable Aft Mass Spectrometer (PAMS) were two more systems developed to detect hydrogen leaks in a helium background (Naylor et al.). These systems were all limited by delays greater than 20 seconds and transport lines greater than 200 feet. Griffin et al. developed a new
HSDS 2000 system which combines the functions of all previous systems and can be positioned on the mobile launch platform. The system again uses a series of pumps and transport lines to draw samples from locations around the shuttle and launch pad to two quadropole mass spectrometers. Tests of the systems were performed using mixtures of hydrogen, helium, oxygen and argon in a nitrogen balance at concentrations of 0, 500, and 5000 ppm. Calibrations curves were not provided by Griffin but it was stated that detection limits of less than 25 ppm were achieved. Ottens et al. examined the same detection setup in a laboratory at the same concentrations. A limit of detection of 12 ppm was found with a response time of 8 seconds and a recovery time 6 seconds. The results were repeatable with a precision of 2.0%. Griffin et al. noted a drift in the hydrogen measurements attributed to water infiltration into the system.

### 1.3.4 Optical Spectroscopic Hydrogen Detection Schemes

This category encompasses hydrogen sensing technologies in which a characteristic emission spectrum of electromagnetic radiation is used for hydrogen identification after excitation. The methods examined in this paper, namely time-resolved Raman scattering and Laser-Induced Breakdown Spectroscopy (LIBS) fall into this category. In addition to being the focus of this paper, Raman spectroscopy has been the technique on which previous optical spectroscopic detection schemes have been developed. For this reason, any existing detection schemes using these technologies are presented in the following chapter after an introduction to each form of spectroscopy has been provided.

All four classes of hydrogen sensing technologies presented have demonstrated the ability to detect hydrogen gas in a background atmosphere. While effective in detection, all exhibit limitations in one or more of the following areas: detection limits, detection range, response time, sensitivity, and durability.
1.4 Research Motivation and Breadth

New hydrogen detection and monitoring schemes are needed for the expanding hydrogen public and commercial infrastructure as well as for continued aerospace application. These detection schemes must ensure safety by providing low limits of detection, a broad detection range, high sensitivity, and almost instantaneous response times in a compact, robust, and functional format. The focus of this work is to examine two optical spectroscopic techniques for use in hydrogen leak detection schemes and their ability to satisfy the aforementioned criteria. The spectroscopic techniques considered are time-resolved Raman scattering and Laser-Induced Breakdown Spectroscopy (LIBS). Time-resolved Raman scattering is a technique in which characteristic spectral emission is monitored after excitation of an analyte to identity the component species. LIBS is a technique in which the spectral emission from an laser-induced plasma and the associated ionization of an analyte is examined to identify component species. While a more detailed description of the fundamental processes involved with each technique is presented in the following chapter, the these two techniques lend themselves to low concentration species detection, a broad detection range, high sensitivity, real-time feedback and implementation in a simple, rugged format thereby providing the motivation for this research. In addition, Raman scattering is well-suited for remote detection and LIBS is a promising point source sensing technology. The specific goals of this research are:

1. Demonstrate the ability to detect hydrogen using both time-resolved laser-initiated Raman scattering and time-resolved Laser-Induced Breakdown Spectroscopy.
2. Investigate the effects of excitation wavelength and optical configuration on the detection of hydrogen by Raman scattering.

3. Compare and contrast the use of a gaseous breakdown versus a substrate-initiated breakdown for LIBS hydrogen detection.


5. Investigate the effect of substrate degradation on detection limits for LIBS hydrogen detection.

6. Implement and perform initial testing of a portable field detection apparatus using both detection methodologies.

The following documentation provides an introduction to each analytical technique and presents a discussion of all results pertaining to the outlined research goals.
CHAPTER 2
FUNDAMENTAL SCIENCE AND BACKGROUND

This chapter presents a description of the physical processes characteristic to spontaneous Raman spectroscopy and Laser Induced Breakdown Spectroscopy (LIBS). In addition, application of each spectroscopic technique to hydrogen detection is discussed along with any current hydrogen detection schemes using each technique and the associated limitations of those technologies.

2.1 Raman Spectroscopy

Electromagnetic radiation can interact with molecules in many ways. The effects of this interaction are varied based upon the energy content of the electromagnetic wave and the nature of the heterogeneity. Radiation can either be scattered, absorbed or emitted. Spontaneous Raman spectroscopy is a form of molecular spectroscopy that probes vibrational level transitions occurring in response to interaction with electromagnetic radiation for species identification. A fundamental look at spontaneous Raman scattering is now presented along with a specific examination of Raman for hydrogen gas and current Raman detection schemes for hydrogen leak detection.

2.1.1 Spontaneous Raman Scattering

When electromagnetic radiation impinges on molecules, the associated electric field of the radiation induces an oscillating dipole moment in the molecule by displacing electron density at the frequency of the incident wave. A visual representation is shown in Figure 2.1 using an electrostatic potential map of an arbitrary, symmetric diatomic molecule.
Figure 2.1 Electrostatic potential maps showing the induction of an oscillating dipole in a symmetric diatomic molecule due to incident electromagnetic radiation. Charge density, initially uniform, is displaced upon interaction with the oscillating electric field of the incident radiation.

The interaction of a molecule with electromagnetic radiation can be examined using a classical wave model or a quantum mechanical viewpoint. Approaching from a quantum mechanical viewpoint, the energy of an incident photon of radiation is $h v_{inc}$ where $h$ is Planck’s constant and $v_{inc}$ is the frequency of the incident radiation. As stated previously, the induced dipole moment oscillates at the incident frequency of $v_{inc}$ $(v = c/\lambda)$. If the molecule has no permanent dipole moment, this oscillation can induce a dipole moment. The energy coupled into the oscillation of the induced dipole moment can result in vibratory quantum transitions in the molecule.

Initially, the ground state vibrational level is the most highly populated with only a small proportion of electrons occupying higher vibration states at room temperature. This distribution is governed by the Boltzman Distribution which is given in Equation 2.1 where $n_i$ is the number of atoms per volume in an energy state, $n_t$ is the total number of atoms per volume, $g_i$ is the statistical weight of the energy state, $E_i$ is the excitation energy to achieve state $i$, $k$ is Boltzmann’s constant, $T$ is absolute temperature, and $Z(T)$ is the partition function given by Equation 2.2.

$$n_i = \frac{n_i g_i e^{-E_i/kT}}{Z(T)} \quad \text{Equation 2.1}$$

$$Z(T) = \sum_{i=0}^{n} g_i e^{-E_i/kT} \quad \text{Equation 2.2}$$
Upon excitation through induced dipole oscillation, electrons from the lower vibrational state are excited to a higher vibrational level. If the excitation energy exactly matches the difference in energy between two quantum levels, the energy is absorbed into the molecule. This process is used in infrared absorption spectroscopy (IR) and will not be examined in this work. If the energy increase does not match a specific electronic transition, electrons are promoted to a virtual vibrational or vibrational-rotational state. This virtual energy level is unstable and a subsequent release of energy occurs in the form of a photon in a process known as scattering. In general, scattering cannot be separated into two distinct events as with absorption and emission. Scattering occurs in less than $10^{-14}$ seconds (Nafie 2001) and is classified as either elastic or inelastic. Elastic scattering occurs when the emitted or scattered photon contains the same quanta of energy as the incident exciting photon. Inelastic scattering occurs when a portion of the imparted energy from the incident photon is retained by the molecule, thus the scattered photon exhibits a shift in frequency from the incident photon. If the retained energy is linked to a vibrational or vibrational-rotational mode of the molecule, the inelastic scattering is entitled Raman scattering. The magnitude of the shift in frequency of the scattered light is unique for a molecule and a given vibrational state and is constant and independent of the excitation source frequency (Baranska 1987). If the shift occurs to a lower photon frequency, thus lower energy, it is entitled a Stokes shift and the corresponding emission band, a Stokes band. Stokes shifts occur when the final vibrational state of the molecule is greater than the initial vibrational state, hence energy is added to the molecule. A shift to a higher photon frequency, thus higher energy, is referred to as an Anti-Stokes shift generating an Anti-Stokes band, hence energy is added
to the photon. These shifts are presented in Equation 2.3 and Equation 2.4 in terms of photon energy.

\[ h v_{\text{Stokes}} = h v_{\text{incident}} - h v_{\text{vibration}} \quad \text{Equation 2.3} \]

\[ h v_{\text{Anti-Stokes}} = h v_{\text{incident}} + h v_{\text{vibration}} \quad \text{Equation 2.4} \]

Anti-Stokes shifts can occur because the relaxation of the molecule during the scattering interaction allows the molecule to return to a lower vibrational energy state than the molecule was at prior to excitation, thereby passing the vibrational quanta to the now inelastically scattered photon. Figure 2.2 shows an energy level diagram to illustrate differences between elastic and inelastic Raman scattering.

![Energy level diagram](energy_level_diagram.png)

Figure 2.2 Energy level diagram showing a comparison of elastic scattering transitions with inelastic Raman scattering transitions.

As shown in Figure 2.2, the shift in frequency corresponds to a specific vibrational level (Ingle and Crouch 1998). Raman scattering can also take place between virtual vibrational levels when the incident photon exceeds an electronic transition energy. This process is known as Resonance Raman Scattering and will not be examined in this text. The Raman shift observed in the frequency of the scattered photon is usually quantified
by wave number. The relation between frequency, $\nu$, wavelength, $\lambda$, energy, $E$, the speed of light, $c$, and wave number, $\bar{\nu}$, is given by Equation 2.5,

$$\bar{\nu} = \frac{\nu}{c} = \frac{1}{\lambda} = \frac{E}{hc} \quad \text{Equation 2.5}$$

Wave number is usually expressed in dimensions of cm$^{-1}$. Since the shift in frequency of the scattered photons is species dependent, Raman scattering can be used for species identification. Collection and dispersion of the scattered radiation produces a scattering spectrum which can be examined for characteristic Raman bands and their intensities to identify species and concentrations present in the analyte. This method of molecular spectroscopy is therefore entitled spontaneous Raman spectroscopy.

As stated previously, at lower temperatures such as room temperature, the ground vibrational state is the most highly populated with electrons as dictated by Boltzman’s Distribution. For this reason, Stokes shifts occur more frequently under standard conditions thus producing more intense scattered radiation. The Anti-Stokes Raman band intensities are enhanced at elevated temperatures. Figure 2.2 shows the qualitative relationship between Raleigh scattered lines and Raman scattered lines in a scattering spectrum at room temperature. While intensities are arbitrary, they are meant to display a relationship among the lines. Typically, Rayleigh scattering intensities are many orders of magnitude greater than Raman intensities, as discussed below.

Raman scattering occurs as a result of transitions between vibrational and/or rotational energy levels of molecules, therefore it cannot be used for atomic identification. In addition, for an analyte to be Raman active, certain conditions regarding the interaction of the molecule with incident electromagnetic radiation must be met.
The induced dipole moment, $\mu$, is proportional to the intensity of the electric field associated with the incident photon as shown in Equation 2.6.

$$\bar{\mu} = \alpha_{ij} \vec{E}$$  \hspace{1cm} \text{Equation 2.6}$$

The tensor, $\alpha_{ij}$, is known as the polarizability and is species dependent. As shown Equation, 2.6, the induced dipole moment is a vector thus it can have different magnitudes in each coordinate direction in a molecule. The polarizability is a symmetric tensor ($i=3, j=3$) whose nine values determine the motile behavior of electrons in space in response to imposed electric fields. Equation 2.7 shows the components of the polarizability for an orthogonal coordinate system (x,y,z).

$$\alpha_{ij} = \begin{bmatrix} \alpha_{xx} & \alpha_{xy} & \alpha_{xz} \\ \alpha_{yx} & \alpha_{yy} & \alpha_{yz} \\ \alpha_{zx} & \alpha_{zy} & \alpha_{zz} \end{bmatrix}$$  \hspace{1cm} \text{Equation 2.7}$$

The polarizability matrix is always non-zero and is a function of molecular size and shape with units of volume (Baranska 1987). The polarizability is usually anisotropic and smaller for single bonded molecules than molecules with higher bond orders although...
isotropic molecules do exist. For a molecule to be Raman active, the induced oscillation in response to incident electromagnetic radiation must result in a change in the polarizability of the molecule. This criterion is mathematically given by Equation 2.8 where \( Q \) is the normal component of vibration at the point of zero displacement.

\[
\alpha'_y = \left( \frac{\partial \alpha_y}{\partial Q} \right)_0 \neq 0
\]

Equation 2.8

Graphically, this criteria is defined as a non-zero slope on the plot of polarizability magnitude as a function of vibratory displacement at the location of zero displacement.

In addition, for symmetric molecules there exists a rule of mutual exclusion with IR absorption activity. The rule states that if a center of symmetry exists in a molecule, an induced oscillation that is Raman active cannot be IR active and vice versa. For reference, a permanent dipole moment and a change in the permanent dipole moment of a molecule at zero displacement in response to an induced oscillation, as stated in Equation 2.9, are required for IR activity.

\[
\bar{\mu}' = \left( \frac{\partial \bar{\mu}}{\partial Q} \right)_0 \neq 0
\]

Equation 2.9

If the polarizability criterion and mutual exclusion principle are satisfied, spontaneous Raman scattering can occur. The specific Raman activity of hydrogen gas will be discussed in the following section.

The intensity of Raman scattered radiation is much lower than that of elastically scattered light. Elastically scattered light is usually \( 10^3 \text{-} 10^4 \) times greater in intensity as compared to Raman bands (Baranska1987). As shown in Equation 2.10, Raman intensity is dependent on many factors namely the differential scattering cross section \( \sigma' \), the source irradiance \( E_0 \), the number of gas molecules present \( N \), the temperature \( T \), the
vibrational partition function $Q_\nu$, and the vibrational degeneracy $g_\nu$, and energy level $E_\nu$, of a molecule in the initial vibrational state $\nu_i$. In addition, Equation 2.11 shows the differential scattering cross section is proportional to the fourth power of the excitation frequency $\nu_{inc}$ (Long 2002).

$$I_s = \sigma' E_0 N g_{\nu_i} \frac{\exp(-E_{\nu_i}/kT)}{Q_\nu}$$  

**Equation 2.10**

$$\sigma' \propto \nu_{inc}^4$$  

**Equation 2.11**

Two important components of the given equations are the fourth power dependence of the scattering cross section on incident frequency and the intensity dependence on number density of molecules at a specific energy state. Significant gains in Raman scattering intensity can thus be gained by an increase in the excitation frequency (reduction in wavelength). The dependence of the intensity on number density is what allows Raman spectroscopy to be used as a quantitative technique in addition to its use as a structural probe. Therefore, higher concentrations of scatterers in the excited volume will yield larger scattering intensities. The other dependencies of intensity also must be considered. Raman spectroscopy requires a light source with sufficient irradiance, $E_0$, to produce detectable signal intensity at the shifted frequency of Raman band. In addition, a monochromatic light source is desirable to produce a single wavelength Raman band. Lasers are thus ideal excitation sources for Raman scattering (Baranska 1987). In addition, the Raman scattering cross-section is dependent on the frequency of the incident radiation. Higher frequencies, or higher photon energies, increase the Raman cross-section thus increasing scattering intensities. Finally, there is angular dependence for Raman scattering on the incident radiation polarization. The scattering cross section has
angular dependence for horizontally polarized incident radiation. Also, based on molecular structure, depolarization of the scattered radiation can occur. The depolarization ratio, $\rho$, relates the radiant power of perpendicularly polarized scattered radiation to the radiant power of the parallel polarized scattered radiation with respect to the incident radiation polarization as shown in Equation 2.12.

$$\rho = \frac{(\Phi_R)_{perpendicular}}{(\Phi_R)_{parallel}}$$  \hspace{1cm} \text{Equation 2.12}

With this noted, the scattering cross section has no dependence on vertically polarized excitation radiation and there is no depolarization associated with symmetric, diatomic molecules such as hydrogen. As discussed in Chapter 3, a vertically polarized source was used to avoid any angular dependence for the scattered radiation. In addition, the radiant power was collected over all scattered polarizations at the angle of interest, therefore, no further comment will be made on polarization. The reader is referred to text for further information on polarization effects. (Lewis and Edwards pp3-10). Finally, Equation 2.10 shows the dependence of scattering power on temperature. As temperature increases, so does the scattered intensity therefore temperature must be taken into account when spontaneous Raman scattering is used as a quantitative technique.

In this body of work, spontaneous Raman spectroscopy is time-resolved in addition to being spectrally-resolved. Knowledge of excitation source timing, i.e. laser q-switch timing, coupled with known optical path lengths allows investigation of Raman bands in specific time regimes. This method aids in signal discrimination and noise mitigation.

### 2.1.2 Raman Scattering of Hydrogen Gas

Hydrogen gas is composed of diatomic, symmetric, linear molecules with no permanent dipole moment due to the balance of electronegativity between the two
identical component atoms. Therefore, hydrogen cannot be IR active since it does not have a permanent dipole moment. For Raman activity, as previously discussed, the analyte must exhibit a change in polarizability in response to vibratory oscillation. As the normally symmetric electron density of hydrogen is shifted during vibration, an incident electronic field of the excitation radiation will induce a constantly varying dipole moment in the hydrogen molecule. The varying dipole in turn influences the ability of the hydrogen molecule to change polarization in response to other external forces, therefore changing the polarizability of the molecule. With the requirement for spontaneous Raman scattering satisfied, hydrogen will emit Stokes and anti-Stokes radiation which can be detected and quantified. Practical detection requires scattering intensities high enough to achieve detection beyond the level of background noise, which can be difficult because of the magnitude difference between the inelastic and elastically scattered radiation, although the wavelength shift helps to overcome this issue. As stated before, radiant power of the Raman scattered radiation is a function of excitation photon energy, therefore higher frequency photons are preferred for excitation. Table 2.1 gives differential Raman scattering cross-sections for the Q-branch vibrational transitions in hydrogen and four other species at the two experimental excitation intensities used in this study, as well as the Raman shift for the Q-branch for all species. The presented scattering cross sections in Table 2.1 show that hydrogen not only scatters light inelastically at greater amounts than other similar species, but more importantly that at 355 nm the differential scattering cross section is about seven times greater than the cross section at 532 nm.
Table 2.1 Raman shifts and absolute differential scattering cross-sections for Q-branch vibrational bands at two excitation wavelengths.

<table>
<thead>
<tr>
<th>Molecule</th>
<th>Raman Shift (cm(^{-1}))</th>
<th>Differential Absolute Scattering Cross Section by Excitation wavelength (cm(^2/sr))</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>355 nm</td>
</tr>
<tr>
<td>Hydrogen, H(_2)</td>
<td>4156</td>
<td>9.66E-30</td>
</tr>
<tr>
<td>Nitrogen, N(_2)</td>
<td>2331</td>
<td>2.31E-30</td>
</tr>
<tr>
<td>Oxygen, O(_2)</td>
<td>1555</td>
<td>2.31E-30</td>
</tr>
<tr>
<td>Carbon monoxide, CO</td>
<td>2143</td>
<td>2.08E-30</td>
</tr>
<tr>
<td>Carbon dioxide, CO(_2)</td>
<td>1285</td>
<td>1.62E-30</td>
</tr>
<tr>
<td></td>
<td>1388</td>
<td>2.31E-30</td>
</tr>
</tbody>
</table>

Source: Schrotter and Klockner pp137-138

This is expected from the theory presented in the earlier section and is a driving factor for using lower wavelength excitation sources. Another concern for detection and quantification of the spontaneous Raman scattering signal is the ability to spectrally resolve the signal from the much more intense elastically scattered light. As Table 2.1 shows, the Raman shift for hydrogen gas is significantly larger in wave number than for other species, at the incident wavelengths of 355 nm and 532 nm, the scattered radiation signal translates to approximately a 60 nm or 150 nm shift, respectively, from the elastically scattered light at the incident wavelength. In contrast to the absorption cross section, spectral discrimination is thus improved at higher wavelengths. Regardless, the line is still close to the Rayleigh scattered radiation at the incident frequency, therefore filtering during experimentation is necessary to avoid stray elastically scattered light from being detected.

Raman scattering is examined in this body of work as a practical hydrogen detection scheme for two reasons. The first and most important reason is the ability to provide remote detection. Using a compact laser system, hydrogen detection could be performed in field environments where the investigator may be separated from the area of
inspection. All that is required with this technique, specifically backscatter Raman spectroscopy, is a linear path to the area of inspection. One exception is that due to the flammability limits of hydrogen, care must be taken in any practical application to avoid generating combustion on surrounding surfaces as such an interaction would possibly initiate hydrogen combustion. A second benefit of Raman scattering is that it could provide a real-time detection technique. This is important not only for continuous monitoring applications but also due to the hazards of leaking hydrogen gas. For these benefits to be realized, low detection limits and high sensitivity must first be documented.

2.1.3 Existing Hydrogen Leak Detection Schemes using Raman Scattering

Spontaneous Raman scattering has long been a common laboratory technique for species identification and quantification. The development of the laser with its ability to provide a high intensity, monochromatic light source was an important advance in Raman spectroscopy. The laser yields photon energies much greater than those of previous continuum light sources thereby greatly increasing the intensity of Raman bands. Although lasers helped make significant advances in laboratory Raman spectroscopy, the use of spontaneous Raman scattering for practical chemical monitoring in the field is still limited due to band intensities at practical sampling distances. A few spontaneous Raman-based systems have been developed for use as gaseous hydrogen detectors in the field environment. The following documentation describes these detection schemes and as with the presentation of previous detectors, examines the metrics and limitations of each system.

De Groot developed a hydrogen leak detection system for NASA to detect hydrogen gas leaks during shuttle operations. The system developed consisted of delivery and collection optics coupled into an optical probe head. A fiber optic line was
used to transfer the excitation source radiation, a continuous wave (cw) 514.5 nm Argon
Ion laser beam chopped with an optical chopper at 300 to 500 Hz, radiation to the optical
head and a second fiber optic line was used to return the collected scattered radiation to
laboratory instrumentation. The incident laser beam was turned by a 45° dichroic mirror
followed by a focusing lens to focus the radiation on a sample volume. Scattered light
from the gaseous sample volume was collimated onto the mirror by the same lens used to
focus the laser beam and then turned by another 45° mirror and focused by a lens into a
collection fiber. The author chose a 180° backscatter orientation based on preliminary
scattering intensity calculations which exhibited an advantage in spatial resolution over a
90° orientation. The instrumentation used to process the scattered radiation consisted of a
Raman notch filter at the incident laser frequency, a spectrometer coupled to a photo-
multiplier tube (PMT), a lock-in amplifier and a signal readout. The Q-branch line used
for hydrogen detection was located at 654.6 nm and a 2.12 % hydrogen mixture in air
was used for system evaluation. While the author was able to detect nitrogen Raman
bands with this configuration, hydrogen Raman bands were almost undetectable with
only a slight, non-quantifiable increase in intensity at the Raman band location
comparable to the background noise level. The small signal also fluctuated above and
below the noise level. De Groot cited possible laser mode hopping and noise caused by
scattered radiation as reasons for undetectable hydrogen line intensities. He suggested
using a PMT with higher quantum efficiency, a pierced mirror to reduce incident laser
scattering, larger diameter collection optics and fiber optics, and the use of a laser with
higher photon energy.
Alder-Golden et al also developed a spontaneous Raman sensing system for trace hydrogen gas detection. This system was designed specifically for the Mobile Launch Platform for the space shuttle. A cw 488.0 nm Argon Ion laser and a He-Ne laser source were tested in combination with a chopper wheel as excitation sources. The incident laser beam was directed by dielectric mirrors through a focal lens into a multi-pass sample chamber with a Herriott-type configuration. A gaseous sample was injected with a flow injector into the sample chamber and the incident laser beam was passed through the sample 30 times. The resulting scattered light was collected by lenses coupled with a bandpass filter centered at the corresponding Q-branch at 612 nm and focused onto a PMT. The PMT signal was processed using a lock in amplifier to separate out the Raman scattering signal from ambient background light. Gas mixtures containing hydrogen concentrations from 400 ppm to 100% hydrogen were used for device characterization. The scattering signal was found to be directly proportional to the hydrogen concentration for both laser sources as shown in Figure 2.3. A more sensitive version of the Ar-Ion system was developed for field testing and a detection limit below 100 ppm was quoted at atmospheric pressure. The He-Ne was not tested in a field configuration but predicated detection limits were given as 60 ppm. As shown in Figure 2.3, the Ar-Ion laser configuration with its higher energy achieved a greater sensitivity than the He-Ne laser. All observed noise was attributed to stray scattered light, and dark noise, and noise from electrical instrumentation, with the exception of the increase in noise seen at higher concentrations as shown in Figure 2.3. This noise was attributed primarily to shot noise from the Raman signal.
Figure 2.3 Signal as a function of hydrogen concentration for the Alder-Golden et al. hydrogen leak detection system. Dotted curves represent RMS noise levels.

only practical hydrogen gas detection and quantification schemes using spontaneous Raman scattering.

Spontaneous Raman scattering provides an effective detection tool as shown by the detection limits and sensitivities of the two given systems. While the systems were more effective in these aspects of detection than most of the schemes presented in Chapter 1, further development of a Raman detection system is needed. The de Groot system, while easily implemented except for the need for close proximity to the sampling volume, was unable to achieve significant scattering intensities. With the Alder-Golden et al. system, detection using Stokes scattering with a low detection limit was achieved but the system again required close proximity to the sampling volume and used complex sampling delivery and optics configurations. With improvements such as a simplified configuration based on remote detection, increased laser photon energy, and time-resolved fast response detection, Raman is believed to be a sensitive analytical technique for hydrogen leak detection.

2.2 Laser-Induced Breakdown Spectroscopy

Laser-Induced Breakdown Spectroscopy is a form of atomic emission spectroscopy. In LIBS, a high intensity source of irradiance is used to overcome the dielectric threshold of sample gas, liquid or solid volume thereby inducing ionization of the analyte’s constituent molecules and atoms. This ionization produces a plasma consisting of a conglomeration of all ionized molecules and a cloud of free electrons. After the source of irradiance is removed, free electrons and ions recombine to form atoms and molecules, losing energy in the process. The excess electronic energy is given off in the form of photons which can be collected to generate an emission
spectrum. Using known emission lines for atomic species, quantitative detection of analyte species can be achieved.

2.2.1 Plasma Generation and Emission

The first step of LIBS is a generation of a plasma in the analyte sample volume. For plasma formation, an initial seed electron with sufficient energy to initiate ionization is required. For sources with short wavelengths or high irradiances, this electron can be provided by multiphoton ionization (MPI) of molecules in the sample volume. Multiphoton ionization occurs when sufficient photons are absorbed by a single molecule or atom to induce ionization (Radziemski and Cramers 1989). With longer wavelengths or lower irradiances, plasma formation is initiated by either the interaction of molecules in the sample volume with a cosmic ray, or thermionic emission after sufficient heating by the source of irradiance (Radziemski and Cramers 1989). Once a seed electron of sufficient energy is present, two mechanisms are responsible for growth and further electron generation in the plasma. The first is the absorption of photon energy from the irradiance source by an electron upon collision with a neutral species. When electrons gain sufficient energy through absorption, they can collide with a neutral molecule and ionize the molecule. This produces a second unbound electron while retaining sufficient energy to exceed ionization levels and therefore remaining unbound as illustrated by Equation 2.13 where e⁻ symbolizes an electron and M symbolizes a molecule.

\[ e^- + M \rightarrow 2e^- + M^+ \]  

Equation 2.13

The production of two electrons from one will lead to cascade ionization through which electron concentration will increase exponentially with time provided the incident irradiation source continues (Radziemski and Cramers 1987). The second mechanism for
plasma growth is MPI which was described above and can be represented by Equation 2.14.

\[ M + mhν \rightarrow M^+ + e^- \]  

Equation 2.14

A minimum number of photons, \( m \), is required for multiphoton ionization to occur as given by Equation 2.15 where \( \varepsilon_I \) is the ionization potential.

\[ m > \left| \frac{\varepsilon_I}{hν} + 1 \right| \]  

Equation 2.15

As discussed previously, MPI is only significant at energetic wavelengths, usually much less than 1 µm, therefore its importance is highly dependent on experimental configuration and is often more relevant to pure gas breakdown. A third mechanism for growth of plasmas initiated on solids is thermal runaway. In this process, shock waves produced in the air as a result of vaporization of the solid are coupled with radiative heating through photon absorption to generate more electrons which in turn increase the absorption rate (Radziemski and Cremers 1987). Through the three mechanisms presented, plasma formation and growth can occur when a sample volume is exposed to a high irradiance source.

After the source of irradiance is terminated, free electrons recombine with ions to form atoms and molecules. This process is much longer temporally than the time needed for plasma generation. As stated previously, upon recombination electrons lose ionization energies pertaining to the particular electronic state to which they return. These energies are emitted as photons which can be spectrally resolved using a spectrometer and associated detection optics. In addition, neutral atoms emit as their electrons return to their normal, lower energy levels. A study of the emission spectrum from a plasma will show a broad continuum of emission that decays with time and
wavelength. Emission lines for individual atomic species produce intensity peaks on top of the continuum proportional to atomic concentration. For short delay times after plasma generation the continuum dominates the spectrum. As the continuum decays with time, emission lines appear. The first emission lines are from atoms still in an ionic state after recombination, followed by neutral atoms and finally at long delays molecular emission can be observed if sufficient emission intensity exists. Using time-resolved LIBS to only collect emission in a specified delay window after plasma generation, individual species can be identified and quantified using known emission lines.

2.2.2 LIBS of Hydrogen Gas

LIBS is an atomic emission spectroscopic technique, therefore identification and quantification of hydrogen gas molecules must practically be accomplished by examining the hydrogen atomic emission from the plasma. For this reason, care must be taken to prevent other hydrogen containing species from entering the sample volume otherwise false identification of hydrogen gas can occur. This requirement is addressed for detection implementation later in this work. With this noted, plasma generation must first be achieved by exceeding the dielectric threshold for breakdown in the gaseous sample volume. For reference, the breakdown threshold in air has been observed to range from 10-1600 GW/cm², therefore breakdown varies greatly with experimental conditions (Simeonsson and Mizeolek 1994, Smith et al. 2001). Due to this variation, a high irradiance source, such as a focused laser beam, is imperative to ensure uniform breakdown in the sample volume. Once breakdown is achieved, hydrogen emission from plasmas is characterized by specific spectral emission lines corresponding to photons released during atomic transitions. The location of these lines can be calculated for specific transitions using binding energies for hydrogen electrons and associated
transition probabilities. Hydrogen lines for transitions involving the first three energy states were some of the first spectral lines ever calculated and are divided into the Lyman, Balmer, and Paschen series based on the investigator who discovered the transitions.

Table 2.2 gives some selected emission lines for each series along with the energy levels involved in each transition.

Table 2.2 Selected hydrogen atomic transition lines.

<table>
<thead>
<tr>
<th>Series</th>
<th>Quantum Number</th>
<th>Energy levels</th>
<th>Emission Wavelength (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>j (lower state)</td>
<td>k (upper state)</td>
<td>E_j (cm^{-1})</td>
</tr>
<tr>
<td>Lyman</td>
<td>1 2</td>
<td>0</td>
<td>82,259.27</td>
</tr>
<tr>
<td></td>
<td>1 3</td>
<td>0</td>
<td>97,492.32</td>
</tr>
<tr>
<td></td>
<td>1 4</td>
<td>0</td>
<td>102,823.9</td>
</tr>
<tr>
<td></td>
<td>1 5</td>
<td>0</td>
<td>105,291.65</td>
</tr>
<tr>
<td></td>
<td>1 6</td>
<td>0</td>
<td>106,632.16</td>
</tr>
<tr>
<td></td>
<td>1 \infty</td>
<td>0</td>
<td>-</td>
</tr>
<tr>
<td>Balmer</td>
<td>2 3</td>
<td>82,259.27</td>
<td>97,492.32</td>
</tr>
<tr>
<td></td>
<td>2 4</td>
<td>82,259.27</td>
<td>102,823.9</td>
</tr>
<tr>
<td></td>
<td>2 5</td>
<td>82,259.27</td>
<td>105,291.65</td>
</tr>
<tr>
<td></td>
<td>2 6</td>
<td>82,259.27</td>
<td>106,632.16</td>
</tr>
<tr>
<td></td>
<td>2 \infty</td>
<td>82,259.27</td>
<td>-</td>
</tr>
<tr>
<td>Paschen</td>
<td>3 4</td>
<td>97,492.36</td>
<td>102,823.9</td>
</tr>
<tr>
<td></td>
<td>3 5</td>
<td>97,492.36</td>
<td>105,291.65</td>
</tr>
<tr>
<td></td>
<td>3 6</td>
<td>97,492.36</td>
<td>106,632.16</td>
</tr>
<tr>
<td></td>
<td>3 \infty</td>
<td>97,492.36</td>
<td>-</td>
</tr>
</tbody>
</table>

Source: NIST Atomic Spectra Database

All of the given atomic transitions for hydrogen can be used for species identification and quantification, but certain lines are preferred based on relative intensity and detection regime. Traditionally, the first transition in the Balmer series between j=2 and k=3 is used for spectroscopy because it is has a higher relative intensity compared to the other lines and occurs in the red regime of the visible spectrum. Figure 2.4 gives an example spectrum for this atomic transition line which is referred to as the H_{\alpha} line.

This line was chosen for identification of hydrogen in this study due not only to its intensity but also because its properties have been widely characterized. The broad width
of the line can be attributed to broadening mechanisms, particularly Stark broadening, associated with the behavior of the electrons in the plasma. Stark-broadening occurs as a result of electrons impacting one another during translation in the plasma thus slightly shifting their energy in response to a transfer of collision energy. This shift in energy changes the energies of the photons released during atomic transitions thus causing a variation in the energy of emitted photons. A range of photon energies are responsible for broadening of the line as shown Figure 2.4. Through theoretical modeling of plasma dynamics, the full width at half max (FWHM) of the transition line can be correlated to electron density for plasma analysis. A description of Stark-broadening calculations are presented in Chapter 3.

![Figure 2.4](image.png)

**Figure 2.4** Example spectrum showing the Hα line from hydrogen emission.

### 2.2.3 Practical LIBS-based hydrogen detection schemes

To the knowledge of the author, no previous schemes have been presented using the LIBS technique for the practical detection of hydrogen gas. With that stated, LIBS
has been used for the practical detection of many other gaseous species. Dudragne et al. reported on the use of LIBS for detection of fluorine, chlorine, sulfur and carbon in air for pollution monitoring applications. Detection and quantification of all species were achieved with the following detection limits: 36 ppm for carbon, 20 ppm for fluorine, 90 ppm for chlorine, and 1500 ppm for sulfur. The authors noted that while improvements in sulfur detection schemes were still needed and an order of magnitude increase in sensitivity was needed to achieve detection for the tested toxic agents, LIBS provides advantages over other detection schemes by allowing in situ detection, simple instrumentation to avoid contamination, automated detection, and multiphase detection. Williamson et al. reported on detection of halon replacement compounds for fire suppression testing and atmospheric pollution monitoring. Fluoride emission lines were used for detection with detection limits of 38 to 60 ppm achieved for different laser energies. It was determined that the in situ and real-time measurement abilities of LIBS made it a promising technique for fire suppression testing. Tran et al. also examined fluoride emission as part of a study on gaseous and particulate fluoride emission using LIBS with applications to the aluminum processing industry. Detection limits of 5 mg/m$^3$ in a helium gas sheath and 40 mg/m$^3$ in air were realized for gaseous fluorides while 0.5 mg/m$^3$ and 9 mg/m$^3$ were found with the same respective conditions for particulate fluorides. These detection schemes for gaseous species demonstrate that LIBS can obtain low limits of detection while being simplistic enough to allow for easy implementation. With the possibility of real-time monitoring, LIBS is believed to be a second technology that allows for improved hydrogen leak detection and increased hydrogen safety in a point sensing format.
CHAPTER 3
EXPERIMENTAL METHODS

Two spectroscopic techniques were examined as potential detection techniques for
gaseous hydrogen: spontaneous Raman spectroscopy and laser-induced breakdown
spectroscopy (LIBS). Investigation of each technique required a specific experimental
setup and associated methodologies. In addition, multiple optical configurations were
attempted to examine the effect of component parameters on detection ability and
scanning electron microscopy was used for substrate characterization. The content of this
chapter illustrates and describes each experimental setup for both employed spectroscopic
techniques as well as the associated procedures and analysis methodologies employed.
The results of all experimentation are examined in Chapter 4 and Chapter 5.

3.1 Laboratory Hydrogen Detection using Raman Spectroscopy

A backscatter orientation was chosen for the Raman instrumentation. As discussed
in Chapter 3, spontaneous Raman scattered light has no angular dependency for vertically
polarized incident light. The backscatter orientation was chosen as the preferred
orientation for several important reasons. The most important benefit of this orientation
is optical alignment of the sample. If collection of the scattered light is achieved at any
angle between $0^\circ$ and $180^\circ$ with respect to the incident excitation axis, any adjustment of
the sample distance along the incident axis results in optical misalignment of the
collection axis. In the backscatter configuration, the collected light is coaxial with the
incident beam thus any change in sample distance does not disturb the collection axis but
rather only affects the focal point location. For large sampling distances, the light is
essentially collimated once it reaches the collection optics thereby reducing any effect of variation in focal point location. Employing a collection lens with a long focal length also minimizes the focal point variation at closer regimes. A second advantage of a backscatter orientation is that all required optics and hardware for excitation and collection can combined at one location. This allows single event optical alignment with the sample location thus minimizing uncertainty in measurements. This orientation also has obvious benefits for any practical application of Raman spectroscopy for field detection by allowing a single location for all equipment and testing. Using the backscatter orientation, a laboratory Raman hydrogen detection scheme was constructed to examine the detection limits and sensitivity of remote hydrogen detection by spontaneous Raman spectroscopy.

3.1.1 Experimental Apparatus

Figure 3.1 illustrates the experimental apparatus used to perform all laboratory hydrogen detection investigations of Raman backscattering. While optical layout was maintained for all experiments, the components were interchanged contingent upon the parameters of the experiment, namely optic size, filter configuration and excitation wavelength. A comprehensive listing of all primary optical components comprising the laboratory Raman setup shown in Figure 3.1 is given in Table 3.1 including all specifications and manufacturer information. The excitation source for this system was a Q-switched, 1064 nm Neodinium:Yttrium-Aluminum-Garnet (Nd:YAG) laser operating at a 10 Hz repetition rate with an approximate 5 cm beam diameter. The use of a solid-state Nd:YAG laser was preferred in this application due to the high power output. The laser was used in both the frequency-doubled and frequency-tripled configuration to achieve experimental excitation wavelengths of 532 nm and 355 nm respectively.
Frequency changes were accomplished by the use of non-linear doubling and tripling crystals. The laser was used with an internal seeding laser to provide temporal stability for the laser pulse. Upon exiting the laser, the laser beam was turned by two 45° dichroic mirrors rated at the desired harmonic frequency, dependent on the experiment.

Figure 3.1  Experimental apparatus used for laboratory hydrogen detection limit investigations by Raman scattering. The incident laser is depicted by the speckled line and the backscattered light is illustrated by the dashed lines. A PMT and CCD coupled to the spectrometer were used for detection limit studies although only the PMT is illustrated.
Table 3.1 All critical components and specifications for the laboratory Raman setup. All components correspond to those shown in Figure 3.1 and are listed in order along the laser propagation path. Components labeled with an asterisk (*) were interchanged based on experimental configuration. Components with a cross (†) were used only for the CCD based experiments.

<table>
<thead>
<tr>
<th>Component</th>
<th>Specifications</th>
<th>Vendor</th>
<th>Part No.</th>
<th>Quantity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Laser</td>
<td>Nd:YAG 1064 nm, frequency doubled/tripled 532/355 nm, 10Hz repetition rate, pulse energy varied</td>
<td>Continuum</td>
<td>Precision II</td>
<td>1</td>
</tr>
<tr>
<td>1st Turning Mirror*</td>
<td>First laser turning mirror, 45° dichroic, 355 nm, 2&quot;diameter</td>
<td>CVI Laser Corporation</td>
<td>Y3-2037-45-UNP</td>
<td>1</td>
</tr>
<tr>
<td>2nd Turning Mirror*</td>
<td>Second laser turning mirror, 45° dichroic, 355 nm, 2 inch diameter</td>
<td>CVI Laser Corporation</td>
<td>Y3-2037-45-UNP</td>
<td>1</td>
</tr>
<tr>
<td>1st Turning Mirror*</td>
<td>First laser turning mirror, 45°, 532 nm, 2 inch diameter</td>
<td>CVI Laser Corporation</td>
<td>Y3-2037-45-UNP</td>
<td>1</td>
</tr>
<tr>
<td>2nd Turning Mirror*</td>
<td>Second laser turning mirror, 45°, 532 nm, 2 inch diameter</td>
<td>CVI Laser Corporation</td>
<td>Y3-2037-45-UNP</td>
<td>1</td>
</tr>
<tr>
<td>Square Pierced Mirror*</td>
<td>75 mm x 75mm x 1 mm, center pierced-0.5 inch ±0.2&quot; diameter</td>
<td>Relyn Optics</td>
<td>60.245</td>
<td>1</td>
</tr>
<tr>
<td>Square Pierced Mirror*</td>
<td>100 mm x100 mmx1 mm, center pierced-0.5 inch ±0.2&quot; diameter</td>
<td>Relyn Optics</td>
<td>60.2475</td>
<td>1</td>
</tr>
<tr>
<td>Collection Lens*</td>
<td>2&quot; Plano-convex</td>
<td>Comar</td>
<td>160-PG-100</td>
<td>1</td>
</tr>
<tr>
<td>Collection Lens*</td>
<td>4&quot; Plano-convex</td>
<td>Comar</td>
<td>395-GY-50</td>
<td>1</td>
</tr>
<tr>
<td>High Pass Filter*</td>
<td>395 nm cutoff</td>
<td>Comar</td>
<td>375-GY-50</td>
<td>1</td>
</tr>
<tr>
<td>High Pass Filter*</td>
<td>375 nm cutoff</td>
<td>Comar</td>
<td>630-GY-50</td>
<td>1</td>
</tr>
<tr>
<td>High Pass Filter*</td>
<td>385 nm cutoff</td>
<td>Comar</td>
<td>630-GY-50</td>
<td>1</td>
</tr>
<tr>
<td>Line Filter*</td>
<td></td>
<td>Comar</td>
<td>685-IH-25</td>
<td>1</td>
</tr>
<tr>
<td>Neutral Density Filters</td>
<td>Various Attenuations Used</td>
<td>Optics for Research</td>
<td>FEU-</td>
<td>3</td>
</tr>
<tr>
<td>Spectrometer</td>
<td>0.3 m Grating Monochromator/Spectrograph</td>
<td>Action Research Corporation</td>
<td>SpectraPro 300i</td>
<td>1</td>
</tr>
<tr>
<td>CCD†</td>
<td>Intensified CCD, WinSpec software</td>
<td>Princeton Instruments</td>
<td>PI-MAX</td>
<td>1</td>
</tr>
<tr>
<td>Photomultiplier Tube (PMT)</td>
<td>Photomultiplier Tube</td>
<td>Hammatsu</td>
<td>Type: R2949 No. QQ0181</td>
<td>1</td>
</tr>
<tr>
<td>PMT Housing</td>
<td>Housing for Hammatsu R2949 Tube</td>
<td>Products for Research, Inc.</td>
<td>PR1402CE</td>
<td>1</td>
</tr>
<tr>
<td>Oscilloscope</td>
<td>4 Gs/s, 50 Ohm coupled resistor, 2 channel</td>
<td>Lecroy</td>
<td>Waverunner LT372</td>
<td>1</td>
</tr>
<tr>
<td>Power Supply</td>
<td>High Voltage Power Supply</td>
<td>Stanford Research Systems, Inc.</td>
<td>Model PS325</td>
<td>1</td>
</tr>
<tr>
<td>Gas Chamber</td>
<td>304 stainless steel 2&quot; O.D. 5 way gas cell, UV quartz front window, Glass back/side window, copper gaskets</td>
<td>Huntington Labs</td>
<td>VF-5200</td>
<td>1</td>
</tr>
<tr>
<td>Software</td>
<td>Spectroscopic Sofware</td>
<td>Princeton Instruments</td>
<td>Winspec</td>
<td>1</td>
</tr>
</tbody>
</table>
An iris aperture following each dichroic mirror was adjusted to just larger than the beam diameter to eliminate any residual wavelengths from frequency conversion. This was possible because the dichroic mirrors are designed for optimum 45° first-surface reflectivity at the chosen wavelength and thus “turn” other wavelengths with different angles of reflection for the first and second surface. Once on axis with the sample, the laser beam was passed through the center of a 45° pierced mirror before it was passed through the five-flanged stainless steel sample chamber at the experimentally designated separation distance. The sample distance was measured from the center of the chamber to the center of the pierced collection mirror.

The sample chamber used was a sealed five-way stainless steel vacuum cross chamber with two ultraviolet grade quartz flange windows along the sample axis and a glass flange window for visual monitoring perpendicular to the sample axis. Attached to the other two cross flanges were a gas input flange with an attached valved fitting tree plumbed to gas cylinders and a dial pressure gauge, and a gas output flange on the top of the cross with an attached valve for exhausting the gas chamber.

Figure 3.2  Stainless steel sample chamber used for all Raman hydrogen detection experiments.
Once the beam passed through the sample chamber, it was terminated in a cylindrical, conical termination, beam dump mounted behind the second quartz window. A front and rear picture of the sample chamber are given in Figure 3.2. Due to the high pulse energies being used in this experiment, reflected radiation had sufficient intensity to ablate collection optics. Therefore, care was taken to prevent back reflections from the front surfaces of the quartz windows from entering the detection optics along the beam axis. This was accomplished by rotating the sample chamber on its support pole 5-10º to angle the back reflections to an off axis beam dump in front of the chamber in which they were terminated. This rotation and associated reflections are not depicted in Figure 3.1.

As shown in Figure 3.1 by the dashed lines, the Raman shifted back-scattered photons from the sample were collected by means of a square pierced mirror. The pierced mirror was set at an angle of approximately 45º to direct the backscattered photons into a perpendicular collection lens. The pierced hole only accounted for an approximate five percent loss in collected photons with respect to the full area, so its effect was considered negligible. Two collection lenses were examined for the Raman setup: a two inch diameter plano-convex lens and a four inch diameter plano-convex lens. The two lenses were examined to determine the increase in photon collection efficiency associated with lens scaling. The collection lens focused the backscattered light through a filter holder containing either high pass filters and/or line filters, depending on the experiment, to eliminate the radiation scattered at the incident laser wavelength and fluorescence radiation. Even though a diffraction grating is eventually used to separate the wavelengths in the spectrometer, the intensity of the reflected and Raleigh scattered
incident wavelength light is such that if would contribute to overall noise in the system as stray light if not removed. The collection optics and filter stackup are show in Figure 3.3

![Figure 3.3 Photograph of collection optics used in the laboratory remote Raman scattering experiments.](image)

The focused, scattered radiation was collected into a 17-fiber bundled fiber optic with a 1.2 mm diameter and input into a blazed grating diffraction spectrometer. The groove spacings of the gratings used were 1200 g/mm in the photomultiplier tube (PMT) configuration and 2400 g/mm in the intensified charge-coupled device (ICCD) configuration. Entrance slits and exit slits for the spectrometer were set at 20 µm and 50 µm, respectively, for the 2.26 m separation distance experiments and 70 µm and 50 µm, respectively, for detection at 6.58 m. The entrance and exit slits were chosen qualitatively by examining signal output with the goal of minimizing noise off the hydrogen line and maximizing signal on the line. For the predominance of the detection
limit studies, a PMT was used to quantify the scattered photons. The ICCD was used for signal characterization and select detection limit studies. In the PMT configuration, a 50 ohm terminator was coupled to a magnetically shielded output coaxial cable to transfer the signal to a digital oscilloscope. The oscilloscope sampled at a rate of 4 GS/s and 150 shots were averaged for each recorded scattering signal. With the ICCD configuration, the diffracted light from the spectrometer was focused onto the intensifier which allowed amplification of the signal through the photoelectric effect. Once intensified, the spectral profile was collected on the 1024x256 CCD chip and coupled to Winspec software which allowed spectral visualization and recording. The PMT voltages and CCD binning and gain are given below in the respective sections on each experiment with any additional experimental parameters not addressed in this description. Figure 3.4 shows a picture of the complete laboratory Raman detection system.

Figure 3.4 Photograph of the complete laboratory setup for the remote Raman scattering experiments.
3.1.2 Preliminary Raman Scattering Investigation

A preliminary set of experiments were conducted using the Raman backscattering setup shown in Figure 3.1 to determine if detection of hydrogen at a significant concentration level could be achieved. A 75 mm square pierced collection mirror and 2” plano-convex collection lens were used for signal collection. A separation distance of 6.58 m was used between the cell and the collection mirror. For noise reduction, a single high pass filter was used with a cutoff of 385 nm in the initial investigation. A PMT voltage of 782 V was chosen to yield as much gain as possible for the detected signal while maintaining signal linearity. Pure pressurized hydrogen and/or industrial grade nitrogen were used for experimentation in the gas cell to achieve a range of hydrogen concentrations for these initial experiments. The concentrations were achieved by pressurizing the cell at 30 psig with hydrogen and decreasing the pressure incrementally by 5 psig down to 0 psig during the course of the experiment. After measurement at 0 psig, the cell was repressurized up to 14.69 psig or 1 atm then exhausted back to 0 psig to achieve a 50/50 hydrogen to nitrogen mixture. The same procedure was repeated for the final measurement to achieve a 25/75 hydrogen to nitrogen mixture. Using the ambient temperature of 22º C for all experiments as measured by a thermocouple on the gas cell, Table 3.2 gives the concentrations achieved in the sample cell over the pressure range used in the experiments. Excitation was achieved at 355 nm with a 10 Hz repetition rate and a pulse energy of 215 mJ/pulse. As shown in Chapter 2, Raman shifted photons with a shift of 4156 cm\(^{-1}\) at an incident wavelength of 355 nm are observed at 416.01 nm. Since the exact calibration of the spectrometer was not initially known, any signals recorded with the 416.01 nm setting on the spectrometer might have been from wavelengths off the hydrogen Raman peak.
Table 3.2  Hydrogen concentrations used in the preliminary Raman investigations. All samples were tested at 22º C.

<table>
<thead>
<tr>
<th>Total Cell Pressure (psig)</th>
<th>Hydrogen % by volume</th>
<th>H2 Concentration (mol/L)</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>100</td>
<td>0.126</td>
</tr>
<tr>
<td>25</td>
<td>100</td>
<td>0.121</td>
</tr>
<tr>
<td>20</td>
<td>100</td>
<td>0.105</td>
</tr>
<tr>
<td>15</td>
<td>100</td>
<td>0.090</td>
</tr>
<tr>
<td>10</td>
<td>100</td>
<td>0.075</td>
</tr>
<tr>
<td>0</td>
<td>100</td>
<td>0.045</td>
</tr>
<tr>
<td>0</td>
<td>50</td>
<td>0.022</td>
</tr>
<tr>
<td>0</td>
<td>25</td>
<td>0.011</td>
</tr>
</tbody>
</table>

Therefore, a set of preliminary measurements were recorded over a range of wavelengths from 415.51-416.51 nm to find the spectral location of the Raman line. For these measurements, the scattering signal was measured at ten wavelengths from 415.51 nm to 416.51 nm for three different pressures, namely 10, 20 and 30 psig. All hydrogen scattered light was observed at a delay of 0.27 µs with respect to the Q-switch trigger. The resulting signals were examined by wavelength to determine the wavelength of maximum intensity signifying the center of the Raman line. These results are presented in Chapter 4. It was found from these measurements that maximum scattering signal corresponded to the spectrometer centered on 415.91 nm. This location was then used for all on-peak measurements of the scattering signal.

Three sample sets of data were taken in the preliminary experiment to examine the scattering response to concentration. Each sample set consisted of PMT signals recorded for the nine wavelengths given in Table 3.3. The reason for sampling over the given range of wavelengths was to achieve two signals off the hydrogen peak, at 413.91 nm and 417.91, to be used as baseline measurements. In addition, signals corresponding
to multiple wavelengths around 415.91 nm were taken to monitor any unexpected spectral shift in the maximum signal.

Table 3.3 Wavelengths used for sample collection in the preliminary scattering investigations.

<table>
<thead>
<tr>
<th>Sampling Wavelength (nm)</th>
<th>Signal</th>
</tr>
</thead>
<tbody>
<tr>
<td>413.91</td>
<td>Baseline</td>
</tr>
<tr>
<td>414.91</td>
<td></td>
</tr>
<tr>
<td>415.41</td>
<td></td>
</tr>
<tr>
<td>415.71</td>
<td></td>
</tr>
<tr>
<td>415.91</td>
<td>H₂ Peak</td>
</tr>
<tr>
<td>416.11</td>
<td></td>
</tr>
<tr>
<td>416.41</td>
<td></td>
</tr>
<tr>
<td>416.91</td>
<td></td>
</tr>
<tr>
<td>417.91</td>
<td>Baseline</td>
</tr>
</tbody>
</table>

Using the measured offline signals and Raman on-line signal, scattering response could be examined as a function of concentration.

The analysis of all PMT Raman scattering signals first required the elimination of all background noise from the Raman scattering signal. For the preliminary experiments, simple noise subtraction was used. To accomplish this, two baseline measurements corresponding to 413.91 nm and 417.91 nm were averaged to yield one average baseline noise signal. Figure 3.5 shows two arbitrary baseline PMT measurements as well as the average baseline and the hydrogen peak signal corresponding to the scattered light at 415.91 nm from the spectrometer. Determination of the origin of each of the two peaks observed in each signal will be discussed in Chapter 4 but for analysis purposes it is stated that the first peak shown is due to stray light and the second peak is the scattering response used for analysis. The PMT output is a negative voltage due to the negative source voltage used to power the PMT but all processed signals will be presented in an inverted format for clarity.
The average offline signal was subtracted from the Raman scattering signal to yield an absolute Raman scattering signal. Discretized integration of the absolute signal was used to quantify the scattering signal for examination of the response to hydrogen concentration variation.

### 3.1.3 Detection limit determination

Once preliminary investigations showed the ability of hydrogen to be remotely detected using spontaneous Raman backscattering, experiments were conducted to determine if limits of detection for hydrogen lower than the flammability limit of 4% by volume could be achieved. In addition, two excitation energies were examined to demonstrate the dependence of the detection limit on incident wavelength.

For these experiments, the Raman system shown in Figure 3.1 was again used but the separation distance was reduced to 2.26 m to increase photon collection efficiency.
The 75mm square pierced collection mirror and 2” collection lens were again used. Both 355 nm and 532 nm radiation were used for excitation at a pulse energy of 244 mJ/pulse. The laser turning mirrors were interchanged according to wavelength as specified in Table 3.1. A single high pass filter with a 385 nm cutoff for the 355 nm experiments or a 685 nm cutoff for the 532 nm experiments was used to reduce scattered light at the incident frequency. As before, scattering signal measurement was achieved using a PMT and oscilloscope. A constant 20 µm entrance slit width and a 50 µm exit slit width for the spectrometer were used at both wavelengths.

Concentrations were tested spanning two orders of magnitude across the lower flammability limit of 4% by volume. The concentrations tested are given in Table 3.4 for all detection limit experiments.

Table 3.4 Concentrations used for the first detection limit study. All concentrations correspond to an ambient temperature of 25º C.

<table>
<thead>
<tr>
<th>Pressure (psig)</th>
<th>% H2 by volume</th>
<th>Concentration (mol/L)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>100</td>
<td>0.04090</td>
</tr>
<tr>
<td>0</td>
<td>50</td>
<td>0.02045</td>
</tr>
<tr>
<td>0</td>
<td>25</td>
<td>0.01022</td>
</tr>
<tr>
<td>0</td>
<td>12.5</td>
<td>0.00511</td>
</tr>
<tr>
<td>0</td>
<td>6.25</td>
<td>0.00256</td>
</tr>
<tr>
<td>0</td>
<td>3.125</td>
<td>0.00128</td>
</tr>
<tr>
<td>0</td>
<td>1.5625</td>
<td>0.00064</td>
</tr>
<tr>
<td>0</td>
<td>0.78125</td>
<td>0.00032</td>
</tr>
</tbody>
</table>

These concentrations were achieved as before using a pressure manipulation procedure. For the first measurement, the gas cell was pressurized using pure hydrogen and vented repeatedly to expel all other gases from the cell and achieve a pure hydrogen sample. A final pressurization was done after gas expulsion and the cell was subsequently vented to atmospheric pressure for the first measurement of 100% hydrogen. After signal collection, the cell was pressurized with industrial grade nitrogen to 14.69 psig and then
vented back to atmospheric pressure to achieve a mixture with 50% hydrogen by volume.

This procedure was repeated to achieve all subsequent concentrations.

The concentrations spanned two orders of magnitude therefore scattering signal intensity varied by several orders of magnitude. To achieve high gain at low scattering intensities yet maintain linearity over this range, neutral density filters coupled with a high PMT voltage of -900 V were used for all measurements. Neutral density filters attenuate radiation at all wavelengths by an amount dependent on their rating. Filters were interchanged between concentrations as needed to maintain linearity for all measurements. Table 3.5 lists the attenuation factor of the filter used at each concentration and excitation wavelength. The attenuation factor is the value by which the signal intensity is divided using that particular filter.

<table>
<thead>
<tr>
<th>% H₂ by volume</th>
<th>Concentration (mol/L)</th>
<th>Attenuation factor</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>355 nm</td>
<td>532 nm</td>
</tr>
<tr>
<td>100</td>
<td>0.04090</td>
<td>5.99</td>
</tr>
<tr>
<td>50</td>
<td>0.02045</td>
<td>5.99</td>
</tr>
<tr>
<td>25</td>
<td>0.01022</td>
<td>3.99</td>
</tr>
<tr>
<td>12.5</td>
<td>0.00511</td>
<td>2.00</td>
</tr>
<tr>
<td>6.25</td>
<td>0.00256</td>
<td>2.00</td>
</tr>
<tr>
<td>3.125</td>
<td>0.00128</td>
<td>2.00</td>
</tr>
<tr>
<td>1.5625</td>
<td>0.00064</td>
<td>1.00</td>
</tr>
<tr>
<td>0.78125</td>
<td>0.00032</td>
<td>1.00</td>
</tr>
</tbody>
</table>

The effect of individual attenuation was removed during analysis by multiplying measured signals by the corresponding attenuation factor prior to calculations.

Signal collection was performed as for previous scattering measurements except only two offline measurements separated by 1 nm were taken for each Raman on-line measurement. For the 355 nm experiments, offline measurements were taken at 414.91
nm and 416.91 nm. As with the Raman line corresponding to 355 nm excitation, the
Raman shift of 4156 cm\(^{-1}\) with 532 nm excitation was not observed at the theoretical line
location of 683.03 nm due to calibration effects of the spectrometer. By the same
scanning method used for 355 nm excitation, it was found that the Raman line for 532 nm
excitation was located at 682.98 nm. The corresponding offline measurements were
taken at 681.98 and 683.98 nm. In addition to these measurements, a dark noise
measurement was taken with the laser shutter closed and all other experimental
conditions held constant to examine the dark noise associated with the experimental
system. Three sample sets, each containing measurements for the concentrations shown
in Table 3.5, were taken at each excitation wavelength for a total of six data sets.

The collected Raman scattering signals and offline measurements were analyzed
by first finding an average offline signal as before. The dark noise was then subtracted
from both the average offline signal and the Raman line signal. This yielded an average
offline signal that is only a result of optical noise, namely shot noise, stray light and
fluorescence. Examination of this signal with the purpose of increasing the signal to
noise ratio for all measurements is discussed in Chapter 4. The offline optical noise
signal was then subtracted from the dark noise-removed Raman line signal and the
resulting absolute peak was discretely integrated to achieve the scattering signal for each
concentration and excitation wavelength.

With the scattering signals known as a function of concentration, a limit of
detection (LOD) was calculated based on three times the standard deviation in the noise
level. The detection limit determines the minimum detectable concentration within
statistical significance. The limit of detection was calculated by Equation 4.1 where \(\sigma\)
was the standard deviation of the noise and $m$ was the slope or sensitivity of scattering response curve in L/mol.

$$LOD = \frac{3\sigma}{m} \quad \text{Equation 4.1}$$

To calculate the limit of detection, a linear regression of the scattering response to concentration and the fluctuation in the offline background noise level were needed. Figure 3.6 shows the scattering response for 355 nm excitation along with the associated linear regression of the response.

![Scattering response at 355 nm showing a linear regression used for LOD determination.](image)

As shown by the grouped data points in Figure 3.6, the final experimental measurement at 0.7812 % hydrogen by volume was at the noise level therefore it was not a detectable signal but rather noise itself. The standard deviation in noise was found by examining the standard deviation for the previously calculated scattering response at 0.7812%. With
the standard deviation of the noise known, the limit of detection was calculated for the averaged 355 nm and 532 nm sample sets. These results are presented in Chapter 4.

3.1.4 Optical Configuration Effects on Detection Limit

With detection limits examined in the previous experiments, experimental parameters were subsequently examined to determine if detection limits could be decreased, sensitivity could be improved and an increase in signal to noise could be achieved. In addition to reexamining differences in scattering response at the two incident wavelengths of 355 nm and 532 nm with added optical filters for noise reduction, variation of the collection lens from 2” to 4” with the collection mirror increased to a 100 mm square pierced mirror and the use of two excitation pulse energies of 125 mJ/pulse and 250 mJ/pulse for each incident wavelength were examined.

A note should be made on the pulse energies used for all Raman detection limit experiments. The pulse energies were measured using a Scientech Model AC5001 Calorimeter placed in the beam path prior to the second turning mirror but after the first iris aperture. Thus these energies account for the optical losses associated with the first dichroic turning mirror and the first iris aperture. It must be noted that further losses are associated with optics past the point of measurement. The second turning mirror had a one percent optical loss, the second iris aperture a five percent associated loss, and a four percent loss was associated with the quartz gas cell window. Accounting for these losses, the true pulse energies seen by the gas sample in the cell during experimentation were approximately 113 mJ/pulse and 226 mJ/pulse. With these actual energies noted, the pulse energies will be referenced in the remainder of this work by the power meter pulse energies of 125 mJ/pulse and 250 mJ/pulse.
The experimental setup for these investigations used a separation distance between the mirror and collection optics of 2.36 m due to repositioning of the experiment to accommodate large collection optics. As noted above, the collection mirror was increased to a 100 mm square pierced mirror to increase the solid angle of collection. The specifications for this mirror along with any additional components for these experiments are listed in Table 3.1. Two additional high pass filters with cutoffs at 395 nm and 375 nm were added in addition to the line filter with a 385 nm cutoff for the 355 nm experiments to aid in noise reduction. For the 532 nm experiments, a line filter centered at 685 nm was added in addition to the 630 nm high pass filter to again reduce noise due to stray light. Black felt was used to mask off the collection optics from the collection lens back to the fiber holder for added noise reduction. As stated before, experiments were performed using either a 2” or 4” plano-convex collection lens, a pulse energy of 125 mJ/pulse or 250 mJ/pulse and an excitation wavelength of 355 nm or 532 nm. The lower 125 mJ pulse energy was examined for field detection purposes since a field deployable laser will not be able to achieve pulse energies as high as the Continuum laser used for laboratory investigations. Table 3.6 lists the exact configurations of optical components examined for hydrogen detection ability.

<table>
<thead>
<tr>
<th>Wavelength (nm)</th>
<th>Pulse Energy (mJ/pulse)</th>
<th>Collection Lens Diameter (in)</th>
<th>Number of Data Sets</th>
</tr>
</thead>
<tbody>
<tr>
<td>355</td>
<td>125</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>355</td>
<td>250</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>355</td>
<td>125</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>355</td>
<td>250</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>532</td>
<td>125</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>532</td>
<td>250</td>
<td>4</td>
<td>4</td>
</tr>
</tbody>
</table>
For all experiments, a PMT voltage of 980 V was used and signal linearity was maintained across the examined concentration range through the use of neutral density filters as discussed for the previous experiments. The concentrations used were also the same as the previous experiment, as listed in Table 3.5, and were achieved by the same pressurization and venting process described previously for the sample chamber. For each set of experimental parameters shown in Table 3.6, four sets of data were taken each containing two offline measurements and one Raman scattering on-line measurement at each hydrogen concentration. A separation distance of 2 nm was used between the on and offline measurements to reduce the effect of a broad scattering signal on the offline measurements. For 355 nm excitation, the offline measurements were recorded at 413.91 nm and 417.91 nm with the Raman line at 415.91 nm and for the 532 nm experiments, offline measurements were taken at 680.98 nm and 684.98 nm with the Raman line located at 682.98 nm. With the signals collected, an average baseline subtracted offline signal and a baseline subtracted Raman scattering signal were calculated. Instead of subtracting the average offline signal from the Raman scattering signal, the peak of each signal was discretely integrated and the resulting integrated area of the average offline signal was subtracted from the integrated area of the Raman scattering signal to achieve the scattering response. This procedure was invoked to more accurately achieve the absolute Raman scattering signal for each concentration. With all absolute Raman scattering signals calculated, a plot of the scattering response as a function of hydrogen concentration was found and a linear regression was performed. Finally, the limit of detection for each configuration was calculated following Equation 4.1.
3.1.5 Theoretical Photon Arrival Rate Determination

Theoretical photon arrival rates at the collection lens were calculated for backscattering from a free spherical sample volume in air at the detection limits achieved in the configuration experiments. The photon arrival rate, as it pertains to field detection, is the rate at which scattered photons fall incident on the collection lens. A significant number of photons are important to ensure that ample signal intensity exists for detection after losses in optical components such as fiber optics and spectrometer slits.

Spontaneously scattered Raman light in response to incident vertically polarized light scatters uniformly over a solid angle of $4\pi$ steradians. The sample volume probed for these experiments consisted of a 9.0 mm diameter cylindrical sample volume with a length of six inches in the gas cell. These dimensions translate to a sample volume of 9.695 cm$^3$. Considering a spherical free sample gas volume of the same size, an approximation of the photon arrival rate at the 4” collection lens was determined by Equation 3.2. The quantities involved in the calculation are as follows: $N$ is the number density (molecules/cm$^3$), $\sigma'$ is the differential scattering cross section (cm$^2$/sr), $F_{\text{inc}}$ is the fluence of the incident laser pulse (mJ/cm$^2$), $dV$ is the differential scattering volume (cm$^3$), $d\Omega$ is the differential scattering angle (sr), $h$ is Planck’s constant of 6.626 $(10^{-34})$ kg·m$^2$/s and $v_{\text{inc}}$ is the frequency of the incident photons (Hz).

$$S_{\text{Raman}} = \frac{N\sigma' F_{\text{inc}} dV d\Omega}{h v_{\text{inc}}}$$

Equation 3.2

The number density can be obtained from the concentration (mol/L) and Avogadro’s number, 6.022(10$^{23}$) molecules/mol. The differential scattering cross section for hydrogen at the excitation wavelengths under study are given in Chapter 2. The differential solid angle is the only quantity that is not readily determined. The solid angle
for a differential spherical surface illuminated by a point source is given by Equation 3.3
where dA is the differential spherical surface area and r is the radius to the illuminated surface.

\[ d\Omega = \frac{dA}{r^2} \]  

Equation 3.3

While the collection mirror used in the experiment is not a convex spherical surface and the sample volume has a finite cross section, certain approximations can be made based on sampling distance. From the inverse square law that relates irradiance to distance, a source may be approximated as a point source if the five times rule is obeyed. This rule states that the distance between the source and irradiated surface must be at least five times the largest dimension of the source. For the experiments performed in this body of work, the source was the circular cross section of the laser beam with a 9.0 mm diameter. The corresponding minimum distance for approximation of the hydrogen source as a point source is thus 45 mm. All separation distances used in this experiment were much greater than 45 mm therefore the sample can be approximated as a point source of Raman scattered radiation. With regard to the use of a flat surface, less than one percent error is introduced by using a flat surface in place of a spherical surface for solid angles less than 0.03 sr. All solid angles calculated in this work also met this requirement therefore flat collection optics had little effect on photon arrival rate calculation. The photon arrival rates calculated for different scattering configurations are given in Chapter 4.

3.1.6 CCD detection limit studies and spectral visualization

A final set of laboratory experiments were conducted with an ICCD used in place of the PMT for comparison of detection limits between the two detectors. A similar optic configuration to previous experiments was used with excitation at 355 nm, a 4” collection
lens and a pulse energy of 250 mJ/pulse. The separation distance was again set at 2.26 m and hydrogen/nitrogen mixtures at 25°C were used at the concentrations listed in Table 3.5. Three high pass filters with cutoff wavelengths of 395 nm, 375 nm and 385 nm as listed in Table 3.1 were again used for elimination of scattered or stray light at the incident wavelength. The spectrometer grating was adjusted to 2400 grooves/mm to increase signal resolution on the ICCD. The ICCD was operated at a gain of 250 with a gate delay of 50 ns and a gate width of 250 ns. The gate delay and width were set by qualitative examination of signal intensity.

The ICCD records a time accumulated spectrum around the Raman line of interest as opposed to the transient signal of the PMT for one wavelength, therefore offline measurements were not needed. In order to examine the scattering response, three ICCD spectra were recorded for the Raman line at each concentration. Each spectra consisted of 150 accumulated shots therefore each spectrum was divided by 150 to achieve an average spectrum similar the 150 shot average recorded in PMT measurements. Figure 3.7 shows one averaged spectrum for hydrogen at 100% by volume. The spectrum shows a relatively constant high baseline signal at an approximate intensity of 260 due to background noise and dark noise, as well as the inherent ICCD offset. To determine scattering response, this baseline signal had to be quantified. Using a relatively constant region of the spectrum as shown in Figure 3.7, an average baseline intensity was calculated by averaging all spectral intensities in this region. This average baseline intensity was then multiplied by the peak width in pixels to achieve an integrated baseline signal.
Figure 3.7 ICCD spectrum showing the Raman line at 415.91 nm for a pure hydrogen sample at atmospheric pressure. The location of baseline determination is shown.

The peak signal peak was then integrated over its full width and the integrated baseline signal was subtracted to achieve an absolute scattering response. This procedure was followed for each concentration in all three sample sets. After calculation, the scattering responses at each concentration were averaged to achieve the average Raman scattering response. Detection limits were then determined from this response in the manner described for all previous measurements.

3.1.7 Raman Field Detection Instrument

Having achieved limits of detection well below the lower flammability limit of hydrogen with high sensitivity and an increased signal-to-noise ratio (SNR), a Raman field instrument was designed to conduct hydrogen detection tests in a field environment. Construction of the field instrument was based on the same backscattering orientation
used in the laboratory with the goal of achieving a compact, robust field system. Figure 3.8 shows a picture of the optic head component layout of the field detection device and Table 3.7 gives a listing of all the components with their specifications.

Figure 3.8 Optical head for the Raman field detection system showing the layout of all optic components.

The 1064 nm Nd:YAG Big Sky laser used for the field detection instrument had a custom configuration allowing frequency tripling to 355 nm with a pulse energy of 93 mJ/pulse in a compact, sealed and durable format. The use of 355 nm excitation was maintained even with concerns of noise caused by fluorescence because of the significant improvement in sensitivity and detection limits observed in the prior experiments due to the fourth order dependence of the scattering signal on incident wavelength. Two turning mirrors and an iris aperture were used to extract the residual 1064 nm and 532 nm laser radiation from the desired 355 nm radiation before it was passed through the 4” pierced
mirror for delivery to the sample volume. A 100 mm square pierced mirror along with a
4” round mirror and a 4” collection lens were use to collect and scatter the light.

Table 3.7 Components for the Raman field detection device.

<table>
<thead>
<tr>
<th>Component</th>
<th>Specifications</th>
<th>Vendor</th>
<th>Part No.</th>
<th>Quantity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Laser</td>
<td>Nd:YAG 1064 nm, frequency tripled/doubled 355/532 nm, 10Hz repetition rate, pulse energy varied</td>
<td>Big Sky</td>
<td>Custom CFR</td>
<td>1</td>
</tr>
<tr>
<td>Mirror</td>
<td>First laser turning mirror, 45 degree mirror, 355 nm, 2 inch diameter</td>
<td>CVI Laser Corporation</td>
<td>Y3-2037-45-UNP</td>
<td>1</td>
</tr>
<tr>
<td>Mirror</td>
<td>Second laser turning mirror, 45 degree mirror, 355 nm, 2 inch diameter</td>
<td>CVI Laser Corporation</td>
<td>Y3-2037-45-UNP</td>
<td>1</td>
</tr>
<tr>
<td>Square Pierced</td>
<td>Backscatter collection mirror, 100 mmx100mmx1mm, center pierced-0.5 inch +0.2” diameter</td>
<td>Rolyn Optics</td>
<td>60.2475</td>
<td>1</td>
</tr>
<tr>
<td>Circular Turning</td>
<td>Melles Griot</td>
<td>Melles Griot</td>
<td>01MFG030/028</td>
<td>1</td>
</tr>
<tr>
<td>Collection Lens</td>
<td>4” backscatter collection lense, Plano-convex</td>
<td>Comar</td>
<td>160-PG-100</td>
<td>1</td>
</tr>
<tr>
<td>High Pass Filter*</td>
<td>395 nm cutoff</td>
<td>Comar</td>
<td>395-GY-50</td>
<td>1</td>
</tr>
<tr>
<td>High Pass Filter*</td>
<td>375 nm cutoff</td>
<td>Comar</td>
<td>375-GY-50</td>
<td>1</td>
</tr>
<tr>
<td>High Pass Filter*</td>
<td>385 nm cutoff</td>
<td>CVI Laser Corporation</td>
<td>CC-GC-385-1.00-2</td>
<td>1</td>
</tr>
<tr>
<td>Razor Edge Filter*</td>
<td>364 nm 99% cutoff</td>
<td>Semrock</td>
<td>LP01-364RU-25</td>
<td>1</td>
</tr>
<tr>
<td>Spectrometer</td>
<td>0.3m Grating Monochromator/Spectrograph</td>
<td>Action Research Corporation</td>
<td>SpectraPro 300i</td>
<td>1</td>
</tr>
<tr>
<td>Photomultiplier Tube(PMT)</td>
<td>Photomultiplier Tube</td>
<td>Hammatsu</td>
<td>Type: R2949 No. QQ0181</td>
<td>2</td>
</tr>
<tr>
<td>PMT Housing</td>
<td>Housing for Hamatsu R2949 Tube</td>
<td>Products for Research, Inc.</td>
<td>PR1402CE</td>
<td>1</td>
</tr>
<tr>
<td>Oscilloscope</td>
<td>4 Gs/s, 50 Ohm coupled resistor, 2 channel</td>
<td>Lecroy</td>
<td>Waverunner LT372</td>
<td>1</td>
</tr>
<tr>
<td>Power Supply</td>
<td>High Voltage Power Supply</td>
<td>Stanford Research Systems, Inc.</td>
<td>Model PS325</td>
<td>1</td>
</tr>
</tbody>
</table>

As with the incident frequency, these optics were chosen based on results from the laboratory investigations. Collection was made through the three filter stackup used in the configuration experiments. The use of a razor edge high pass filter was also examined to further reduce stray light and fluorescence noise. The testing of the field system is not included within the scope of this work but will be tested as part of future
work on hydrogen detection. Additional pictures of the constructed field device are shown in Figure 3.9.

![Portable Raman field detection instrument for hydrogen detection showing the collection optics, laser, power supply, and detection instrumentation.](image)

**Figure 3.9** Portable Raman field detection instrument for hydrogen detection showing the collection optics, laser, power supply, and detection instrumentation.

### 3.2 Laboratory Hydrogen Detection using LIBS

Laser Induced Breakdown Spectroscopy was examined in a laboratory setting to determine the limits of detection and sensitivity for hydrogen detection. As with the optical configuration for Raman spectroscopy, a backscatter orientation was chosen for collection of the atomic emission from the laser-induced plasma. While the use of LIBS for hydrogen detection does not involve propagation of emitted photons over a large distance as with the scattered photons in the remote Raman investigations, the backscatter orientation is still preferred for the associated ease of spatial alignment and for the common location of all collection optics. In addition, a backscatter orientation is necessary for substrate-initiated LIBS in which the plasma first forms on the surface and
envelopes the surrounding gas in the sample volume. A detector must be placed in the hemisphere in front of the substrate otherwise the substrate blocks photons for collection. In addition, mounting of the substrate, particularly in a gas cell as required for hydrogen detection, does not allow any angle of collection other than direct backscatter for detection. With a backscattering orientation chosen, a laboratory LIBS configuration was setup to test the limits of detection and sensitivity for a gas-initiated breakdown and a substrate-initiated breakdown. In addition, an initial investigation was performed into the lifetime and degradation of the substrate for surface-initiated LIBS.

### 3.2.1 Experimental Apparatus for Comparison of Gas Phase and Substrate LIBS

A laboratory LIBS setup was constructed with a backscatter orientation as shown in Figure 3.10 for an investigation of gas phase and substrate LIBS for hydrogen detection. A comprehensive listing of all included components is given in Table 3.8. A Q-switched, 1064 nm pulsed Nd:YAG laser with an 8 ns pulse width operating at 2.5 Hz was chosen as the source of irradiance for generation of the laser-induced plasma. The laser was operated at one of two pulse energies during experimentation depending on the parameters of the particular experiment. The two pulse energies used were 55 mJ/pulse and 100 mJ/pulse corresponding to voltage settings for the laser of 1.23 kV and 1.37 kV, respectively. These pulse energies were measured with a Scientech Model AC5001 Calorimeter after the focusing lens. The lower pulse energy was preferred due to its relevance to a compact field detection device but the lower pulse energy was only able to generate a substrate-initiated breakdown. The higher pulse energy was required to achieve a gaseous breakdown. The laser beam was passed through an iris aperture to ensure a concentric beam profile and then it was passed through a 0.5 inch hole in the center of a 75mm square collection mirror. A 250 mm focal length plano-convex lens
was used for focusing of the incident laser beam and attenuation/collimation of the LIBS emission. The laser beam was focused through the front window of the sample chamber to achieve breakdown at the focal spot.

Figure 3.10 Laboratory LIBS configuration used for the hydrogen detection studies. This configuration is shown in a substrate-initiated plasma configuration but gaseous breakdowns were also achieved with this configuration by repositioning the focusing lens to achieve a focal spot in the center of the sample chamber.
The sample chamber used for the LIBS experiments was a 4-way, stainless steel vacuum cross with a front UV-grade quartz window and a solid stainless steel rear flange along the sample axis. Attached to the two cross flanges perpendicular to the sampling axis were two gas input flanges. One flange was plumbed to two mass flow controllers connected to nitrogen and hydrogen gas cylinders. The opposite gas flange had a valve and attached gas line used for exhausting sample gases into a dedicated exhaust. A range of hydrogen concentrations were achieved in the sample cell through manipulation of the flow rates for industrial-grade nitrogen and hydrogen using flow controllers. Both flows

### Table 3.8 Listing of the optical components with specifications for the laboratory LIBS apparatus for gas-phase versus substrate LIBS comparisons.

<table>
<thead>
<tr>
<th>Component</th>
<th>Specifications</th>
<th>Vendor</th>
<th>Part No.</th>
<th>Quantity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Laser</td>
<td>1064 nm, 5 Hz, 100 mJ/pulse (1.37 setting), 55 mJ/pulse (1.23 setting)</td>
<td>Big Sky Laser Technologies Inc.</td>
<td>Model: 230A8000 S/N1</td>
<td>1</td>
</tr>
<tr>
<td>Focusing Lens</td>
<td>Plano-convex, 250 mm focal length, 2”</td>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>Square Pierced</td>
<td>75 mmx75mmx1mm, center pierced-0.5 inch +0.2” diameter</td>
<td>Rolyn Optics</td>
<td>60.245</td>
<td>1</td>
</tr>
<tr>
<td>Mirror</td>
<td>2” O.D., 304 stainless steel 4-way gas cell, solid back flange, UV grade quartz front window, copper gaskets</td>
<td>Huntingdon Labs</td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>Gas Chamber</td>
<td>2” O.D., 304 stainless steel 4-way gas cell, solid back flange, UV grade quartz front window, copper gaskets</td>
<td>CVI Laser Corporation</td>
<td>PLCX-50.8-51.5-UV-1064</td>
<td>1</td>
</tr>
<tr>
<td>Collection Lens</td>
<td>100 mm focal length</td>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>Neutral Density Filters</td>
<td>0.3 attenuation rating used</td>
<td>Newport</td>
<td>A/R</td>
<td></td>
</tr>
<tr>
<td>Flow Controller</td>
<td>43.7 L/min flowrate; used for hydrogen</td>
<td>Matheson</td>
<td>Model 8270</td>
<td>1</td>
</tr>
<tr>
<td>Flow Controller</td>
<td>0-16 L/min hydrogen flowrate</td>
<td>Alicat Scientific</td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>Fiber Optic</td>
<td>6 foot, high optical grade, 17 fiber bundle, 1.5 mm diameter</td>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>Spectrometer</td>
<td>0.275 meter Spectrometer</td>
<td>Action Research Corporation</td>
<td>SpectraPro-275, S/n 275995S</td>
<td>1</td>
</tr>
<tr>
<td>ICCD</td>
<td>Intensified CCD, 1024x256 chip</td>
<td>Princeton Instruments</td>
<td>1024MLDS-E/1, N119302</td>
<td>1</td>
</tr>
<tr>
<td>Software</td>
<td>Metal Emissions Labview Program</td>
<td>Custom</td>
<td></td>
<td>1</td>
</tr>
</tbody>
</table>
were subsequently combined in the fitting tree on the sample chamber gas flange. The flow rates and resulting concentrations are presented below with the experimental methodologies.

Once plasma generation was achieved in the sample chamber, emission was collected through the front gas cell window, along the beam axis in a backscatter orientation, by means of the laser focusing lens to collimate the emission and the pierced collection mirror oriented at 45° to the beam axis as shown in Figure 3.10. The redirected, collected emission was then focused by a condensing lens with a focal length of 100 mm onto a bundled fiber optic at the lens focal spot. While focusing, the emission was passed through a filter holder in which neutral density filters were placed to prevent detector saturation.

The collected emission was transmitted to a spectrometer (2400 g/mm, 0.12 nm optical resolution) and recorded with an ICCD. Gate delay and width for the ICCD were manipulated to optimize the hydrogen signal. Specific ICCD parameters are reported in the experimental results. Visualization and recording of emission spectra was achieved using an in-house Labview program.

**3.2.2 Comparison of a Gaseous versus Substrate-Initiated Plasma**

In order to determine the best configuration for hydrogen detection using Laser-Induced Breakdown Spectroscopy, two methodologies were examined. The first methodology examined was the use of a substrate-initiated plasma that envelopes gas from the surrounding gas stream for the purpose of hydrogen detection and quantification. The advantage of this methodology lies in the lower energy required to generate the plasma due to the higher free electron density of a solid surface in comparison to a gas. As stated in the Raman experiments, any field detection application
will be limited in excitation energy due to the need for a compact, rugged device therefore a sensitive detection technique with low energy requirements is ideal. The drawback to this approach is the limited lifespan of the plasma initiating substrate. Generation of a plasma results in ablation of the substrate surface so material is lost over time, thus any detection device has a limited lifetime before maintenance is required. The second LIBS detection scheme examined was the use of a breakdown directly in the sample gas stream. Dielectric thresholds are much greater for a gas as opposed to a solid surface but the benefit of plasma initiation in a gas is there is no finite detector lifetime based on the number of plasmas generated. In addition, the availability of emission over $4\pi$ steradians allows for a flexible collection optics configuration. While the characteristics of each technique are important, the detection ability of these configurations is the primary focus for any practical implementation. Before a comparison of hydrogen detection ability was made through experimentation, a preliminary investigation was performed for candidate substrates for surface initiation.

A variety of materials were examined to determine the ideal candidate substrate for surface-enhanced LIBS. All materials considered were metals due to their high surface electron densities and electron mobility. These properties are what allows plasma initiation at lower energies which is the main benefit of surface-initiated LIBS for gas sampling in a field environment. In addition, metals have relatively low ablation rates thus increasing surface lifetime which also is a benefit for practical implementation of LIBS. Six metals were examined as potential LIBS surfaces: aluminum and copper were examined due to their high electrical conductivity, stainless steel and titanium because of their high hardness, and tungsten and molybdenum due to their high melting temperatures
as refractory metals. Experimentation was performed using the LIBS apparatus presented in Figure 3.10 with the collection lens positioned in a manner to generate a breakdown on the surface of the rear flange. Candidate substrate materials were affixed to the rear flange cap with the exception of stainless steel for which the flange cap itself was used as the sample. A pulse energy of 55 mJ/pulse was used to generate a plasma at a rate of 2.5 Hz on each solid. Ambient water vapor in air at a concentration of approximately 1.5% by volume or 1000 ppm was used as the source of hydrogen for detection. Plasma emission was collected using a fixed ICCD gate width of 2 µs while the delay was varied from 2 to 12 µs by an increment of 2 µs to generate six samples for each substrate. The spectral window was centered on the 656.28 nm $\text{H}_\alpha$ line in order to quantify the hydrogen emission. An examination of the spectra for all materials revealed 4 µs as the delay that yielded the best ratio of hydrogen emission to the background continuum. Using the spectra at a delay of 4 µs, a qualitative comparison of the emission spectra was made to select the best substrate.

With a substrate selected, experiments were performed to compare the hydrogen detection ability of gas phase versus substrate-initiated LIBS. A fixed detector delay of 4 µs and a fixed gate width of 4 µs were used for these experiments. The two mass flow controllers shown in Figure 3.10 were used to generate the sample gas flow for each experiment. A flow of 43.7 lpm of HEPA filtered industrial grade nitrogen was combined with an ultra-pure hydrogen flow varied from 0 to 16 lpm to generate the range of hydrogen flow concentrations listed in Table 3.9. For each of the concentrations, two or three 50 shot average spectra of the hydrogen emission were collected for the surface-initiated plasma.
Table 3.9 Nitrogen and hydrogen flows used for the LIBS gas phase and substrate-initiated experiments with the corresponding hydrogen concentrations.

<table>
<thead>
<tr>
<th>N₂ Flow (lpm)</th>
<th>H₂ Flow (lpm)</th>
<th>H₂ Concentration (% by volume)</th>
<th>H₂ Concentration (mass ppm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>43.7</td>
<td>0.04</td>
<td>0.092</td>
<td>65.432</td>
</tr>
<tr>
<td>43.7</td>
<td>0.1</td>
<td>0.229</td>
<td>163.564</td>
</tr>
<tr>
<td>43.7</td>
<td>0.2</td>
<td>0.456</td>
<td>327.074</td>
</tr>
<tr>
<td>43.7</td>
<td>0.5</td>
<td>1.132</td>
<td>817.285</td>
</tr>
<tr>
<td>43.7</td>
<td>1</td>
<td>2.239</td>
<td>1633.234</td>
</tr>
<tr>
<td>43.7</td>
<td>2</td>
<td>4.38</td>
<td>3261.142</td>
</tr>
<tr>
<td>43.7</td>
<td>4</td>
<td>8.392</td>
<td>6501.084</td>
</tr>
<tr>
<td>43.7</td>
<td>8</td>
<td>15.485</td>
<td>12918.185</td>
</tr>
<tr>
<td>43.7</td>
<td>16</td>
<td>26.817</td>
<td>25506.867</td>
</tr>
</tbody>
</table>

The focusing lens was then repositioned to achieve a breakdown in the middle of the sample chamber and the pulse energy was increased to 100 mJ/pulse. The same data collection procedure was used to obtain spectra at each concentration with the gas phase plasma. In addition, one 50 shot average blank spectrum corresponding to breakdown in a pure nitrogen flow was collected before and after each data set for each LIBS approach. Using all spectra collected, the response and detection limits for each LIBS format were determined as described in the next section on spectral analysis.

3.2.3 Spectral Analysis for Gas-phase and Surface LIBS

In order to quantify the alpha emission line of hydrogen at each concentration and calculate detection limits, the hydrogen alpha line had to be discriminated from the overall LIBS spectra recorded using the ICCD. The raw emission spectrum included the Hα peak of interest as well as other atomic and molecular peaks, continuum emission, and a direct current (DC) offset associated with the ICCD and analog-to-digital converter (A/D). A sample raw spectrum illustrating these components is given in Figure 3.11.
Figure 3.11 A sample raw LIBS emission spectrum from a stainless steel substrate-initiated plasma in 16.62% H₂ in a nitrogen atmosphere. The spectrum shows the Hα peak as well as additional spectral components including atomic peaks, continuum emission and the DC offset associated with the CCD and A/D converter.

As shown in Figure 3.11, the emission spectrum not only contains signals from many sources, as previously stated, but these signals are superimposed on one another making signal separation impossible using only the recorded spectrum. To achieve optimal signal discrimination and quantification for the Hα line in the plasma emission spectrum, the signals from all extraneous sources were first removed. Two blank spectra were recorded for each LIBS experiment. An average blank spectrum was first found from the two measured blank signals. It should be noted that any attenuation performed with neutral density filters at the time of experimentation to prevent ICCD saturation was accounted for at this point. Prior to subtraction of the offset from each
data point, the offset and data point were multiplied by the attenuation factor, the reciprocal of the attenuation, for that particular sample. This negated the effect of neutral density filter changes between the collection of sample spectra thus providing absolute spectra all on the same intensity scale.

To achieve discrimination, the baseline DC offset was first subtracted from the hydrogen emission spectrum and blank spectrum. In order to extract the hydrogen emission for sample spectra, the blank was first scaled to each sample spectrum analyzed. Scaling was required because the absolute intensity of the overall LIBS emission spectrum may vary on a shot to shot basis as discussed below. A metric for the scale of each emission spectrum is the level of the background continuum emission. At low wavelengths in the ultra-violet or low visible range, broadband continuum emission can show a substantial decrease with increasing wavelengths. The $\text{H}_\alpha$ line occurs at 656.28 nm where broadband continuum emission is low and exhibits only a small decrease with wavelength. Therefore, an approximation of constant continuum emission was made in order to scale the average blank spectrum to each analyte spectrum. Ratios of the continuum for each particular absolute sample spectrum to the continuum of the corresponding absolute average blank were calculated for each data point in two regimes of constant emission in the spectrum where no atomic or molecular peaks were present. An average scale factor was then calculated based on the scale factors found for all pixels in each range. Scaling of the blank was achieved by taking the product of each data point of the raw blank with the average scale factor for the corresponding absolute sample spectrum. This scaled blank could then be used to extract the background signal from the
H\textsubscript{α} emission line. An example of a scaled blank spectrum with its corresponding hydrogen spectrum is shown in Figure 3.12.

![Scaled Blank and Hydrogen Emission Spectra](image)

Figure 3.12 Two sample emission spectra showing the absolute analyte emission and the absolute blank emission in the H\textsubscript{α} region for a stainless-steel substrate initiated plasma. The concentration of the analyte was 16.62\% H\textsubscript{2} in a nitrogen background.

Extraction of the hydrogen emission peak was achieved by integrating the full width of the H\textsubscript{α} peak in each sample spectra and subtracting off the corresponding integrated blank over the same full width of the hydrogen peak. This calculated value is equivalent to the area under the blank subtracted emission peak as shown in Figure 3.13.
Figure 3.13 Absolute $H_a$ peak achieved as a result of blank subtraction. This peak exhibits an integrated area proportional to concentration.

With the hydrogen emission quantized, the response was determined by the peak-to-base (P/B) ratio. This ratio is a commonly used ratio for LIBS analysis because it enhances precision by taking into account the natural fluctuations in plasma emission through scaling to the blank spectrum (Carranza 2002). In addition, any effects of gain, ND filters and detection binning are eliminated by normalizing to the continuum. Calculation of the P/B ratio for all data was achieved by ratioing the absolute integrated hydrogen emission peak to the integrated blank. With the P/B ratios calculated, the response of hydrogen emission to concentration for each LIBS technique was examined.

In order to quantify the detection ability of each LIBS system, a limit of detection was calculated from the response. This limit of detection is similar to the LOD presented
for the Raman experiments in that it represents the lowest concentration that can be
detected with statistical significance. The limit of detection (LOD) used for the LIBS
experiments is given by Equation 3.4 where \( m \) is the slope of the calibration curve at low
concentrations and \( \sigma_{RMS} \) is the root-mean-square (RMS) noise.

\[
LOD = \frac{3\sigma_{RMS}}{m}
\]

Equation 3.4

The \( \sigma_{RMS} \) was first calculated by finding three mean, \( x_m \), intensity values in three constant
regions of the spectra recorded at the lowest hydrogen concentration. The difference
between each mean and each intensity, \( x_i \), used for its calculation was then found and
squared. All squared differences for each group were summed and divided by the
number of data points in that group. Finally, the square root was taken of each resulting
value to yield that region’s RMS noise and all noise values were averaged to yield \( \sigma_{RMS} \).

Equation 3.5 gives the formula for the RMS noise for one spectral region.

\[
\sigma_{RMS} = \sqrt{\frac{\sum_{i=0}^{N} (x_i - x_m)^2}{N}}
\]

Equation 3.5

With the RMS noise calculated and the slope of calibration curve known from a linear
regression, the LOD was calculated for each sample set response and used to compare
gas phase LIBS to substrate-initiated LIBS for hydrogen detection.

A comparison of the free electron number densities for the plasmas observed for
gas phase and surface initiated LIBS was made during experimentation to determine the
similarities of the plasmas and reinforce the LOD findings. The free electron density for
each plasma was determined through measurement of the Stark broadening of the \( H_{\alpha} \)
emission line which was assumed to be the dominant broadening mechanism present for
the hydrogen line. As reported by Griem, the free electron density of the plasma is related to the full width at half maximum (FWHM) intensity by Equation 3.6 where $\Delta \lambda_{\text{fwhm}}$ is the FWHM of the H$_\alpha$ line in wavelength, $\alpha_{1/2}$ is the fractional half-width of the reduced Stark profile, $e$ is the electron charge ($4.8032 \times 10^{-10}$ esu), and $n_e$ is the free electron number density (Hohreiter 2004).

$$\Delta \lambda_{\text{fwhm}} = 2\alpha_{1/2} (2\pi \left(\frac{4}{15}\right)^{2/3} e(n_e)^{2/3})$$  \hspace{1cm} \text{Equation 3.6}

The results of all experimentation and calculations are presented in Chapter 5.

3.2.4 Experimental Apparatus for Surface Degradation Studies

A second laboratory LIBS setup, similar to the first setup, was constructed for the substrate degradation studies. This setup is shown in Figure 3.14. A comprehensive listing of all included components is given in Table 3.10. Another Q-switched, 1064 nm pulsed Nd:YAG laser with an 8 ns pulse width operating at 5 Hz was used for this experiment. The two pulse energies used were 60 mJ/pulse and 110 mJ/pulse corresponding to voltage settings for the laser of 6.2 kV and 8.3 kV, respectively. These pulse energies, as measured with a Scientech Model AC5001 Calorimeter at the exit of the laser head, were used to achieve pulse energies of 55 mJ/pulse and 100 mJ/pulse for plasma generation after losses associated with optical components thus maintaining pulse energies from the previous LIBS experimentation. The laser was oriented perpendicular to the sampling axis as shown in Figure 3.9 with a 45° dichroic mirror used to turn the laser. As in the other setup, the laser beam was passed through an iris aperture to ensure a concentric beam profile prior to focusing. A focusing lens with a 300 mm focal length was used for plasma generation. Before entering the sample chamber, the laser beam was passed through a 0.5 inch hole in the center of the 75 mm square collection mirror while
being focused.

Figure 3.14 Laboratory LIBS configuration used to study the effect of surface degradation on hydrogen detection limits in response to a substrate-initiated plasma.
Table 3.10  Listing of all optical components with specifications for the laboratory LIBS apparatus used to study the effect of surface degradation in substrate LIBS.

<table>
<thead>
<tr>
<th>Component</th>
<th>Specifications</th>
<th>Vendor</th>
<th>Part No.</th>
<th>Quantity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Laser</td>
<td>1064 nm, 5 Hz, 110 mJ/pulse (8.3 setting), 60 mJ/pulse (6.2 setting) [100 and 55 mJ desired for plasma but extra energy used to account for optic losses]</td>
<td>Big Sky Laser Technologies Inc.</td>
<td>Model: 230A8000 S/N1</td>
<td>1</td>
</tr>
<tr>
<td>Laser Turning Mirror</td>
<td>45 degree mirror, 1064 nm A/R coating, 2 inch diameter</td>
<td>CVI Laser Corporation</td>
<td>Y1-2037-45UNP</td>
<td>1</td>
</tr>
<tr>
<td>Focusing Lens*</td>
<td>Plano-convex, 300 mm focal length, 2” diameter</td>
<td>CVI Laser Corporation</td>
<td>PLCX-50.8-154.5-UV-1064</td>
<td>1</td>
</tr>
<tr>
<td>Square Pierced Mirror</td>
<td>75 mmx75mmx1mm, center pierced-0.5 inch +0.2” diameter</td>
<td>Relyn Optics</td>
<td>60.245</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>2” O.D., 304 stainless steel 4-way gas cell, solid back flange, UV grade quartz front window, copper gaskets</td>
<td>Huntington Labs</td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>Gas Chamber</td>
<td>100 mm focal length</td>
<td>CVI Laser Corporation</td>
<td>PLCX-50.8-51.5-UV-1064</td>
<td>1</td>
</tr>
<tr>
<td>Collection Lens</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Neutral Density Filters</td>
<td>0.3 attenuation rating used</td>
<td>Newport</td>
<td>A/R</td>
<td></td>
</tr>
<tr>
<td>Flow Controller</td>
<td>0.02-1 L/min flowrate; used for hydrogen</td>
<td>Alicat Scientific</td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>Flow Controller</td>
<td>1-10 L/min flowrate; used for nitrogen</td>
<td>Alicat Scientific</td>
<td></td>
<td>2</td>
</tr>
<tr>
<td>Fiber Optic</td>
<td>3 foot, high optical grade, 17 fiber bundle, 1.5 mm diameter</td>
<td>Action Research Corporation</td>
<td>SpectraPro-275, S/n 275995S, Model: 1024MLDS-E/1,</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Princeton Instruments</td>
<td>N119302</td>
<td>1</td>
</tr>
<tr>
<td>Spectrometer</td>
<td>0.275 Meter Triple Grating Spectrometer</td>
<td>Action Research Corporation</td>
<td>SpectraPro-275, S/n 275995S, Model: 1024MLDS-E/1,</td>
<td>1</td>
</tr>
<tr>
<td>ICCD</td>
<td>Intensified CCD, 200 row chip</td>
<td>Princeton Instruments</td>
<td>N119302</td>
<td>1</td>
</tr>
<tr>
<td>Software</td>
<td>Metal Emissions Labview Program</td>
<td>Custom</td>
<td></td>
<td>1</td>
</tr>
</tbody>
</table>

The same sample chamber was again used with a front UV-grade quartz window, a solid stainless steel rear flange and two gas input flanges. One gas flange had an attached fitting tree allowing the injection of gaseous analytes from three separate mass flow controllers plumbed to gas cylinders while the opposite gas flange was again used for exhausting of gases. Three mass flow controllers were used for this experiment due to unavailability of the previously used controllers and to achieve the desired flow rates. A picture of the mass flow controllers is shown in Figure 3.15.
Figure 3.15 Three mass flow controllers used for control of sample concentrations during the surface degradation studies.

Plasma emission was collected through the front gas cell window by means of the pierced collection mirror oriented at 45° to the front window. The rest of the collection optics and instrumentation were the same as the setup shown in Figure 3.10. A picture of the collection optics for this experiment is shown in Figure 3.16.

Figure 3.16 Collection optics used for collection of plasma emission during the substrate degradation experiments.

Figure 3.17 shows a picture of the entire second LIBS laboratory system in the configuration shown in Figure 3.14.
3.2.5 Surface Degradation Investigation

With a substrate-enhanced LIBS detection scheme, concern must be taken with the effect of the plasma on the substrate. The free electron density of the surface is beneficial in that it allows a lower threshold for breakdown and subsequently cascade ionization and plasma formation. As expected, the plasma initiated with the aid of the electron density of the surface not only entrains gaseous species from above the surface but also entrains a portion of the substrate molecules. Therefore, surface degradation is observed due to the presence of the plasma. In order for a LIBS based hydrogen detection scheme to be practical and quantifiable, the hydrogen signal at a particular concentration must not exhibit transient fluctuations. While most of the experimental parameters governing transient plasma initiation such as pulse energy, repetition rate, and focal length have been fixed, the substrate surface profile cannot be maintained due the degradation by the plasma. Therefore, this transient change in the surface needed to be examined to estimate any possible effects on detection accuracy and precision.
In order to determine the substrate lifetime for which consistent signals can be obtained, a set of experiments were performed using the experimental LIBS apparatus presented in Figure 3.14. Stainless steel was used as the substrate for surface enhanced breakdown as in the previous LIBS studies. As before, the flange cap surface was placed at the focal point of the plano-convex laser focusing lens to achieve the highest energy density for the initiation of the breakdown. A constant hydrogen flow concentration of 16.6% by volume was used for experimentation.

To examine substrate degradation, three experiments were performed. In the first experiment, average spectra of 100 shots were collected showing the Hα line at a 5 Hz repetition rate for one hour resulting in the collection of 180 hydrogen emission spectra. Two more experiments were performed after analysis of the first experiment to study longer substrate degradation. For the two additional experiments, average spectra were collected for 2.5 hours to yield 450 average hydrogen emission spectra. Analysis of all average spectra was carried out using a peak-to-base ratio similar to the P/B used in the LIBS comparison experiments. The only difference in the calculation of the P/B ratio from earlier values was that, due to the large number of spectra, scaled blanks were not used for signal extraction and ratioing. Rather, an average baseline value was calculated in the same constant area of each spectrum where no emission peaks were present. The average baseline intensity was then multiplied by the peak width to achieve the equivalent of the integrated blank. After calculation of P/B ratios with the baseline procedure, the response in hydrogen emission was examined as a function of the total number of shots. Finally, to help understand the response behavior observed and to illustrate the substrate degradation, scanning electron microscopy was used record a
magnified image of all sample craters. The results of these experiments are also illustrated in Chapter 5.
CHAPTER 4
RESULTS AND DISCUSSION OF HYDROGEN DETECTION BY RAMAN BACKSCATTERRING

This chapter presents the results of all hydrogen detection experiments using spontaneous Raman backscattering. Preliminary investigations into the use of this technique for hydrogen detection are first presented. These results are followed by studies of optics configuration and excitation source effects on detection limits. Comments on a field detection device are presented although testing of this system was not realized in this work.

4.1 Preliminary Remote Hydrogen Detection Study

An initial experiment was performed to examine the ability to detect hydrogen remotely using the Raman technique as described in Chapter 3. The sample gas cell was positioned at 6.58 m from the collection optics and backscatter signals were collected using the PMT. As stated before, concentrations higher than the desired detection regime were used to yield an ample scattering signal for this initial investigation. Prior to the collection of the scattering signal, PMT linearity and spectrometer calibration were examined.

The Action spectrometer used for all Raman measurements allows the user to select a desired wavelength and adjusts the grating automatically to illuminate the output slit based on the diffraction angle for that wavelength. While precise, the accuracy of the grating calibration had to be examined prior to experimentation to ensure the actual location of the 416.01 nm Raman line corresponding to a 4156 cm$^{-1}$ shift at an incident
frequency of 355 nm. Using the gas cell pressurized at 10, 20, and 30 psig of pure hydrogen, the PMT signals corresponding to ten wavelengths from 415.91 nm to 416.91 nm were examined. Figures 4.1-4.3 show the PMT signal measured at each wavelength for cell pressures of 10, 20, and 30 psig, respectively. The second peak corresponds to the scattering signal for hydrogen as the first peak is a result of fluorescence or stray, scattered light present in the spectrometer. The presence of this peak will be discussed in more detail when discussing the concentration response for the preliminary investigation. For all three hydrogen concentrations examined, the most intense scattering peak was observed at 415.91 nm as shown in Figure 4.1-4.3 by the bold square-traced signal.

Figure 4.1 PMT scattering signals recorded for ten wavelengths around the Raman Stokes line for hydrogen at 10 psig in the sample cell. Signals are negative due to a negative PMT operating voltage of -782 V.
Figure 4.2 PMT scattering signals recorded for ten wavelengths around the Raman Stokes line for hydrogen at 20 psig in the sample cell. Signals are negative due to a negative PMT operating voltage of -782 V.

Figure 4.3 PMT scattering signals recorded for ten wavelengths around the Raman Stokes line for hydrogen at 30 psig in the sample cell. Signals are negative due to a negative PMT operating voltage of -782 V.
Also, while the purpose of this first set of measurements was not to examine signal response to concentration, an increase in the scattering signal was observed with higher concentration as well as possible increased sensitivity as shown above.

With the calibrated location of the Raman line identified for hydrogen, three samples were taken at each experimental concentration listed in Table 3.2. Sample PMT signals showing the hydrogen peak for a concentration of 0.126 mol/L at a spectrometer wavelength of 415.91 nm and the off-peak signal at 413.91 nm are shown in Figure 4.4.

![Figure 4.4 PMT signals showing scattering response on the Raman line at 415.91 nm and off the Raman line at 413.91 nm.](image)

As noted before and shown in Figure 4.4, the signal for the preliminary measurements showed two peaks separated by approximately 0.04 µs. The first peak is a relatively constant peak that was present both on and off the Raman line in all recorded signals while the second peak was observed to minimize in offline measurements and grow in proportion to sample hydrogen concentration. For this reason, the second peak
was identified as the hydrogen Raman scattering signal. The use of an ultra-violet excitation source results in noise generated by broadband fluorescence in addition to common forms of background noise such as stray light, shot noise, and signal noise. Visible fluorescence from the mirrors and beam dump in the blue region of visible spectrum was observed during experimentation. If a calculation is made based on the 6.58 m separation distance between the collection mirror and the center of the gas cell using the speed of light as $2.997 \times 10^8$ m/s, the time it would take for radiation to travel from the mirror to the cell and back is approximately 0.04 µs. Therefore, the fluorescence/reflection from the mirror as the laser passes through the pierced hole is observed as the first signal peak, and the Raman scattered light is observed as the second signal peak after the laser has propagated to the cell and the scattered light has backscattered to the collection mirror. Figure 4.4 also shows that significant background noise is present in the offline measurement at 413.91 nm. This noise which most likely resulted from one of the common forms of noise mentioned above or fluorescence of the beam dump behind the gas cell decreases the signal-to-noise ratio. For the high concentrations used in this preliminary investigation, this noise did not limit detection ability but this presented a concern for follow up detection limit studies presented later in the chapter.

With the scattering peak identified, signal noise was subtracted in the method presented in Chapter 3. Figure 4.5 shows the change in absolute PMT signal in response to decreasing hydrogen concentrations at the Stokes line for hydrogen in one preliminary study. The absolute signals have been inverted for clarity.
Figure 4.5  Absolute scattering response for decreasing hydrogen concentrations in one preliminary hydrogen detection experiment.

The response of the scattering signal to decreasing hydrogen concentrations was a proportional decrease in intensity. This decrease was expected based on the spontaneous Raman scattering theory presented in Chapter 2. In order to quantify these preliminary measurements and determine if a linear relationship existed between scattering signal and hydrogen concentration, the absolute response peaks were discretely integrated and the values for each concentration were averaged across all three trials. The averaged Raman scattering signal for the preliminary experiments is shown as a function of hydrogen concentration in Figure 4.6 with error bars representing one standard deviation.
Figure 4.6 Average Raman scattering response for preliminary hydrogen detection at 6.58m as a function of hydrogen concentration.

The averaged Raman scattering signal shows that a linear relationship (R=0.985) did exist between scattering signal intensity and hydrogen concentration for the concentration range tested. This is important because it not only demonstrated linearity of the Stokes scattering signal, but that remote hydrogen detection is achievable at a significant distance and the detection system can be calibrated. Large standard deviations, as shown by the error bars, between the samples at most scattering responses can be attributed to fluorescence and other noise present in the offline measurements as shown by the peak in the 413.91 nm line in Figure 4.4, as well as uncertainties in the exact hydrogen concentration. The presence of this significant noise affects the extraction of the absolute Raman signal, thus large fluctuations in noise greatly affect the detection response.

While validating the ability to detect hydrogen concentrations, the lowest concentration tested in these preliminary experiments corresponded to 25% hydrogen by
volume, well above the lower flammability limit of 4% for hydrogen. It is for this reason that detection limits were not calculated for this data. In addition, significant background noise was observed due to fluorescence and stray light with effects that have been previously discussed. The response observed for pure hydrogen at 30 psig, approximately two times atmospheric pressure, as shown in Figure 4.4 was still low and within the same order of magnitude as the offline noise. An increase in the signal-to-noise ratio and the determination of detection limits at concentrations below the flammability limit were goals for the next segment of experimentation.

4.2 Detection Limit Determination

The purpose of the next set of experiments conducted was to examine minimum detection ability by calculation of the limit of detection for concentrations ranging across the lower flammability limit. As described in Chapter 3, the scattering signals for hydrogen concentrations ranging from 0.78% to 100% by volume were examined at 355 nm and 532 nm excitation wavelengths. The 532 nm excitation wavelength was added to the study due to the fluorescence and associated noise seen with 355 nm ultra-violet excitation. The gas cell was positioned closer to the detection optics at a separation distance of 2.26 m to aid in low concentration detection for this initial LOD study.

Scattering signals were recorded and analyzed as described in Chapter 3 with the only difference in analysis from the preliminary experiment being the collection and subtraction of a dark noise signal prior to all response calculations. Figure 4.7 shows the Raman scattering signal and one offline measurement for hydrogen at 100% by volume at atmospheric pressure with an excitation energy of 355 nm.
Figure 4.7  Raman scattering signal and one offline measurement for 100% hydrogen by volume at atmospheric pressure excited by 355 nm incident radiation.

Figure 4.8  Raman scattering signal and one offline measurement for 100% hydrogen by volume at atmospheric pressure excited by 532 nm incident radiation.
Figure 4.8 shows the same information but for an excitation energy of 532 nm. Both signals are corrected for the experimental attenuation used to maintain signal linearity. The signal for 100% hydrogen by volume at atmospheric pressure with 355 nm excitation exhibited a high intensity in comparison to the background noise shown by the peak in the offline signal. A comparison of signal to noise for the same sample concentration with 532 nm excitation showed a scattering signal the same order of magnitude as the offline noise signal. While the use of 532 nm radiation eliminated fluorescence by moving out of the ultra-violet range, the fourth order dependence of Raman scattering intensity on incident wavelength resulted in the observed significant decrease in signal intensity. Detection at 4% or below by volume was not expected for 532 nm scattering after visualization of the signal shown in Figure 4.8. It was also noted that at both wavelengths, an appreciable offline background signal was still observed.

All offline signals were averaged and the baseline subtracted to achieve an average optical noise signal. The baseline was also subtracted from the Raman line signal and finally an absolute Raman line signal was achieved by subtraction of the average optical noise. Figure 4.9 and Figure 4.10 show the absolute scattering signal at 100% hydrogen by volume as well as the average optical noise for incident wavelengths of 355 nm and 532 nm respectively. Examination of the absolute scattering signals for 100% hydrogen by volume in comparison to the average offline noise shows that for 355 nm excitation, detection of the Raman scattered light could be achieved above the noise limit. With 532 nm excitation, the signal for 100% hydrogen by volume was comparable to the optical noise intensity. This confirmed the observations and predications from the raw sample signals shown in Figure 4.7 and Figure 4.8.
Figure 4.9 Absolute Raman scattering signal and offline noise signal for excitation of the 100% by volume hydrogen sample with 355 nm incident radiation.

Figure 4.10 Absolute Raman scattering signal and offline signal for excitation of the 100% by volume hydrogen sample with 532 nm incident radiation.
While it was shown that 355 nm excitation yielded a significantly more intense scattering signal than with the 532 nm excitation, both absolute measurements were still on the same order of magnitude as the offline noise at 100% hydrogen by volume.

Sensitive detection at or below the flammability limit of 4% by volume was the goal of experimentation. Figure 4.11 and Figure 4.12 also show the absolute scattering signal and average offline signal for 355 nm and 532 nm excitation but at a concentration of 3.125% hydrogen by volume in a nitrogen background.

![Figure 4.11](image-url)  
**Figure 4.11** Absolute Raman scattering signal and offline signal for excitation of the 3.125% by volume hydrogen sample with 355 nm incident radiation.

Observation of the scattering signal at 3.125% by volume illustrates an interesting trend in signal-to-noise that was observed during these initial detection limit studies. At higher concentrations, the scattering SNR was much greater for 355 nm than for 532 nm signals. Although, at lower concentrations such as 3.125% by volume, the effect of
fluorescence resulted in more significant offline noise than seen for the 532 nm signals offsetting the scattering intensity gain at 355 nm.

Figure 4.12 Absolute Raman scattering signal and offline signal for excitation of the 3.125% by volume hydrogen sample with 532 nm incident radiation.

The result was comparable scattering responses between the excitation wavelengths at low concentrations with 355 nm yielding only slightly higher response due to signal peak width. The average scattering responses for both 355 nm excitation and 532 nm excitation are given in Figure 4.13 while Figure 4.14 gives an enlarged section of the scattering response plot for concentrations below 25% by volume. The two plots of scattering response show a linear relationship between scattering signal and hydrogen concentration with the response at 355 nm exhibiting higher sensitivity to changes in concentration in comparison to the scattering response for 532 nm incident radiation.
Figure 4.13 Raman scattering response to hydrogen concentration for two excitation wavelengths.

Figure 4.14 Enlarged section of Figure 4.13 to show Raman scattering response to hydrogen concentration for two excitation wavelengths below a hydrogen concentration of 25% by volume.
The 532 nm signal exhibited almost no sensitivity as shown by the horizontal linear regression in Figure 4.13. As with the response in the preliminary investigations, large deviations in scattering signal due to fluorescence were observed at 355 nm, as shown by the error bars for the response. A visual examination of the response plots shows that below 5% hydrogen by volume, scattering signals leveled off and began to fluctuate indicating the signal had reached the level of background noise. This was confirmed by calculation of the limit of detection for each response using the linear regressions shown on the response plots and the standard deviation of the signal noise. A limit of detection of 7.16% hydrogen by volume or 2.93 µmol/L was calculated for the response at 355 nm. For 532 nm incident radiation, a detection limit of 16.04% by volume or 6.56 µmol/L was calculated. These limits of detection give the lowest concentration that can be detected within statistical significance. While the 355 nm response yielded a detection limit that was half that for the 532 nm response, both experiments failed to achieve detection below the 4% flammability limit of hydrogen. As noted throughout the results to this point, significant offline optical noise was seen in all detection measurements. A 2” collection mirror and lens were used to collect the backscattered Raman shifted photons in all experiments. In order to achieve the desired level of detection, lens configuration as well as pulse energy were addressed in conjunction with excitation wavelength with the goal of reducing limits of detection.

4.3 Optical Configuration Effects on Detection Limit

The inability to achieve sensitive detection below the flammability limit of hydrogen up to this point in experimentation was attributed to background optical noise and low collection efficiency of backscattered Raman photons. A set of experiments was conducted to determine the effect of changes in optical configuration on detection limits.
for hydrogen at both excitation wavelengths as described in Chapter 3. The parameters varied for each configuration were excitation wavelength, pulse energy and collection lens diameter. In addition, multiple high-pass filters were used for these experiments to further reduce noise due to reflected and scattered light at the incident frequency and broadband fluorescence. The collection mirror was increased in size to a 100 mm, or approximately 4 inch, square pierced mirror for all experiments. The scattering responses achieved and associated detection limits are presented below. Table 4.1 reiterates the configurations examined and lists the corresponding figure number for the figure depicting the scattering response for that configuration.

Table 4.1 Optical configurations examined and figure number for the scattering response.

<table>
<thead>
<tr>
<th>Wavelength (nm)</th>
<th>Pulse Energy (mJ/pulse)</th>
<th>Collection Lens Diameter (in)</th>
<th>Scattering Response Figure</th>
</tr>
</thead>
<tbody>
<tr>
<td>355</td>
<td>125</td>
<td>2</td>
<td>Figure 4.15</td>
</tr>
<tr>
<td>355</td>
<td>250</td>
<td>2</td>
<td>Figure 4.17</td>
</tr>
<tr>
<td>355</td>
<td>125</td>
<td>4</td>
<td>Figure 4.19</td>
</tr>
<tr>
<td>355</td>
<td>250</td>
<td>4</td>
<td>Figure 4.21</td>
</tr>
<tr>
<td>532</td>
<td>125</td>
<td>4</td>
<td>Figure 4.23</td>
</tr>
<tr>
<td>532</td>
<td>250</td>
<td>4</td>
<td>Figure 4.24</td>
</tr>
</tbody>
</table>

The first configuration examined used an excitation wavelength of 355 nm, a pulse energy of 125 mJ/pulse and a collection lens diameter of 2 inches. The scattering response to decreasing hydrogen concentration for this configuration is shown in Figure 4.15. This configuration was similar to the optical configuration used in the initial detection limit study except the pulse energy was reduced to 125 mJ/pulse. Figure 4.15 shows that even with a reduced pulse energy, a linear scattering response (R=0.994) was still achieved at 355 nm. Using the linear regression over the entire concentration range, the limit of detection was calculated to be 3.12% by volume.
While below the flammability limit, this calculated LOD is not accurate due to the regression falling outside the standard deviation of several of the data points as shown in Figure 4.15. To achieve a more accurate measure of the detection limit, another regression (R=0.995) was performed on concentrations below 25%. Figure 4.16 shows an enlarged view of the scattering response for these concentrations along with the second regression. With only the scattering response below 25% by volume considered, the detection limit was found to be 3.22% by volume or 1.32 µmol/L. This result was encouraging since it was the first accurate detection limit achieved below the flammability limit for hydrogen. While the same collection lens size of 2 inches and a reduced pulse energy were used in comparison to previous experiments, the use of additional high pass filters greatly reduced the noise thus increasing signal linearity,
decreasing the limit of detection and reducing signal variation as shown by the error bars in Figure 4.15.

Figure 4.16 Scattering response of hydrogen at an incident wavelength of 355 nm, a pulse energy of 125 mJ/pulse, and a collection lens diameter of 2” for concentrations below 25% by volume.

The second configuration examined increased the pulse energy to 250 mJ/pulse. This experiment was almost an exact repeat of previous detection limits studies in Section 4.2 which used a pulse energy of 244 mJ/pulse at 2.26 m. As expected, a linear scattering response (R=0.999) was achieved as shown in Figure 4.17. The significant difference between this measurement and the initial detection limit study of Section 4.2 was again the presence of two additional high pass filters. As a result, the detection limit was expected to be lower due to decreased offline noise. Figure 4.18 shows the scattering response along with a linear regression (R=0.999) for less than 25% hydrogen by volume.
Figure 4.17 Scattering response of hydrogen at an incident wavelength of 355 nm, a pulse energy of 250 mJ/pulse, and collection lens diameter of 2”.

Figure 4.18 Scattering response of hydrogen at an incident wavelength of 355 nm, a pulse energy of 250 mJ/pulse, and collection lens diameter of 2” for concentrations below 25% by volume.
The detection limit found for the response at less than a 25% by volume hydrogen concentration was 4.28% by volume or 1.75 µmol/L. This limit, while less than the limit of 7.16% achieved in Section 4.2, was greater than the limit achieved at 125 mJ/pulse energy. This result was not expected. The explanation for this result was unknown but it is believed that collection efficiency with the 2 inch lens was low enough to allow background noise to significantly influence the detection limit thus fluctuation in noise resulted in the unexpected detection limit.

For the third configuration, an excitation wavelength of 355 nm was again used but the pulse energy was returned to 125 mJ/pulse and a 4 inch collection lens was used to increase collection efficiency. The scattering response achieved for this configuration is shown in Figure 4.19

![Graph showing the relationship between Raman Scattering Response (a.u.) and Hydrogen Concentration (% by volume) for an incident wavelength of 355 nm, a pulse energy of 125 mJ/pulse, and a collection lens diameter of 4”.](image)

Figure 4.19 Scattering response of hydrogen at an incident wavelength of 355 nm, a pulse energy of 125 mJ/pulse, and collection lens diameter of 4”.

The equation of the linear fit is:

\[ y = 0.12287 + 0.097334x \]

with a correlation coefficient of 0.99604.
As with previous scattering responses at 355 nm, the response exhibited a strong linear (R=0.996) response over the entire concentration range. The response for concentrations less than 25% by volume and the associated regression for detection limit determination are shown in Figure 4.20.

![Graph](image.png)

Figure 4.20 Scattering response of hydrogen at an incident wavelength of 355 nm, a pulse energy of 125 mJ/pulse, and collection lens diameter of 4” for concentrations below 25% by volume.

The detection limit calculated for the response in Figure 4.20 was 1.94% by volume or 0.8 µmol/L. This was the lowest detection limit achieved up to this point in experimentation. This result showed that increasing the collection lens diameter had more influence on detection limit than increases in pulse energy due to the increase in collection efficiency of backscattered photons gained with a larger collection optic.
The final configuration tested at 355 nm maximized collection through the use of a 4 inch collection lens and a pulse energy of 250 mJ/pulse. The response observed for this configuration is shown in Figure 4.21.

![Graph showing Raman Scattering Response vs Hydrogen Concentration](chart)

Figure 4.21  Scattering response of hydrogen at an incident wavelength of 355 nm, a pulse energy of 250 mJ/pulse, and collection lens diameter of 4”.

The response observed was slightly less linear (R=0.991) than the other responses at 355 nm but exhibited higher sensitivity to changes in hydrogen concentration. Figure 4.22 exhibits the response for less than 25% by volume. Using the linear regression depicted in Figure 4.22, the limit of detection was calculated to be 0.76% hydrogen by volume or 0.31 µmol/L, the lowest LOD determined during all Raman experimentation. This result confirmed that successful remote detection of hydrogen below the flammability limit is possible using spontaneous Raman backscattering if collection efficiency and signal noise are addressed.
Figure 4.22  Scattering response of hydrogen at an incident wavelength of 355 nm, a pulse energy of 250 mJ/pulse, and collection lens diameter of 4” for concentrations below 25% by volume.

Calculation of photon arrival rates at the detection limit were made to ensure that a significant number of actual scattered photons were being detected. Arrival rates were calculated, using the procedure described in Chapter 3, for the two 355 nm configurations achieving detection limits below the flammability limit. Table 4.2 lists the two photon arrival rates calculated by configuration along with the detection limit used for their calculation. Assuming a loss of 500 photons per pulse due to fiber optic and spectrometer losses at a 10 Hz repetition rate, the number of photons lost per second prior to detection is approximately 5000 photons. Examination of the theoretical photon arrival rates listed in Table 4.2 shows that excess photons are present for signal detection in lieu of instrumentation losses thus the scattering signals observed are actual scattering responses and not artifacts of other optical phenomena.
Table 4.2  Photon arrival rate calculations by optic configuration for 355 nm incident radiation.

<table>
<thead>
<tr>
<th>Optical Configuration</th>
<th>Detection Limit Concentration (mol/L)</th>
<th>Photon Arrival Rate (photons/sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>4&quot; lens, 125 mJ/pulse</td>
<td>0.0008</td>
<td>1.04E+05</td>
</tr>
<tr>
<td>4&quot; lens, 250 mJ/pulse</td>
<td>0.00031</td>
<td>4.04E+04</td>
</tr>
</tbody>
</table>

A comparison of the response for the four configurations using 355 nm excitation was made to examine relative levels of sensitivity. Figure 4.23 shows the four scattering responses and associated linear regressions by collection lens diameter and pulse energy.

Figure 4.23  Scattering responses for the four optical configurations examined with 355 nm incident radiation. The lines exhibit the linear regression for each response.

An increase in collection lens and an increase in pulse energy both resulted in increased sensitivity for the scattering response as shown in Figure 4.23. The influence of collection lens diameter on response sensitivity was observed to be more significant than the influence of pulse energy as both responses with the 4 inch lens had greater slopes.
than the responses with the 2 inch lens. This is an important result for application of this technique to field detection. Due to the need for portability and robustness, a field detection system will not have a laser excitation source with high pulse energies. These results show that by increasing optic size, detection limits below the flammability limit can still be achieved with a lower pulse energy system. In addition, scaling was observed in Figure 4.23 between the response points at individual concentrations. Figure 4.24 is a plot of the response for one hydrogen concentration versus a formulated scaling parameter, the pulse energy times the lens diameter squared.

Figure 4.24  Scattering response at 12.5% hydrogen by volume versus the derived scaling parameter.

The linear behavior of Figure 4.24 shows that there is a direct correlation between the scaling parameter which is dependent on pulse energy and the lens diameter and the scattering response as expected from Raman theory. This scaling parameter will be an important design parameter for the construction of a Raman field detection system.
Two optical configurations were also examined for 532 nm incident radiation. The first configuration used a pulse energy of 125 mJ/pulse and a 4 inch collection lens and the second configuration used a pulse energy of 250 mJ/pulse with a 4 inch collection lens. Scattering responses were not examined with a 2” collection due to the low detection limit and sensitivity observed in Section 4.2. Figure 4.25 and Figure 4.26 show the scattering response measured for 125 mJ/pulse and 250 mJ/pulse respectively.

![Graph showing scattering response and equation](image)

**Figure 4.25** Scattering response of hydrogen at an incident wavelength of 532 nm, a pulse energy of 125 mJ/pulse, and collection lens diameter of 4”.

Both scattering responses show no detection was achieved for concentrations below approximately 10% hydrogen by volume. While limited low concentration detection with low sensitivity was seen in Section 4.2 with only one high pass filter, it was concluded based on the response shown in Figure 4.25 and 4.26 that detection was not possible below the flammability limit using 532 nm incident radiation.
Figure 4.26  Scattering response for hydrogen at an incident wavelength of 532 nm, a pulse energy of 250 mJ/pulse, and collection lens diameter of 4”.

The investigations of optical configuration on scattering response showed that detection well below the flammability limit could be achieved with the use of a 4 inch collection mirror and lens with 355 nm radiation while the use of 532 nm incident radiation was shown to be impractical for hydrogen concentration measurements by spontaneous Raman scattering. In addition, it was shown that low limits of detection could be maintained at decreased pulse energies due to the increase in collection efficiency from increased collection optic diameters. With significant detection limits achieved in the laboratory, a prototype PMT field detection system could be constructed to detect hydrogen gas concentrations. Before a field device was addressed, the use of an ICCD was examined in place of the PMT.
4.4 Limit of Detection using an ICCD

With detection limits achieved in the desired range for two PMT configurations, the detection limit using an ICCD was investigated. As noted in Chapter 3, the incident wavelength used was 355 nm with a pulse energy of 250 mJ/pulse. The 4” collection lens was used in order to make a direct comparison to the PMT configuration achieving the lowest limit of detection. The concentrations, as shown in Table 3.5, were also the same as previous experiments. Three scattering signals were recorded at each concentration. Each signal represented the accumulation of 150 samples therefore all signals were divided by 150 to achieve an average scattering signal. This method is consistent with the PMT signals which were 150 shot averages. Figure 4.27 shows an average scattering signal obtained with the ICCD for 100% hydrogen by volume.

![Figure 4.27 ICCD spectrum showing the Raman line for at 415.91 nm for a 100% by volume sample of hydrogen at atmospheric pressure.](image-url)
Since the ICCD detects a spectrum in contrast to the transient intensity detected by the PMT, the scattering signal is analyzed by a different method. To determine the scattering response, the average baseline which consists of background noise and dark noise was first calculated by averaging the signal intensity over the pixel range 244 to 301. The calculated average baseline intensity was then multiplied by the full peak width of the Raman line of 24 pixels to obtain an integrated baseline signal. The peak was then discretely integrated over its full 24 pixel width and the integrated baseline was subtracted from the integrated peak to yield the scattering response signal for the particular hydrogen concentration under investigation. Once the scattering response was calculated for all data points, the three sample points for each concentration were averaged to yield the average scattering response as shown in Figure 4.28. The error bars depict one standard deviation in scattering response.

![Graph](image)

Figure 4.28  Scattering response of hydrogen at an incident wavelength of 355 nm as determined using an ICCD.
Using the ICCD, a linear scattering response (R=0.989) was observed that is similar to the response seen with PMT detection. The limit of detection was again calculated using only concentrations below 25% by volume as shown in Figure 4.29.

![Graph showing Raman scattering response vs. Hydrogen Concentration](image)

**Figure 4.29** Scattering response of hydrogen at an incident wavelength of 355 nm as determined using an ICCD for concentrations below 25% by volume.

The limit of detection determined from the ICCD measurements was 1.79% by volume or 0.74 µmol/L. While below the flammability limit of 4% by volume, this detection limit was higher than the detection limit achieved with the PMT configuration at 250 mJ/pulse with a 4” lens. This was an encouraging result as a PMT based detection scheme yields to easier field implementation and detection therefore no additional consideration was given to the ICCD configuration.

### 4.5 Raman Field Instrument

The laboratory backscatter experiments illustrated that limits of detection well below the flammability limit of hydrogen could be achieved with increased diameter collection optics and multiple high pass filters. With detection limits verified, a field
deployable Raman backscattering monitor for hydrogen was constructed as described in Chapter 3. The testing of the field system was not included within the scope of this work. Implementation and testing is addressed in the future work discussion of Chapter 6.
CHAPTER 5
RESULTS AND DISCUSSION OF HYDROGEN DETECTION BY LIBS

This chapter presents the results of two hydrogen detection experiments using Laser-Induced Breakdown Spectroscopy. This first investigation conducted in this section was a comparison of the hydrogen detection ability for two different LIBS configurations. A comparison was made between the use of a gas-initiated versus substrate-initiated breakdown for the detection of hydrogen by LIBS. As part of this study, multiple candidate surfaces were compared for substrate-initiated LIBS hydrogen detection. The second LIBS investigation presented in this chapter examined the effect of surface ablation of a LIBS substrate on hydrogen detection response.

5.1 Gas-phase versus Substrate-initiated LIBS for Hydrogen Detection

Two LIBS methodologies were examined in this experiment to determine minimum detection limits and sensitivity for hydrogen detection using LIBS. The first methodology examined was the use of a substrate-initiated plasma that envelopes gas from the surrounding gas stream for the purpose of hydrogen detection and quantification. As stated before, the advantage of this methodology lies in the lower energy required to generate the plasma due to the higher free electron density of a solid surface in comparison to a gas, while the drawback to this approach is the limited lifespan of the plasma initiating substrate due to material ablation. The second LIBS detection scheme examined was the use of a breakdown directly in the sample gas stream with the advantage of no finite lifetime based on the number of plasmas generated and the
availability of emission over $4\pi$ steradians allowing variable collection optic configurations. The detection ability of these configurations is the primary focus for any practical implementation. An investigation of candidate substrates for surface-initiated LIBS was conducted prior to a comparison of the two LIBS methodologies as described in Chapter 3.

Six metals were examined as candidate substrates, namely: copper, aluminum, stainless steel, titanium, tungsten and molybdenum. Ambient water vapor at a concentration of about 1.5% in air or 1000 ppm was used as an analyte source. All sample metals were adhered to the rear flange of the vacuum cross depicted in Figure 3.10 and the focusing lens distance was adjusted so that the focal spot was at the surface of the candidate material. Six 50 shot average emission spectra of the H$_\alpha$ line for hydrogen were collected for each substrate at a pulse energy of 55 mJ/pulse over six detector delays spanning 2-12 µs. Comparison of the spectra recorded for each material revealed the greatest ratio of hydrogen emission to continuum background occurred at a delay of 4 µs. Using spectra collected at a delay of 4 µs, a comparison was made between the data for the different substrate candidate metals. To accomplish this comparison, scaling of each spectrum was accomplished using ratios of the continuum region of the spectrum as described in Chapter 3. Figure 5.1 shows the scaled spectra for five of the metals, shifted apart for clarity. Titanium was not included with the spectra because, while showing a strong H$_\alpha$ peak, it exhibited many overlapping emission lines in the same region of the spectrum. A strong H$_\alpha$ emission line can be observed for all five metals presented in Figure 5.1. In addition, few strong emission peaks are seen otherwise in the spectra with the exception of the copper peaks at 649.5 nm and 654.8 nm.
Figure 5.1  LIBS spectra of candidate substrate materials showing the H\(_{\alpha}\) line for hydrogen from ambient water vapor at 1.5 \% by volume. All spectra have the same scale but have been shifted vertically for clarity.

These peaks correspond to second-order-copper lines generated through higher-order diffraction from resonant Cu(I) lines at 324.8 nm and 327.4 nm. These second-order copper peaks can also be seen in Figure 5.1 at reduced intensities in the spectra for stainless steel and aluminum which contain small, alloyed concentrations of copper. Using these spectra, stainless steel was selected as an ideal candidate for surface-initiated LIBS due to the intense H\(_{\alpha}\) peak observed in its spectra, the lack of any significant emission lines around the hydrogen emission line, and for convenience as the rear flange cap used for mounting of all the other metals was constructed of 304 stainless steel thus eliminating the need for substrate preparation.

With stainless steel selected as a substrate for plasma-generation, an experiment was performed to compare the detection limits and sensitivity for hydrogen of gas-phase
versus solid-initiated LIBS plasmas. Using the same experimental setup from the investigation of the surface materials, stainless-steel initiated plasmas were examined with a detector delay of 4 µs and a gate width of 4 µs. Average spectra of 50 shots were collected at each of the concentrations listed in Table 3.9 along with one average spectra for pure nitrogen flow before and after to serve as the blank spectra for spectral analysis. Once all spectra were collected for breakdown on the surface, the focusing lens was adjusted to center the plasma in the center of the sample cell. The power was increased to 100 mJ/pulse to achieve a gaseous breakdown. The same sample collection procedure was repeated to achieve multiple 50 shot average spectra for every concentration and two blank spectra. With all data collected, the two blank signals were averaged for each configuration and a scaled average blank spectra was generated for all hydrogen sample spectra as described in Chapter 3. Two sample spectra with their scaled blank spectra are illustrated in Figure 5.2. Subtraction of the blank spectra from the sample spectra yielded the absolute signals peaks. Figure 5.3 shows four absolute peaks corresponding to four different sample hydrogen concentrations. The blank spectra and the hydrogen spectra were integrated over the full hydrogen peak width and the integrated blank was subtracted from the integrated hydrogen peak to determine the integrated absolute hydrogen peak value for response measurement.

As discussed in Chapter 3, various levels of CCD binning were used during collection of the sample data so a peak-to-base (P/B) method was employed which corrects for these levels of binning through a ratio of the integrated absolute hydrogen peak to the integrated base.
Figure 5.2  Example plasma emission spectra for 65 ppm and 325 ppm hydrogen concentrations with the corresponding scaled background spectra.

Figure 5.3  Background subtracted LIBS spectra for four experimental hydrogen concentrations in nitrogen.
In addition, the P/B ratio helped to account for natural fluctuations in plasma emission, therefore, P/B ratios served as a good measure of the response of the LIBS technique to changing hydrogen concentrations. The P/B ratios for both the gas phase and substrate LIBS plasmas as a function of hydrogen concentration are shown in Figure 5.4 for a concentration up to 4.4%, which is beyond the flammability limit for hydrogen. Error bars depict one standard deviation in the values of the P/B ratio.
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**Figure 5.4** Gas phase and stainless steel LIBS emission response to hydrogen concentration below 4.4% by volume.

The response of the plasma emission to hydrogen concentration below 4.4% by volume was observed to be highly linear for both the gas-phase and substrate-initiated cases, as shown in Figure 5.4, with regression coefficients of $R=1.00$ and $R=0.998$, respectively. A closer inspection of the data in Figure 5.4 revealed that below a concentration of 1.13%, the two LIBS approaches had approximately the same response. For a better comparison, regressions for the response only up 1.13% hydrogen by volume were calculated as shown in Figure 5.5.
Figure 5.5 Gas phase and stainless steel LIBS emission response to hydrogen concentration. Linear regressions are shown for data below 1.13% hydrogen by volume.

Examining only the data below 1.13% hydrogen by volume, both the gas phase and stainless steel methods exhibited comparable linear (R>0.999) responses to changes in hydrogen concentration. Above 1.13%, the departure from linearity observed previously could be due to optical depth and the resultant self absorption of emission by the plasma. This possibility will be examined later in this section.

With a highly linear response observed at low hydrogen concentrations for both the gas phase plasma and the surface plasma, the limits of detection for both configurations were calculated as described in Chapter 3. Limits of detection were calculated for each of the individual calibration curves that comprised the average curves in Figure 5.4 and 5.5. The detection limits were then averaged in their respective gas phase or substrate group. For substrate-initiated LIBS, the detection limit was found to
be 15 ppm by mass or approximately a quarter of the lowest concentration measured in this experiment. For gas phase LIBS, the detection limit was found to be 23 ppm by mass. These results are almost identical, suggesting not only that effective hydrogen detection can be achieved with either technique but that the plasma generated in each method was similar, even with different initiation procedures.

A comparison of the plasma emission signals was performed to determine if the plasmas were comparable in electron density and thus similar. Previously, it was noted in Figure 5.4 that the substrate-initiated plasma exhibited a slightly less linear response than that of the gas phase plasma. This could be the result of a smaller plasma resulting from the lower pulse energy employed for those experiments. To determine the plasma electron densities, the level of Stark broadening was examined for the $\text{H}_\alpha$ peak of the gas phase and substrate-initiated plasma. Calculations of electron density were made in the manner presented in Chapter 3 at three intermediate hydrogen concentrations using the FWHM of the associated $\text{H}_\alpha$ peak. An average plasma temperature of 20,000 K was used for all calculations with an uncertainty of ±10,000 K used to evaluate the maximum error. The calculated electron densities are shown as a function of hydrogen concentration in Figure 5.6 for the gas phase and substrate-initiated plasmas. The calculated electron densities show that the two plasmas were comparable, falling within experimental uncertainty, at each of the three sample concentrations. Figure 5.6 also shows that a higher electron density was found for the substrate initiated plasmas at all three concentrations. This was most likely due to the elevated electron density of the solid in comparison to the gas prior to breakdown. The finding of comparable plasmas supports the conclusion that the detection limits indicate almost identical plasmas.
Figure 5.6  Plasma electron densities at three sample hydrogen concentrations for substrate and gas phase initiated plasmas.

Finally, the slight deviation from linearity observed in plasma response was examined to determine if self-absorption of emission was present in the plasma. Hydrogen emission for concentrations up to 26.8% or 25,500 ppm by mass was recorded during experimentation. The P/B ratios for the gas-phase over the full concentration range are shown in Figure 5.7. A log-log plot was used in Figure 5.7 to examine the linearity of the curve of growth for hydrogen emission over a broad range of concentrations. The illustrated line, added for clarity, shows that the curve of growth was highly linear for the plasma over a broad concentration range illustrating that emission was not appreciably affected by optical depth and thus no self-absorption mechanisms were present (Aguilera 2003).
Gas-phase and surface-initiated laser induced breakdown spectroscopy have been shown to provide low limits of detection, 15 ppm and 23 ppm respectively, and high sensitivity for hydrogen. The comparable nature of the results for both plasmas was encouraging as the use of surface-initiated LIBS is preferred for field detection applications due to the lower laser pulse energy required. While exhibiting effective hydrogen detection, two concerns arise from these experiments regarding the use of LIBS as a detection technique. The first concern is with regards to LIBS being a form of atomic spectroscopy. Any species containing atomic hydrogen will be detected by this method as illustrated by the ambient water vapor used for substrate testing. Therefore, for a practical detection technique, LIBS must either be performed in a sample chamber with a inline cold trap prior to the chamber to condense water and other pollutants from
the sample, or performed with algorithms to account for ambient hydrogen concentrations. The second concern is with regards to the ablation of the substrate during surface-initiated LIBS. Ablation of a substrate dictates that maintenance of the detection device will be required at certain intervals depending on the material toughness. In addition, there could possibly be an effect of ablation on detection ability as a crater is formed on the sample surface. All experiments performed to this point consisted of a few thousand shots on a surface that was previously unablated. To address this concern, a brief investigation was performed to examine the effect of substrate degradation on hydrogen emission.

5.2 Substrate Degradation Experiments

Surface-initiated LIBS takes advantage of the high free electron density and mobility in a solid surface to initiate plasma formation with lower incident energy. While effective as a plasma former, some of the surface material is entrained in the plasma. Ablation of the surface results in small concentrations of lost surface material which, after many plasma formations, can result in the formation of a crater in the solid surface. As stated previously, this ablation is of interest for two reasons. The first reason is that surface ablation can result in increased maintenance requirements for any practical LIBS field detection system. Second and most importantly is the issue of whether surface changes can result in changes in signal response for chemical identification. For these reasons, surface degradation by LIBS plasmas is now briefly examined.

Using scanning electron microscopy (SEM), an image of one of the stainless steel flange caps from the detection limit studies was collected as shown in Figure 5.8. Scanning electron microscopy probes surface structure by displacing surface electrons
with the use of a scanning beam of incident electrons. These displaced electrons are collected and amplified yielding a highly magnified image of the surface.

Figure 5.8 Stainless steel surface crater formed by ablation after repeated detection limit studies at the same substrate location.

The crater shown in Figure 5.8 exhibits some interesting structural features. The first is the accumulation of solidified metal around the edges of the crater. This increased surface area could increase the energy of the surface thus lowering the threshold over time for plasma initiation. The second feature of interest is the almost vertical wall of the ablated crater. This feature could possibly affect signal response by limiting emission solid angle if the crater is of sufficient depth. Also, a large crater depth could result in the buildup of hydrogen gas in the crater over short time spans with a different concentration in relation to a sample flow passing over the surface. This would thereby generate plasma emission that is not proportional to the sample flow concentration. A final note on the crater presented in Figure 5.8 is the presence of a relatively flat and smooth crater base.
This flat structure is not always seen as will be discussed below. With these issues denoted, a series of experiments were conducted to examine crater structural changes and emission response in relation to the number of plasmas generated on the substrate.

The first experiment conducted involved recording hydrogen emission for 100 shot averages for a period of one hour as described in Chapter 3 using the second LIBS experimental setup. The concentration of hydrogen in the sample gas flow rate was constant at 16.6% hydrogen by volume and an unablated stainless steel flange cap was used as the substrate. Two blank spectra were recorded at a previously unablated site on the sample disc. With the blank spectra recorded, the disc was rotated on the flange to a new unablated spot at the focal spot of the laser. Subsequently, 100 shot averages were collected at a 5 Hz repetition rate for a period of one hour thereby exposing the sample surface to 18,000 laser shots. For each of the 180 hydrogen average emission spectra, a simple peak-to-base ratio was calculated for the Hα line, as described in Chapter 3, to measure the hydrogen signal response to the total number of shots impacting the surface. A plot of the P/B ratios as a function of total laser shots is given in Figure 5.9. A study of the substrate P/B ratios after an hour showed an initial trend of decreasing hydrogen emission for the first few thousand shots followed by a gradual increase in emission which appeared to level off by the time $10^4$ total shots were reached. A few outlier points are seen around $10^4$ total shots but the emission otherwise followed the observed pattern as shown in Figure 5.9. This data suggested that there might be a relationship between signal response and the total number of shots to which a surface had been subjected.
Figure 5.9 Hydrogen P/B ratios as a function of the total number of laser shots for stainless-steel initiated LIBS. The hydrogen gas sample had a concentration of 16.6% hydrogen by volume.

A picture of the crater in Figure 5.10 shows a relatively small amount of ablation over the 18,000 shots. The original substrate examined from the detection limit studies showed a more pronounced crater signifying it was subjected to many more laser shots.

With a possible trend observed in hydrogen emission as a function of the total shots to which the LIBS substrate was exposed, a second experiment was conducted. In addition, the time of sampling was increased to 2.5 hours to achieve a crater depth of similar magnitude to that of the crater seen from the detection limit studies. With the same repetition rate of 5 Hz and 100 shot averages, the stainless steel substrates for this study were subjected to a total of 45,000 shots in 2.5 hours. Two sample sets were collected and averaged to observe the variation in response. All other experimental parameters were held constant from the first substrate study.
Using simple peak-to-base ratios, the response of hydrogen emission to the total number of shots for the averaged samples is shown in Figure 5.11. A similar trend was observed in emission as a function of total shot number for this second experiment. The hydrogen emission showed a brief decline followed by an increase up to around $10^4$ total shots. A somewhat steady regime of hydrogen emission was then observed between approximately $10^4$ to $2(10)^4$ total shots as shown in Figure 5.11. Following the steady emission, a decline in the P/B ratio was observed until the end of the sampling period. While investigation of the fundamental process accounting for this observed emission behavior was not the goal of this experiment, the results are important for any practical application of substrate-initiated LIBS.
Figure 5.11 Average hydrogen P/B ratios as a function of the total number of laser shots for stainless-steel initiated LIBS. The hydrogen gas sample had a concentration of 16.6% hydrogen by volume.

Fluctuation of the hydrogen emission signal over the lifetime of a detection system due to substrate degradation would not only result in inaccurate concentration monitoring, as demonstrated by these response measurements, but could pose a significant safety risk by incorrectly identifying hazardous hydrogen leaks. The two substrates used for the longer degradation study were also examined using a scanning electron microscope. The recorded images are shown in Figure 5.12. The craters from the 45,000 shot study both exhibit large crater depths and appreciable flow buildup around the crater lip. While the behavior for the first $10^4$ shots can be theorized as before, the continually decreasing P/B ratio over a greater number of shots might be attributed to the continually increasing crater depth. As the crater deepens, plasma
“confinement” takes place in the crater thus possibly changing the sampling behavior of the gas by the plasma and the observed emission response.

Figure 5.12 Stainless steel substrate craters after ablation by 45,000 laser shots in a hydrogen and nitrogen atmosphere.
To maintain signal response, a hydrogen detection system would need to be limited to a certain number of shots based on this behavior before substrate replacement is required. For instance, at a rate of 2 Hz using 100 shot average samples, substrate replacement would be required after 200 samples or approximately every two hours and forty-five minutes. Increased substrate lifetime would increase the practicality of a LIBS field detection system. Finally, an interesting feature observed for both craters was the flow of metal back into the base of the crater as shown in Figure 5.12. Characterization of this flow might allow for understanding of the decrease in response seen after a large number of laser shots.

The goal of this study was not to characterize substrate ablation behavior but rather to briefly address the effect of substrate degradation on hydrogen emission. It has been shown that a fluctuation in hydrogen emission exists at a constant concentration as the total number of ablation events increases. This variation must be addressed in the design of a practical hydrogen detection system using surface-initiated LIBS to ensure measurement accuracy safety.
CHAPTER 6
SUMMARY AND CONCLUSIONS

The problems associated with current fossil fuels have prompted governments and industry to research new energy sources. Hydrogen is the primary energy carrier being promoted for fossil fuel replacement due to its abundant supply and improved environmental and political attributes. The prevalence of current and future hydrogen use coupled with hydrogen safety concerns dictates a need for accurate, rugged, real-time hydrogen detection and monitoring schemes with low limits of detection below the hydrogen flammability limit of about 4% by volume and high sensitivity. Spontaneous Raman scattering and laser-induced breakdown spectroscopy were examined in this work to provide a new remote sensing and point sensing technique, respectively, to hydrogen detection and monitoring with the intention of demonstrating improved detection metrics over current systems.

Spontaneous Raman scattering was examined as a practical scheme for hydrogen detection not only because of its ability to detect species at low concentrations but also because it allows for remote monitoring with a simple, optic configuration and can provide real-time feedback. A backscatter orientation was presented in this work to increase spatial resolution and for ease of practical implementation. Preliminary studies found that Raman exhibited a highly linear response (R=0.985) to changes in hydrogen concentration. Low concentration remote detection is challenged by the low scattering intensities associated with Raman scattering and background noise due to fluorescence as a result of a 355 nm excitation source and stray light. A comparison of scattering in
response to 355 nm and 532 nm was conducted to determine if signal-to-noise improvements could be made using a less energetic wavelength. While a significant decrease in noise was observed at the longer wavelength (presumably due to less fluorescence), the loss in scattering intensity resulted in a limit of detection well above the flammability limit for hydrogen. A lower limit of detection was observed for 355 nm hydrogen than with 532 nm but it also was still above the flammability limit. The inability to achieve detection below the flammability limit prompted an examination of various optical configurations to increase collection efficiency for scattered Raman-shifted photons. Improvements in signal response were found to be more dependent on the dimensions of collection optics than pulse energy. This was an encouraging result as field implementation of Raman scattering will require the use of lower energy sources. In addition, scaling in Raman sensitivity was found with the optic dimension. Limits of detection for hydrogen of 1.94% and 0.76% by volume were achieved at pulse energies of 125 mJ/pulse and 250 mJ/pulse demonstrating the ability to detect hydrogen below its flammability limit. While demonstrating encouraging metrics for hydrogen detection, two issues are noted for remote detection by Raman scattering for field detection applications. The first issue is ignition of the hydrogen sample must be prevented in field detection by ensuring the laser beam does not generate an optical breakdown on any substrates on which the laser impinges around the sample volume. Second, due to low Raman scattering intensities, detection at large distance may or may not be limited. An increase in sampling distance will result in decreased scattering intensities due to a decreased solid angle of collection but a reduction in background noise will also result with the increased distance. Therefore, the change in signal-to-noise at large detection
distances is difficult to predict. A field detection system must be tested over a range of
detection distances before implementation to ensure an adequate signal-to-noise ratio is
achievable for effective hydrogen detection and monitoring.

The second technique examined in this work was laser-induced breakdown
spectroscopy. This form of atomic spectroscopy was examined because of its ability to
detect species in the parts per million range and its ability to provide real-time point
sensing with a simple optical configuration. Gas phase and substrate-initiated LIBS were
both examined to determine LIBS hydrogen detection ability. Both approaches exhibited
a linear response to changing concentrations of hydrogen with similar low limits of
detection around 20 ppm and comparable plasma characteristics. Substrate-initiated
LIBS was determined to be the better candidate for practical hydrogen detection because
detection was achieved at a lower pulse energy of 55 mJ/pulse which is more suitable for
field implementation. A study of the detection response of substrate-initiated LIBS to
substrate degradation suggested a possible correlation between the degree of surface
ablation and detection response exhibiting one possible drawback to the use of surface-
initiated LIBS for hydrogen detection. An issue noted for both LIBS approaches was the
need to alleviate or account for other sources of hydrogen in the sample since LIBS is an
atomic technique. Simple solutions to this requirement are the use of a liquid nitrogen
cold trap to condense out water vapor and other sample pollutants or multi-species
algorithms to account for ambient species concentrations. Finally, any implementation of
LIBS should be conducted in a sampling chamber with all inlets below the quenching
diameter for hydrogen (~0.61 mm) to prevent ignition of hydrogen in air. In addition,
the sample cell volume should be minimized and a pressure regulator installed to safely minimize and relieve the effects of a possible hydrogen ignition inside the cell.

Overall, both Raman scattering and laser-induced breakdown spectroscopy satisfied the criteria presented for effective hydrogen detection by demonstrating detection limits below the hydrogen flammability limit with high sensitivity. In addition, both exhibited a broad detection range and relatively simple implementation with a real-time response to changing hydrogen concentrations. For these reasons, spontaneous Raman scattering and laser-induced breakdown spectroscopy are concluded to be viable techniques for hydrogen detection and monitoring allowing for effective remote and point sensing respectively.

With the demonstration of both spontaneous Raman backscattering and LIBS as sensitive analytical techniques for practical hydrogen detection, the next phase of the investigation is to build and test field detection devices for use in monitoring of hydrogen pipelines and storage facilities. Future activities should include:

1. Further investigation of the effects of surface ablation on LIBS signal response to determine the source of response variation after repeated plasma sampling and the associated signal-to-noise ratios and limits of detection.

2. Investigation of the effect of surface contamination of the LIBS substrate on detection response.

3. Testing of a cold-trap for elimination of ambient water vapor and other pollutants from LIBS hydrogen samples.
4. Evaluation of the necessary spectral bandwidth and resolution for Raman detection to support the design of compact monochromators for the field system.

5. Correlation of the change in the signal-to-noise ratio with a wide range of field sampling distances for remote Raman detection.

6. Examination of a hybrid system using both techniques to achieve simultaneous remote and point sensing for more effective hydrogen leak monitoring.

With these additional activities addressed, spontaneous Raman scattering and laser-induced breakdown spectroscopy will be valuable detection and monitoring tools to support an expanding hydrogen infrastructure.
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