Quiet submarine threats and high clutter in the littoral environment increase computation and communication demands on beamforming arrays, particularly for applications that require in-array autonomous operation. By coupling each transducer node in a distributed array with a microprocessor, and networking them together, embedded parallel processing for adaptive beamformers can glean advantages in execution speed, fault tolerance, scalability, power, and cost. In this paper, a novel set of techniques for the parallelization of adaptive beamforming algorithms is introduced for in-array sonar signal processing. A narrowband, unconstrained Minimum Variance Distortionless Response (MVDR) beamformer is used as a baseline to investigate the efficiency and effectiveness of this method in an experimental fashion. Performance results are also included, among them execution times, parallel efficiencies, and memory requirements, using a distributed system testbed comprised of a cluster of workstations connected by a conventional network.

1. Introduction

Beamforming is a method of spatial filtering and is the basis for all array signal processing. Beamforming attempts to extract a desired signal from a signal space cluttered by interference and noise. Specifically, sonar beamforming uses an array of spatially separated sensors, or hydrophones, to acquire multichannel data from an undersea environment. The data is filtered spatially to find the direction of arrival of target signals and to improve the signal-to-noise (SNR) ratio. An array can be configured arbitrarily in three dimensions, but this paper assumes a linear array with equispaced nodes designed to process narrowband signals.

Adaptive beamforming (ABF) optimizes a collection of weight vectors to localize targets, via correlation with the data, in a noisy environment. These weight vectors generate a beampattern that places nulls in the direction of unwanted noise (i.e. signals, called interferers, from directions other than the direction of interest). As opposed to conventional beamforming (CBF) techniques that calculate these weight vectors independently of the data, an adaptive beamformer uses information about the cross-spectral density matrix (CSDM) to compute the weights in such a way as to improve the beamforming output. Numerous ABF algorithms have been proposed in the literature \(^\text{1-4}\). This paper uses as its baseline the basic unconstrained Minimum Variance Distortionless Response (MVDR) algorithm as presented by Cox et al.\(^\text{5}\). MVDR is an optimum beamformer that chooses weights to minimize output power subject to a unity gain constraint in the steering direction. The steering direction is the bearing that the array is "steered" toward to look for a particular incoming signal. A mono-frequency, unconstrained MVDR algorithm was selected as the baseline for this study since it is a well-known problem of sufficient complexity to demonstrate the effectiveness of the distributed parallel techniques developed for adaptive beamforming.

This paper introduces a novel method for the parallel processing of adaptive beamformers in a distributed fashion that scales with problem and system size on a linear array. This technique is ultimately
targeted for in-array processing, where each node in the array consists of a hydrophone coupled with a low-power DSP microprocessor. The microprocessors are connected via a point-to-point communications network. The parallel nature of such a sonar array eliminates a single point of failure inherent in arrays with a single processor, making it more reliable. By harnessing the aggregate computational performance, parallel processing on a distributed sonar array holds the potential to realize a variety of conventional, adaptive, and match-field algorithms for real-time processing.

Several studies in the literature on computational algorithms for sonar signal processing have exploited the increased computational power attained by a parallel system that scales with the problem size. George et al. developed three parallel algorithms for frequency-domain CBF. George and Kim developed a coarse-grained and a medium-grained parallel algorithm for split-aperture CBF (SA-CBF). Both of these sets of algorithms were designed for distributed systems composed of networked processors each with local memory. Banerjee and Chau proposed a fine-grained MVDR algorithm for a network of general-purpose DSP processors using a QR-based matrix inversion algorithm. Their results, obtained through the use of an Interprocessor Communication (IPC) cost function, show that when the number of processors matches the problem size, the interprocessor communication costs exceeds the computational savings.

Most of the work conducted to date on parallel adaptive algorithms has been targeted for systolic array implementations. These parallel algorithms exhibit real-time processing capabilities but are designed for implementation on a single VLSI processor and therefore cannot easily scale with varying problem and array size. Moreover, these systolic methods are inherently fine-grained algorithms that are not generally appropriate for implementation on distributed systems because of the communication latencies inherent in such architectures. One of the major contributors to execution time in MVDR is a matrix inversion that must be performed upon the CSDM with each iteration of beamforming. Many fine-grained algorithms exist for parallel matrix inversion. However, like systolic array algorithms, these algorithms generally require too much communication to be feasible on a distributed system.

The distributed method for parallel adaptive beamforming presented in this paper addresses both the computation and communication issues that are critical for achieving scalable performance. Beamforming iterations are decomposed into stages and executed across the distributed system via a loosely coupled pipeline. Within each pipelined iteration, the tasks that exhibit the highest degree of computational complexity are further pipelined. Moreover, data packing is employed to amortize the overhead and thereby reduce the latency of communication, and multithreading is used to hide much of the remaining latency.

A theoretical overview of MVDR is given in Section 2. In Section 3, the baseline sequential algorithm is examined in terms of its individual tasks and their performance. In Section 4, the novel set of distributed processing techniques is presented in terms of a parallel MVDR algorithm. A performance analysis comparing the parallel algorithm and the sequential algorithm in terms of execution time, speedup and efficiency is given in Section 5. Finally, Section 6 concludes with a summary of the advantages and disadvantages of the parallel algorithm as well as a synopsis of the results and directions for future research.

2. MVDR Overview

The objective of beamforming is to resolve the direction of arrival of spatially separated signals within the same frequency band. The sources of the signals are located far from the sensor array. Therefore, the propagating wave is a plane wave and the direction of propagation is approximately equal at each sensor. We also neglect the effect of multipath propagation caused by reflection. Multiple sensors in an array are used to capture multichannel data that is spatially filtered by weights assigned to each sensor output. The weights, also called the aperture function, form a beampattern response, which is a function of the number of sensors, sensor spacing, and wave number given by $k = \omega/c$, where $\omega$ is the center frequency of the
signal and $c$ is the propagation velocity for the signal. The sensor outputs are multiplied by the weights and summed to produce the beamformer output. The beamformer output is a spatially filtered signal with an improved SNR over that acquired from a single sensor.

Frequency-domain beamforming offers finer beam-steering resolution and is more memory efficient than time-domain beamforming. George et al.\textsuperscript{6} showed that the execution time of the Fast Fourier Transform (FFT) is negligible compared to the execution times of other stages in the beamforming process. Hence, for this research, we assume that all time-domain data has been Fourier transformed. As a baseline, the data is processed using a single frequency bin since, as will become more clear later, the parallel method presented in this paper is readily extensible to multiple frequency bins.

Fig. 1 shows the structure of a basic adaptive beamformer with a signal arriving from angle $\theta$. There are $n$ sensors with frequency-domain outputs $x_0, \ldots, x_{n-1}$. The weights, $w_i$, in the figure are intersected by an arrow to illustrate their adaptive nature. Denoting the column vector of frequency-domain sensor outputs as $\mathbf{x}$ and the column vector of weights as $\mathbf{w}$ with entries $w_i$, the scalar output, $y$, can be expressed as

$$ y = \mathbf{w}^* \mathbf{x} $$  \hspace{1cm} (2.1)

where the $^*$ denotes complex-conjugate transposition.

![Fig. 1. Narrowband ABF structure.](image)

CBF uses a delay and sum technique to steer the array in a desired direction independently of the data. The array is steered by properly phasing the incoming signal and summing the delayed outputs to produce the result. The steering vector, $\mathbf{s}$, is calculated from the frequency and steering direction, which when multiplied by the incoming signal will properly phase the array. The equation for $\mathbf{s}$ is given by

$$ \mathbf{s} = [1, e^{-jkd \sin(\theta)}, e^{-jk2d \sin(\theta)}, \ldots, e^{-jk(n-1)d \sin(\theta)}]^T $$  \hspace{1cm} (2.2)

where $k$ is the aforementioned wave number, $n$ is the number of nodes, and $d$ is the distance between the nodes in the array. For a detailed discussion of CBF and the formation of the steering vectors, the reader is referred to Clarkson\textsuperscript{21}.

The cross-spectral density matrix, $\mathbf{R}$, is the autocorrelation of the vector of frequency-domain sensor outputs

$$ \mathbf{R} = E\{\mathbf{x} \cdot \mathbf{x}^*\} $$  \hspace{1cm} (2.3)

The matrix $\mathbf{R}$ is also referred to as the covariance or correlation matrix in time-domain algorithms. The output power per steering direction is defined as the expected value of the squared magnitude of the beamformer output:

$$ P = E\{|y|^2\} = \mathbf{w}^* E\{\mathbf{x} \cdot \mathbf{x}^*\} \mathbf{w} = \mathbf{w}^* \mathbf{R} \mathbf{w}. $$  \hspace{1cm} (2.4)

In CBF, the weight vector $\mathbf{w}$ is equal to $\mathbf{s}$, the steering vector.
MVDR falls under the class of linearly constrained beamformers where the goal is to choose a set of weights, \( w \), that satisfy
\[
\mathbf{w}^* \mathbf{s} = g
\]
which passes signals from the steering direction with gain \( g \) while minimizing the output power contributed by signals, or interferers, from other directions. In MVDR, the gain constant \( g \) equals one. Thus, by combining Eqs. (2.4) and (2.5) and assuming that \( s \) is normalized (i.e. \( \mathbf{s}^* \mathbf{s} = \mathbf{n} \)), we solve for the weights from
\[
\text{Min } P = \mathbf{w}^* \mathbf{R} \mathbf{w} \text{ constrained to } \mathbf{w}^* \mathbf{s} = 1. \tag{2.6}
\]
Using the method of Lagrange multipliers, it is found that the solution for the weight vector in Eq. (2.6) is
\[
\mathbf{w} = \frac{\mathbf{R}^{-1} \mathbf{s}}{\mathbf{s}^* \mathbf{R}^{-1} \mathbf{s}}. \tag{2.7}
\]
By substituting Eq. (2.7) into Eq. (2.6), we obtain the scalar output power for a single steering direction as:
\[
P = \frac{1}{\mathbf{s}^* \mathbf{R}^{-1} \mathbf{s}}. \tag{2.8}
\]
Thus, the MVDR algorithm optimally computes the weight vectors depending on the sampled data. The result is a beampattern that places nulls in the direction of strong interferers.

As an example, Fig. 2 shows the beampatterns and beamforming power plots from a conventional beamformer and an MVDR beamformer. The data in this example was created for one frequency bin, \( f = 30 \) Hz, where the output of each sensor has a signal plus noise component. The amplitude of the noise is normally distributed with zero mean and unit variance, with an SNR of 25 dB. Isotropic noise is modeled as a large number of statistically independent stochastic signals arriving at the array from all directions.
Fig. 2. Array response and power plots for 4 nodes, 91 steering directions, and incoming signal at $\theta = 45^\circ$. CBF (a) and MVDR (b) plots of beampattern for the array when steered toward broadside. Arrow in (b) points to null steered at interference arriving at 45°. Resulting log-scale power plots for CBF (c) and MVDR (d).

Since the weight vectors for CBF are calculated independently from the sampled data and the only a priori knowledge of the desired signal is the bearing, CBF ignores possible interferers from other directions. Fig. 2(a) shows the beampattern created by a CBF algorithm looking for signals at broadside (i.e. $\theta = 0^\circ$) with a source of interference at $\theta = 45^\circ$. The result is a beampattern that passes signals at broadside with unity gain while attenuating signals from other angles of incidence. At $\theta = 45^\circ$, the beampattern exhibits a side lobe that does not completely attenuate the interfering signal, which will result in a “leakage” of energy from the signal at 45° into broadside. Conversely, the weight vectors in MVDR depend explicitly on the sampled data and can therefore steer nulls in the direction of interferers, as indicated by the arrow in Fig. 2(b). In this figure, the main lobe is at broadside (i.e. the steering direction), and at $\theta = 45^\circ$ there is a null that minimizes the energy contributed from the interference in that direction, thereby preventing leakage.

Changing the number of nodes and the distance between the nodes can change the beampattern of the array. Clarkson\textsuperscript{21} gives a detailed analysis of how changing these array parameters affects the spatial bandwidth of the main lobe, the side lobe level, and roll-off of the side lobes. Figs. 2(c) and 2(d) show the
final beamforming results, for CBF and MVDR respectively, where the power found in each steering direction is plotted on a logarithmic scale to emphasize the artificial energy found in directions where there was no signal source. The relatively poor results in Fig. 2(c) are evidence of the energy contributed by the interference to other steering directions as this energy was passed, although attenuated, by the CBF beampattern. By contrast, the MVDR results in Fig. 2(d) exhibits a dramatic improvement due to the ability of MVDR to place nulls in the direction of strong signal interferences when not steering toward the direction of the interference.

3. Sequential MVDR Algorithm and Performance

Adaptive beamforming with MVDR is divided into three tasks. The first task is the **Averaging** of the CSDM. The second task is **Matrix Inversion**, which inverts the exponential average of the CSDM. The third task is **Steering**, which steers the array and calculates the power for each steering direction. Fig. 3 is a block diagram of the sequential algorithm.

Subsection 3.1 presents an overview of each task in the sequential algorithm, followed by performance results given in Subsection 3.2. The performance results will identify the computational bottlenecks of the sequential MVDR algorithm.

3.1. Sequential MVDR tasks

As defined in Eq. (2.3), the creation of the CSDM requires computations involving an infinite series with an infinite number of sample values, which is of course not feasible in a real application. The CSDM is estimated from the streaming input data and updated at each iteration using the exponential averaging method given by

\[
\hat{R}(k+1) = \alpha \hat{R}(k) + (1 - \alpha) \{ x(k+1) \cdot x(k+1)^H \}
\]

where \( k+1 \) denotes the current sample, \( k \) denotes the previous sample, and \( \alpha \) is the exponential averaging parameter. This average provides an estimate of the CSDM, assuming that the signal data is stationary.

The **averaging** task consists of \( n^2 \) complex multiplications and additions followed by \( n^2 \) divisions, to compute the estimate of the CSDM, which results in a computational complexity of \( O(n^2) \). The number of operations required in estimating the CSDM could be reduced by making use of the Hermitian property of the CSDM. However, the computational complexity of this task would still remain at \( O(n^2) \).
The inversion algorithm we use for the matrix inversion task is the Gauss-Jordan elimination algorithm with full pivoting, adapted from Press et al.\textsuperscript{20} Gauss-Jordan elimination for matrix inversion assumes that we are trying to solve the equation

$$A \cdot X = I$$

(3.2)

where $A$ is the matrix to be inverted, $X$ is the matrix of unknown coefficients which form the inverse of $A$, and $I$ is the identity matrix. This inversion technique uses elementary row operations to reduce the matrix $A$ to the identity matrix, thereby transforming the identity matrix on the right-hand side into the inverse of $A$. The method used here employs full pivoting, which involves doing row and column operations in order to place the most desirable (i.e. usually the largest available element) pivot element on the diagonal. This algorithm has a main loop over the columns to be reduced. The main loop houses the search for a pivot element, the necessary row and column interchanges to put the pivot element on the diagonal, division of the pivot row by the pivot element, and the reduction of the rows. The columns are not physically interchanged but are relabeled to reflect the interchange. This operation scrambles the resultant inverse matrix so a small loop at the end of the algorithm is needed to unscramble the solution. The pivoting operation has been used to make the inversion algorithm numerically stable.

Gauss-Jordan elimination was selected because it is computationally deterministic in that the number of operations required to complete the inversion is fixed and known a priori independent of the data, and thus the overhead of dynamic task scheduling is avoided. An inversion algorithm without such characteristics would require run-time decisions to be made regarding the assignment of tasks to processors, thereby adding to the overhead of the parallel processing and imposing limits on attainable speedup. For details on the structure of the Gauss-Jordan elimination algorithm and its numerical stability, the reader is referred to Golub and Van Loan\textsuperscript{22}. The complexity of the algorithm is $O(n^3)$. Gauss-Jordan elimination is particularly attractive for distributed parallel systems because the outer loop that iterates over the $n$ columns of the matrix is easily decomposed over $n$ stages and is therefore ideal for pipelining in a coarse-grained algorithm where the iterations of the loop are decomposed into separate stages. The memory requirements are minimized by building the inverse matrix in the place of $A$ as it is being destroyed.

The steering task is responsible for steering the array and finding the output power for each of the steering directions. The main operation in the steering task is the product of a row vector by a matrix then by a column vector, which results in $O(n^2)$ operations. This operation must be performed once for every steering direction, which increases the execution time linearly as the number of steering directions increases. Although with a fixed number of steering angles the computational complexity of the steering task is lower than that of the matrix inversion task as $n \to \infty$, it will dominate the execution time of the algorithm for sonar arrays where the number of nodes is less than the number of steering angles. The performance analysis in the next subsection will illustrate the impact of each of the tasks in the sequential algorithm.

### 3.2. Sequential MVDR performance

Experiments were conducted to examine the execution time of the sequential model and its three inherent tasks. The sequential algorithm was coded in C, compiled under Solaris 2.5, and then executed on an Ultra-1 workstation with a 167MHz UltraSPARC-I processor containing 32kB of on-chip cache memory, 512kB of secondary cache memory, and 128MB of main memory. This platform was selected from the many types of workstations in the testbed as one that is reasonably representative of the performance envelope that can be expected from embedded DSP microprocessors that will be deployed in the next several years in terms of processor performance, on-chip and off-chip memory capacity, DMA support, etc. To study the effects of problem size, the program was executed for 4, 6, and 8 sensor nodes, each using 45 steering directions. The execution time for each task was measured separately and averaged over many
beamforming iterations. The results are shown in Fig. 4. Each stacked bar is partitioned by the tasks of MVDR beamforming discussed above. The height of each stacked bar represents the average amount of time to execute one complete iteration of beamforming. As predicted, the steering task is the most computationally intensive since, in this case, the number of nodes is always less than the number of steering directions. The matrix inversion task follows while averaging, seen at the bottom of each stacked bar, is almost negligible.

The array architecture assumed for the implementation of the sequential algorithm is one in which the sensor nodes collect data and send it to a front-end processor for beamforming. Communication latency is ignored in the performance analysis for the sequential algorithm, and the total execution times are based completely on the sum of the execution times of the three computational tasks.

The sequential algorithm was optimized for computational speed by pre-calculating the steering vectors and storing them in memory to be retrieved only when needed in the steering task. George and Kim\(^7\) analyze the trade-offs between a minimum-calculation model and a minimum-memory model for a sequential split-aperture CBF algorithm. In their minimum-calculation model, the steering vectors and the inverse-FFT basis are calculated in an initial phase of execution and saved in memory to access when needed in the steering and iFFT processing tasks, respectively. The minimum-memory model conserves memory by computing these vectors on the fly as needed. Performance analyses indicate that the minimum-calculation model is five times faster than the minimum-memory model but requires twice as much memory capacity. In MVDR, there is no iFFT task and therefore no need to calculate and store an inverse-FFT basis. However, the SA-CBF and MVDR algorithms both require steering vectors in their steering tasks. Since, like MVDR, the steering task was found to be the dominant factor in the performance of the SA-CBF algorithm, we expect similar computation-vs-memory tradeoffs with the MVDR algorithm. As execution time is the primary focus of the performance analyses in this paper, we

![Fig. 4. Average execution time per iteration as a function of array size for the baseline sequential MVDR algorithm with 45 steering directions and 576 iterations on an Ultra-1 workstation.](image)
chose to compromise memory space for execution speed by pre-calculating the steering vectors and storing them in memory to access when needed in the steering task.

The following section describes the novel techniques and the resulting distributed-parallel MVDR algorithm that achieves promising levels of speedup by decomposing, partitioning, and scheduling in pipeline stages the two most computationally intensive tasks, steering and matrix inversion. Section 5 analyzes the performance of the parallel algorithm and compares it with the purely sequential algorithm presented above.

4. Distributed-Parallel MVDR Processing

The level at which a computational task is partitioned among processors defines the granularity of the parallel algorithm. In a coarse-grained decomposition the computational tasks are relatively large with less communication among the processors. In a fine-grained decomposition the tasks are relatively small and require more communication. A medium-grained decomposition is a compromise between the two.

The lower communication overhead inherent in coarse- and medium-grained decompositions makes them the preferred methods when developing parallel algorithms for distributed systems. A coarse-grained decomposition for parallel beamforming is one that would assign independent beamforming iterations (i.e. the outermost loop in the sequential basis) to each processing node and then pipeline the beamforming tasks for overlapping concurrency of execution across the nodes. For instance, in a 4-node array, node 0 would be assigned iterations 0, 4, 8, 12, etc., node 1 would be assigned iterations 1, 5, 9, 13, etc., and so forth. By contrast, a medium-grained decomposition is one that would assign the same beamforming iteration to all nodes for simultaneous concurrency of execution, where each node would be responsible for computing the power results for a subset of the steering angles of interest. For instance, in a 4-node array that is beamforming with 180 steering angles, node 0 would be assigned the first 45 steering angles of all iterations, node 1 the second 45 steering angles, etc.

Coarse- and medium-grained decomposition algorithms have been developed for parallel CBF and SA-CBF by George et al.6 and George and Kim7, respectively. In both papers, the coarse-grained algorithm is called iteration decomposition and the medium-grained algorithm is called angle decomposition. The angle-decomposition method requires all-to-all communication to distribute the data among the nodes while the iteration decomposition method requires all-to-one communication to send the data to the scheduled node. The performance of iteration decomposition is generally superior to angle decomposition on distributed systems because it requires less communication among the nodes. However, since angle decomposition is not pipelined, it has a shorter result latency (i.e. the delay from the sampling of input data until the respective beamforming output is rendered) and makes more efficient use of memory by distributing the steering vectors across the nodes. Moreover, when the network in the distributed system is capable of performing a true hardware broadcast (i.e. when a sender need only transmit a single packet onto the network for reception by all other nodes), performance approaches that of iteration decomposition.

The smaller frequency of communication inherent in a coarse-grained decomposition makes it the most practical basis for a parallel MVDR algorithm designed for in-array processing on a distributed sonar array. A medium-grained algorithm for MVDR would require all nodes to invert the same matrix independently, causing undue computational redundancy. A coarse-grained algorithm avoids redundant computations by scheduling beamforming iterations for different data sets. Of course, the high frequency of communication inherent to fine-grained algorithms would make them impractical for implementation on a distributed array.

The techniques for distributed-parallel MVDR (DP-MVDR) beamforming that are presented in this section include two main components, a computation component and a communication component. The computation component uses round-robin scheduling of beamforming iterations to successive nodes in the array, and both staggers and overlaps execution of each iteration within and across nodes by pipelining. The communication component of the algorithm reduces the communication latency of all-to-all
communication with small amounts of data by spooling multiple data samples into a single packet. In so
doing, a separate thread is employed to hide communication latency by performing the all-to-all
communication while the main computational thread is processing the data received during the previous
communication cycle. The next two subsections discuss the two algorithmic components in detail,
followed by performance results in Section 5.

4.1 Computation component of the DP-MVDR algorithm

As reviewed in Section 3, each beamforming iteration of the sequential MVDR algorithm is composed of
an *averaging* task, a *matrix inversion* task, and a *steering* task. Before the task of *matrix inversion* can
begin, the exponential average of the CSDM ensemble must be computed. The *steering* task then uses the
inverse of the CSDM average to steer for every angle of interest. In the DP-MVDR algorithm, each node
in succession is scheduled to beamform a different data set in a round-robin fashion. For instance, node 0
would be assigned to process the first set of data samples collected by the array, node 1 the second set, and
so forth, causing each node to beamform using every $n^{th}$ data set, where $n$ is the number of nodes.

Furthermore, the DP-MVDR algorithm also pipelines the *matrix inversion* and *steering* tasks within
each of the beamforming iterations by decomposing each task into $n$ stages. When a node is scheduled a
new beamforming iteration, it computes the exponential average of the CSDM and executes the first stage
of the *matrix inversion* task. The next $n-1$ stages are spent completing the computation of the matrix
inversion and the following $n$ stages perform the steering, thereby imposing an overall result latency of $2n$
pipeline stages. Meanwhile, the running ensemble sum of CSDMs is updated at the beginning of every
pipeline stage. Fig. 5(a) illustrates the basic pipeline structure in terms of the stages of execution associated
with a single iteration executing on a single node in a system of three nodes (i.e. $n = 3$). Since each node is
scheduled a new beamforming iteration every $n$ stages, but the result latency is $2n$, it follows that the
computations for two iterations can be overlapped within each node by computing a *matrix inversion* stage
of the current iteration $i$ and the respective *steering* stage of the previously scheduled iteration $i-n$ in the
same pipeline stage. Fig. 5(b) illustrates the pipeline structure for all activities assigned to each node in the
system.
As an example, consider the six stages of the pipeline in Fig. 5(b). In the first pipeline stage, the CSDM ensemble is updated with sample data from all nodes, the exponential average is computed for iteration $i$, and the output is used by the first phase of the matrix inversion. Meanwhile, in that same node, the first phase of the steering task is computed based on the results from the matrix inversion previously computed for iteration $i-n$. In the second pipeline stage, new data from all nodes is again used to update the CSDM ensemble while the second phase of the inversion for iteration $i$ continues, along with the second phase of the steering task for iteration $i-n$. In the third pipeline stage, the next update takes place and the inversion for iteration $i$ is completed. The steering for iteration $i-n$ is also completed, thereby ending all processing for iteration $i-n$ by producing the beamforming result. Finally, in the fourth, fifth and sixth pipeline stages on this node, the steering is performed for iteration $i$, while the first three stages are executed for the next assigned iteration, iteration $i+n$. 

Fig. 5. Block diagram of the computation component of DP-MVDR in terms of a single beamforming iteration (a) and multiple iterations (b) executing on one of the nodes in the system (where $n = 3$).
Once the pipeline has been initialized and has filled, the overlapping of iterations between consecutive nodes in the array allows for the output from one complete beamforming iteration to be available from the system at the end of every pipeline stage. This overlap makes the effective throughput of the system equal to the reciprocal of the execution time associated with a single stage in the pipeline. As an example, Fig. 6 shows the overlapping execution of all nodes in a system with three nodes. In this case, node 0 is responsible for beamforming iterations 0, 3, 6, ..., i-3, i, i+3, etc. Similarly, node 1 is assigned iterations 1, 4, 7, ..., i-2, i+1, i+4, etc. and node 2 is assigned iterations 2, 5, 8, ..., i-1, i+2, i+5, etc. In general, for a system of n nodes, an arbitrary node j is assigned iterations j, n+j, 2n+j, 3n+j, etc. in a round-robin fashion. The decomposition schemes employed for the various tasks are discussed below.

In every pipeline stage the CSDM estimate is updated from the present data set collected from all the nodes in the system. Therefore, the computational complexity of the averaging task in the parallel algorithm remains the same as in the sequential algorithm, \( O(n^2) \).

The Gauss-Jordan elimination algorithm loops for every column of the CSDM. Since the CSDMs always have \( n \) columns, a single loop of the algorithm is executed per pipeline stage. This form of decomposition decreases computational complexity from \( O(n^3) \) in the sequential algorithm to \( O(n^2) \) in the parallel algorithm for the matrix inversion task over \( n \) nodes.

Fig. 7 shows the flow of processing associated with the steering task in the sequential algorithm and its decomposed counterpart in the parallel algorithm. The product shown is the denominator of Eq. (2.8) and \( \theta \) is the steering direction.
Fig. 7(b) shows the decomposition of the steering task in the DP-MVDR algorithm. The shaded elements denote the elements that are multiplied in one pipeline stage. The conjugate-transpose of the steering vector is multiplied by one column of the CSDM inverse, then by one element of the steering vector, for every steering direction, which results in $O(n)$ complexity. This process is repeated $n$ times, one per stage, for each column of $R^{-1}$ and each corresponding element of $s(\theta)$. The results from each stage are accumulated until the multiplication is completed in the $n$th stage. As evidenced in the computational performance experiments previously conducted with the sequential algorithm, the steering task in the DP-MVDR algorithm, while less computationally complex than matrix inversion as $n \to \infty$ for a fixed number of steering angles, dominates the execution time when $n$ is less than the number of steering directions.

### 4.2 Communication component of the DP-MVDR algorithm

The CSDM update operation of Eq. (3.1) at the beginning of every iteration of beamforming requires that each node must receive a periodically updated local copy of every other node’s data sample, where a data sample is the complex value of one frequency bin. In so doing, the nodes must perform an all-to-all communication of a single sample per node between each pipeline stage in order to meet the data requirements imposed by the MVDR algorithm. In a distributed array this communication pattern incurs a high degree of network contention and latency that might render the computation component of the parallel algorithm ineffectual.

To lower the impact of all-to-all communication, we use a technique called “data packing” where the nodes pack data (e.g. $d$ samples) that would be needed in future stages and send that data as one packet. Data packing eliminates the need to perform an all-to-all communication cycle between each pipeline stage and instead it is performed every $d$ stages. Data packing does not reduce the communication complexity of all-to-all communication, which is $O(n^2)$ in a point-to-point network where $n$ is the number of nodes. However, due to the overhead in setup and encapsulation for communication, sending small amounts of data results in a high overhead to payload ratio, making it desirable to pack multiple data together to amortize the overhead and reduce the effective latency of communication.

In addition to the use of data packing to reduce latency, we use multithreaded code in order to hide latency by overlapping communication with computation. Using a separate thread for communication is comparable to the use of a DMA controller capable of manipulating data between the node’s memory and the network interface in that, after setup, communication occurs in the background. In this scheme, while the nodes are processing their current data set, the communication thread is exchanging the data samples for the next set of iterations. Fig. 8 shows a block diagram of this method.
In Fig. 8, the squares in the foreground represent pipeline stages of computation that overlap in time with the all-to-all communication cycles represented by the rectangles in the background. The different types of shading depict the sets of data that are being operated upon by each thread (e.g. the pattern in the background with the first cycle is repeated in the pipeline stages of the second cycle). Fig. 8 illustrates how the data that is currently being processed was transmitted and received during the previous communication cycle.

Several experiments were conducted on a testbed to determine the appropriate number of data elements per packet to transmit per communication cycle so that communication and computation can be overlapped, with minimum overhead in the computation thread. The testbed consisted of a cluster of Ultra-1 workstations (i.e. the same platform used in Section 3) connected by a 155Mb/s (OC-3c) Asynchronous Transfer Mode (ATM) network via TCP/IP. The parallel code was written in the C version of MPI23. MPI is a standard specification that defines a core set of functions for message-passing communication and parallel program coordination. All-to-all communication was achieved by calling multiple send and receive primitives. Each complex data sample consists of two, 8-byte floating-point values. Fig. 9 compares the amount of time each thread dedicates to each component in a full communication and processing cycle for different payload sizes per packet in an 8-node system.
A cycle in the communication thread consists of a barrier synchronization to control the all-to-all transaction between nodes, communication of $d$ data samples that is the actual work of the thread, and thread synchronization within the node. A cycle in the computation thread consists of the processing of $d$ data samples and thread synchronization. The synchronization time in the communication thread is the amount of time that it takes to tell the computation thread that it has completed the communication of the data, plus the amount of time it waits for the computation thread to tell it to begin a new communication cycle. The synchronization time in the computation thread is the amount of time it waits for the communication thread to finish, plus, the amount of time it takes to tell the communication thread to begin a new communication cycle. Thus, the thread that finishes its work first must block to wait for the other thread to finish. To achieve an optimal overlap of computation over communication, the goal is for the communication thread to finish its communication cycle while the computation thread is still processing data. Fig. 9 shows that for payload sizes of 1 and $n$ data samples per packet, the computation thread finishes its work cycle before the communication thread finishes its work cycle, and thus maximum overlap is not achieved to completely hide the communication latency. When the payload size is $n^2$ data samples per packet, the amount of time the computation thread spends processing the data is greater than the amount of time the communication thread spends in sending the next set of data, thereby achieving complete overlap. The amount of data to pack for computation to overlap communication depends on the inherent performance of the processors and network in the system. Relative to processor speed, slower networks with a higher setup penalty will require larger amounts of packing while faster networks will require less.

There are several side effects with the use of multithreading and data packing in the DP-MVDR algorithm. First, multithreading requires thread synchronization, which is overhead not present in a single-threaded solution. Also, the more data that is packed the longer the result latency. Therefore, the number of data samples to pack should be sufficient to overlap the communication completely while maintaining the least possible result latency. In an $n$-node system, where $d$ samples per packet are transmitted per communication cycle, the result latency with data packing is increased, from $2n$ pipeline stages to $2n + d$ stages, since the algorithm allots $d$ stages for communication.

An increase in memory requirements is another side effect of data packing and multithreading. Fig. 10 shows the data memory requirements for the sequential algorithm and the parallel algorithm versus payload...
size of the packet and number of nodes in the system. As stated earlier, each sample is a complex scalar that consists of two, 8-byte floating-point values. The sequential algorithm needs to store only one copy of the data from each node and thus requires the least amount of memory, which is $16n$ bytes. In the parallel algorithm, even without data packing the double-buffering associated with multithreading raises the memory requirement to twice that of the sequential algorithm – one set that is being communicated, and another set that is being processed. In general, for an $n$-node system where each sample is 16 bytes, the memory required per node to store $d$ samples per packet from every node is $2d \times 16n$ bytes. Consider a single front-end processor executing the sequential algorithm for an 8-node array. It requires $16n = 128$ bytes to store the vector of data samples. Each node in an 8-node array executing DP-MVDR and sending only one sample per packet requires 256 bytes. For $n$ data samples per packet each node requires 2kB, and for $n^2$ samples per packet each node requires 16kB.

Fig. 10. Data memory requirements for communication as a function of the number of processors for various payload sizes.

The need for data packing and multithreading in the DP-MVDR algorithm is most critical when the nodes in the array are connected by a unicast point-to-point communications network that is slow relative to processor speed. If the network is capable of inherently supporting hardware broadcast (e.g. a ring), where a message destined for all other nodes in the system is transmitted only once and yet received multiple times, then the communication complexity of the all-to-all communication reduces from $O(n^2)$ to $O(n)$. This reduction in communication complexity may permit the use of smaller degrees of data packing while still achieving the overlap in computation over communication, and in so doing reduce the memory requirements and result latency. Moreover, a broadcast network that is fast relative to processor speed may even mitigate the need for multithreading. Thus, the communication component of the DP-MVDR algorithm may be tuned in its use depending on the processor and network speed and functionality.

The next section presents performance results with the DP-MVDR algorithm for several array sizes. Since communication latency is completely hidden by packing data samples, the execution times measured are a function of the computation thread alone.
5. Parallel MVDR Performance

To ascertain overall performance attributes and relative performance of inherent tasks using a distributed systems testbed, the algorithm was implemented via several message-passing parallel programs (i.e. one per array configuration) coded in C-MPI and executed on a cluster of UltraSPARC workstations with an ATM communications network. Each node measures the execution times for its tasks independently and final measurements were calculated by averaging the individual measurements across iterations and nodes. The degree of data packing employed is \( d = n^2 \) data samples per packet. Fig. 11 shows the execution times for both the parallel and the sequential algorithms for 45 steering directions. The number of nodes is varied to study the effects of problem and system size.

![Execution time per iteration as a function of array size for the parallel and sequential MVDR algorithms with 45 steering angles and 576 iterations on the Ultra-1/ATM cluster.](image)

The parallel times show that the steering task remains the most computationally intensive task for both the parallel and sequential programs, since in all cases the number of nodes is less than the number of steering directions. As the matrix inversion task in the parallel algorithm has the same parallel complexity as the averaging task, \( O(n^2) \), their execution times are approximately equal. The sequential algorithm does not include an overhead component because it is not pipelined nor multithreaded, and communication latencies are ignored. However, the overhead time of the parallel algorithm is negligible and therefore does not significantly affect the total execution time. The amount of time to perform the averaging task is comparable for both algorithms since it is not affected by the pipelining in DP-MVDR.

The two decomposed tasks in DP-MVDR, matrix inversion and steering, show significant improvement over their sequential counterparts. Fig. 12 is a comparison of DP-MVDR and the sequential algorithm in terms of scaled speedup (i.e. speedup where the problem size grows linearly with the number of nodes).
of nodes in the system) and parallel efficiency for each of these two tasks. Parallel efficiency is defined as the ratio of speedup versus the number of processing nodes employed in the system.

The **averaging** task is not included in the figure since it is performed identically in both the sequential and parallel algorithms and thus exhibits no speedup. The **matrix inversion** and **steering** tasks achieve near-linear speedup with average parallel efficiencies of 94% and 92%, respectively. The parallel efficiency of the **inversion** task does not demonstrate a clear monotonic increasing or decreasing trend. Rather, it shows a slight variation about an average efficiency of 94%. This characteristic is due to the pivoting operation, which involves data-dependent interchanges of elements. Since these two tasks were each decomposed into \( n \) stages, the ideal case would of course be a speedup of \( n \) and efficiency of 100%. However, much as with any pipeline, the ideal is not realized due to the overhead incurred from multithreading and managing the multistage computations within the pipeline. Unlike the **inversion** task, the **steering** task shows a slightly increasing trend in its parallel efficiency, due to the adverse effect of pipelining and multithreading overheads declining with respect to the increasing problem size. This characteristic is a clear demonstration of Amdahl’s Law, as the steering efficiency grows with an increase in the parallelizable fraction of the algorithm, while the overhead remains constant.

The previous figures show the results for each individual beamforming task. When comparing the overall system performance of the parallel algorithm with the sequential algorithm, we are primarily concerned with the effective execution time of each algorithm. The effective execution time in the parallel algorithm is the amount of time between outputs from successive iterations once the pipeline has filled (i.e. one pipeline stage). In the sequential algorithm, the effective execution time is the same as the result latency (i.e. the length of one beamforming iteration). For the parallel program, time-stamp functions are called at the beginning and end of each pipeline stage to obtain the effective execution time. Each node performs its own independent measurements, which are then averaged across iterations and nodes.

Fig. 13 shows the overall system performance in terms of scaled speedup and parallel efficiency. Despite the long result latency of DP-MVDR, the effective execution time is low, resulting in scaled speedups of approximately 3.4, 4.9, and 6.2 for 4, 6, and 8 nodes, respectively. The parallel efficiencies are approximately 85%, 82%, and 78%, respectively, with an average efficiency of approximately 82%. This moderate deterioration of efficiency that occurs with increase in the number of nodes is a result of the rapidly increasing time taken by the **averaging** task, which is the only task in the sequential algorithm that
is not parallelized. Thus, as the number of nodes is increased, there is a proportionately larger increase in the sequential part of the algorithm compared to the part that has been parallelized, causing an overall decrease in parallel efficiency. Of course, given the limited number of steering angles and frequency bins involved, these results can be considered as a lower bound on parallel performance, since an increase in the number of angles and/or bins employed in an array would naturally place far more pressure on those tasks with the highest computational complexity (i.e. the matrix inversion and steering tasks). Thus, parallel efficiencies for systems that use more angles and bins can be expected to attain even higher levels of parallel efficiency.

![Graph showing scaled speedup and parallel efficiency](image)

Fig. 13. Overall scaled speedup and parallel efficiency as a function of the number of processors.

### 6. Conclusions

This paper introduces a novel set of techniques for the parallelization of adaptive beamforming on distributed systems for in-array sonar signal processing, such as a sonar array whose nodes are comprised of DSP processors with local memory and are interconnected by a point-to-point communications network. The techniques employed focus upon a challenging baseline consisting of a narrowband, unconstrained MVDR beamformer, where a high degree of parallel efficiency is obtained through several forms of pipelined processing coupled with techniques to both reduce and hide communication overhead. The results also provide a basis for parallel in-array processing for other forms of MVDR beamforming algorithms involving a number of frequency bins.

The parallel algorithm decomposes the most complex tasks of sequential MVDR in a coarse-grained fashion using both a computation component and a communication component. In the computation component, successive iterations of beamforming are distributed across nodes in the system with round-robin scheduling and executed in an overlapping, concurrent manner via pipelining. Within each pipeline, the matrix inversion and steering tasks are themselves pipelined and overlapped in execution across and within the nodes. The computational complexity of the parallel algorithm is thus reduced to $O(n^2)$ for a fixed number of steering directions, where $n$ is the number of nodes and sensors in the system.

In the communication component, provisions are made to support point-to-point networks of moderate performance with the ability to only perform unicast communications. Data packing techniques are employed to reduce the latency of the all-to-all communication needed with MVDR by amortizing the setup and encapsulation overhead, and multithreading is employed to hide the remaining latency with
concurrency in computations and communications. For a cluster of ATM workstations, the packing of $n^2$
data samples per packet was empirically found to provide complete overlap of computation versus
communication while maintaining the minimum result latency. However, the optimal choice of this
parameter will depend upon the particular processors, network, and interfaces present in the distributed
architecture of interest.

There are several side effects associated with the use of pipelining, multithreading, and data packing in
this (or any) parallel algorithm. Synchronization between stages in the loosely coupled pipeline brings with
it increased overhead, as does the multithreading of computation and communication threads. Pipelining
increases the result latency, as does multithreading and data packing, and memory requirements increase
linearly with increases in the degree of data packing.

The results of performance experiments on a distributed system testbed indicate that the parallel
algorithm is able to provide a near-linear level of scaled speedup with parallel efficiencies that average
more than 80%. This level of efficiency is particularly promising given that the network used in the
experiments (i.e. ATM) does not support hardware broadcast. When hardware broadcast is available in a
given network, the communication complexity drops from $O(n^2)$ to $O(n)$, making it likely that even higher
efficiencies can be obtained. Moreover, on distributed systems with a fast network relative to processor
speed and capable of broadcast, the need for data packing and multithreading may be mitigated thereby
minimizing computation and communication overhead.

Although the baseline algorithm employed to study distributed processing techniques for adaptive
beamforming is defined in terms of only a single frequency bin of interest, the techniques are readily
extensible for multiple frequency bins since beamforming cycles are performed independently for each bin.
Thus, for each stage of each task in each pipelined processor in the system, the computations would be
repeated for each of the $b$ bins of interest. For example, in terms of the computation component of the DP-
MVDR algorithm, the processor assigned to compute the output for beamforming iteration $i$ would proceed
by first performing the task of CSDM averaging for each of the $b$ bins in a single stage. Next, in that same
stage plus $n-1$ additional stages, the processor would perform the task of matrix inversion for each of the $b$
matrices that result from the averaging. Finally, via $n$ more stages, the processor would perform the task of
steering using each of the $b$ inverted matrices that result from the inversion task. The narrowband
beamformer used as a baseline can be considered to be a worst-case scenario for MVDR processing, and
thus the results obtained represent a lower bound with respect to parallel performance. Such is the case
because a greater number of frequency bins being processed leads to an increase in potential concurrency
without an increase in data dependencies. This change implies that a relatively larger portion of the
sequential algorithm can be parallelized with a lower degree of relative overhead, thereby leading to the
potential for improvements in speedup and parallel efficiency. The effect of this trend is a subject for
future study.

Several directions for future research are anticipated. Building on the techniques presented in this
paper, enhanced forms of the baseline MVDR beamformer with broadband processing, robustness
constraints, and iterative updates of the inverse CSDM matrix will be parallelized and analyzed. An
implementation of the resulting parallel algorithm for practical adaptive beamforming on an embedded,
distributed system comprised of low-power DSP devices is anticipated. Moreover, to complement the
performance-oriented emphasis in this paper, further work is needed to ascertain strengths and weaknesses
of sequential and parallel MVDR algorithms in terms of fault tolerance and system reliability. By taking
advantage of the distributed nature of these parallel techniques for in-array sonar processing, the potential
exists for avoiding single points of failure and overcoming the loss of one or more nodes or links with
graceful degradation in performance. Finally, techniques described in this paper can be applied to more
advanced beamforming algorithms such as MUSIC and matched-field processing, and future work will
focus on the study of opportunities for parallelization in these algorithms.
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